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Abstract

In the field of sensitivity analysis, Sobol’ indices are widely used to assess the importance of inputs of a model to its output. Among the methods that estimate these indices, the replication procedure is noteworthy for its efficient cost. A practical problem is how many model evaluations must be performed to guarantee a sufficient precision on the Sobol’ estimates. This paper tackles this issue by rendering the replication procedure recursive. We consider the ability of adding new points to progressively increase the accuracy of the estimates. The key feature of this approach is the construction of nested space-filling designs. For the estimation of first-order indices, we exploit a nested Latin hypercube already introduced in the literature. For the estimation of closed second-order indices, two constructions of a nested orthogonal array are proposed. Regularity and uniformity properties of the nested designs are studied.
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1. Introduction

Mathematical models used in various fields are often quite complex. The behavior of some of these models may only be explored through the study of uncertainties propagated from their inputs. Sensitivity analysis studies how
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the uncertainty on an output of a mathematical model can be attributed to sources of uncertainty among the inputs. Among the large number of available approaches, the variance-based method introduced by Sobol’ [19] relies on the calculation of sensitivity measures called Sobol’ indices. The method is based on a variance decomposition of the model output into fractions which can be attributed to sets of inputs, assuming that the uncertainty on the sets of inputs is modeled by independent probability distributions. The influences of each set are summarized by the Sobol’ indices which are scalars between 0 and 1. The higher the index the more influential the set. One can distinguish first-order indices that estimate the main effect of each set of inputs from higher-order indices that estimate the corresponding order of interactions between sets of inputs. Various procedures have been proposed in the literature (see Saltelli [18] for a survey) to estimate Sobol’ indices. Unfortunately, these procedures require a significant number of model evaluations that can be prohibitive for expansive models. A solution reducing this number lies in the use of replicated designs.

The notion of replicated designs was introduced by McKay [10]. Later on, Mara et al. [9] combine these designs with “pick-freeze” estimators [19] to estimate first-order Sobol’ indices. This procedure, called replication procedure, has been further studied and generalized in Tissot et al. [21] to the estimation of closed second-order indices. This generalization relies on the construction of orthogonal arrays (OA) (see [5]). The replication procedure has the major advantage of reducing considerably the estimation cost as it requires to construct only two replicated designs of size \( n \). However, if the input space is not properly explored, that is if \( n \) is too small, the Sobol’ indices estimates may not be accurate enough.

To address this challenge, we need a procedure to sequentially add new points to an initial design and a recursive formula of the Sobol’ index estimator. Adding new points is straightforward when the initial design is composed with independent and identically distributed points. However, in the replication procedure as introduced in [21], the initial design possesses either a structure of Latin hypercube or orthogonal array whether first- or closed second-order Sobol’ indices are estimated. To preserved these structures, we focus on the construction of nested space-filling designs. An algorithm for the construction of nested Latin hypercubes has been proposed by Qian [14]. It allows to double the size of the design at each step. Our approach to render the replication procedure recursive for the estimation of first-order Sobol’ indices is based on this construction.
The main contributions of this paper are two constructions of a nested orthogonal array for the recursive estimation of closed second-order indices with the replication procedure. Each construction starts with an initial orthogonal array and updates it sequentially by adding a fixed number of new points. Constructions of nested orthogonal arrays have already been studied in [16, 15, 2]. These latter suffer from at least one of the following drawbacks:

- The size of the initial design is rather large, hence at each step a large number of new points is added.
- The constructions deal only with specific values of the input space dimension.
- The discretization is not the same in each dimension, more precisely only one dimension is finely discretized.

Conversely, the two constructions we propose do not suffer from these drawbacks. The paper is organized as follows. In Section 2, backgrounds are given on Sobol’ indices and the replication procedure. Then, the process rendering the replication procedure recursive is detailed. Section 3 deals with the construction of the nested space-filling designs: nested Latin hypercube and nested orthogonal arrays. In Section 4, regularity and uniformity properties of these two designs are studied. The end of this section is devoted to an application of our recursive procedure to a toy example.

2. Recursive estimation of Sobol’ indices

2.1. Definition of Sobol’ indices

Consider the following model defined from a black box perspective:

\[ f: \mathbb{R}^d \rightarrow \mathbb{R} \]

where \( y \) is the output of the model \( f \), \( \mathbf{x} \) the input vector and \( d \) the dimension of the input space. Denote by \( \subsetneq \) the proper (strict) inclusion symbol and by \( \subseteq \) the inclusion symbol.

Let \((\Omega, \mathcal{A}, \mathbb{P})\) be a probability space. We model the uncertainty on the inputs by a random vector \( \mathbf{X} = (X_1, \ldots, X_d) \) whose components are independent. Let \( u \subseteq \mathcal{D}, \mathbf{X}_u \) denotes a vector with components \( X_j, j \in u \). Let \( P_{\mathbf{X}} = P_{X_1} \otimes \ldots \otimes P_{X_d} \) be the distribution of \( \mathbf{X} \). We assume that \( f \in L^2(P_{\mathbf{X}}) \).
The model $f$ can then be uniquely decomposed into summands of increasing dimensions (functional ANOVA decomposition [19, 6]):

$$f(X) = f_0 + \sum_j f_j(X_j) + \sum_{k<l} f_{k,l}(X_k, X_l) + \cdots + f_{1,\ldots,d}(X_1, \ldots, X_d), \quad (2)$$

where $E[f_u(X_u)f_w(X_w)] = 0$, $\forall (u, w) \subseteq \{1, \ldots, d\}^2$, $u \neq w$. Denote $Y = f(X)$, this implies that $f_0 = E[Y]$ and that the components are mutually orthogonal with respect to $P_X$. Let $u \subseteq \{1, \ldots, d\}$, each component is defined by:

$$f_u(X_u) = E[Y|X_u] - \sum_{v \subseteq u} f_v(X_v).$$

The functional decomposition can be used to measure the global sensitivity of the output $Y$ to $X_u$. By squaring and integrating (2), due to orthogonality we get:

$$\sigma^2 = \text{Var}[Y] = \sum_j \sigma_j^2 + \sum_{k<l} \sigma_{k,l}^2 + \cdots + \sigma_{1,\ldots,d}^2, \quad (3)$$

where:

$$\sigma_u^2 = \text{Var}[f_u(X_u)] = \text{Var}[E[Y|X_u]] - \sum_{v \subseteq u} \sigma_v^2.$$

Resulting from this decomposition, the Sobol’ indices are defined by:

$$S_u = \frac{\sigma_u^2}{\sigma^2}.$$

Let $|u|$ denote the cardinal of $u$. The Sobol’ index $S_u$ measures the contribution to $\sigma^2$ of the $|u|$th-order interaction between the $X_j$, $j \in u$. Closed Sobol’ indices are defined by:

$$S_u = \frac{\text{Var}[E[Y|X_u]]}{\sigma^2}.$$

The closed Sobol’ index $S_u$ measures the contribution of the $X_j$, $j \in u$, by themselves or in interaction with each other. As an example, if $u = \{k, l\}$, $k \neq l$, then $S_{k,l} = S_{k,l} + S_k + S_l$. At last, note that:

$$\sum_{u \subseteq \{1, \ldots, d\}, u \neq \emptyset} S_u = 1,$$

which gives a direct interpretation of the value of each index. Most of the time, no explicit formulation of Sobol’ indices is available. To bypass this problem, one needs to resort to estimation methods.
2.2. Estimation of Sobol’ indices

In this section, we review succinctly the estimation procedure introduced by Sobol’ [19]. Consider \( \mathbf{X} \) and \( \mathbf{X}' \) two independent vectors distributed as the input vector. Let \( u \subseteq \mathcal{D} \) and denote by \( -u \) its complement. The hybrid point \( \mathbf{W} = (\mathbf{X}_u : \mathbf{X}'_{-u}) \) is defined by \( W_j = X_j \) if \( j \in u \) and \( W_j = X'_j \) otherwise. We define the following model outputs: \( Y = f(\mathbf{X}) \), \( Y_u = f(\mathbf{X}_u : \mathbf{X}'_{-u}) \).

To estimate \( S_u \), we start from the formula introduced by Janon et al. [7, Lemma 1.2] that expresses the Sobol’ index as a regression coefficient between the two outputs \( Y \) and \( Y_u \):

\[
S_u = \frac{\text{Cov}(Y, Y_u)}{\text{Var}[Y]} .
\]

Then, we proceed as in [19] and introduce two designs, each of size \( n \):

\[
\mathcal{P} = \{ \mathbf{X}_i \}_{i=1}^n, \quad \mathcal{P}' = \{ \mathbf{X}'_i \}_{i=1}^n .
\]

\( \mathcal{P} \) (resp. \( \mathcal{P}' \)) is a matrix where each row is a point \( \mathbf{X}_i = (X_{i,1}, \ldots, X_{i,d}) \) (resp. \( \mathbf{X}'_i \)) of the input space and each column contains \( n \) realizations \( X_{i,j} \) of each input \( X_j, j = 1, \ldots, d \). A third design \( \mathcal{P}^u = \{ \mathbf{X}_{i,u} : \mathbf{X}'_{i,-u} \}_{i=1}^n \) is constructed from \( \mathcal{P} \) and \( \mathcal{P}' \) by columns substitution. By evaluating the model with \( \mathcal{P} \) and \( \mathcal{P}^u \), we obtain \( n \) realizations of \( Y \) and \( Y_u \) noted \( \{ Y_i \}_{i=1}^n \) and \( \{ Y_{i,u} \}_{i=1}^n \).

Following [11], we consider the estimator:

\[
\hat{S}_u = \frac{1}{n} \sum_{i=1}^n Y_i Y_{i,u} - \left( \frac{1}{n} \sum_{i=1}^n Y_i \right) \left( \frac{1}{n} \sum_{i=1}^n Y_{i,u} \right) \frac{1}{n} \sum_{i=1}^n (Y_i)^2 - \left( \frac{1}{n} \sum_{i=1}^n Y_i \right)^2 \cdot (4)
\]

Other choices are possible for the estimator (see [13] for a succinct review). We focus on (4) whose asymptotic properties have been studied in [7].

The main drawback of the aforementioned procedure is the high number of model evaluations required. Estimating all first-order (resp. all closed second-order) Sobol’ indices costs \( n(d + 1) \) (resp. \( n\binom{d}{2} + 1 \)) model evaluations. The larger \( n \), the more accurate the estimation of Sobol’ indices. Some improvements have been introduced by Saltelli [17] to reduce the number of evaluations but with a cost still depending on the input space dimension. A solution reducing drastically this costs lies in the use of replicated designs.
2.3. Replication procedure and associated designs

In the following, we review the procedure based on replicated designs to estimate first- or closed second-order Sobol’ indices. We refer to it as replication procedure. We assume that the inputs \(X_1, \ldots, X_d\) are independent and uniformly distributed on \([0, 1]\). The generalization to other product distributions is provided in Remark 1 page 8.

The concept of replicated designs was first introduced by McKay in [10]. Here, we define it as follows:

**Definition 1.** Let \(\mathcal{P} = \{X_i\}_{i=1}^n\) and \(\mathcal{P}' = \{X'_i\}_{i=1}^n\) be two designs in \([0, 1]^d\). Let \(\mathcal{P}^u = \{X_{i,u}\}_{i=1}^n\) (resp. \(\mathcal{P}'^u\)), \(u \subseteq \mathcal{D}\), denote the subset of dimensions (columns) of \(\mathcal{P}\) (resp. \(\mathcal{P}'\)) indexed by \(u\). We say that \(\mathcal{P}\) and \(\mathcal{P}'\) are two replicated designs of order \(a \in \{1, \ldots, d-1\}\) if for any \(u \subseteq \mathcal{D}\) such that \(|u| = a\), \(\mathcal{P}^u\) and \(\mathcal{P}'^u\) are the same point set in \([0, 1]^a\). We define by \(\pi_u\) the permutation that rearranges the rows of \(\mathcal{P}'^u\) into \(\mathcal{P}^u\).

**Example.** Consider the two designs:

\[
\begin{align*}
\mathcal{P} &= \begin{pmatrix}
0.08 & 0.46 & 0.21 \\
0.15 & 0.77 & 0.43 \\
0.89 & 0.30 & 0.05 \\
0.70 & 0.23 & 0.95
\end{pmatrix}, &
\mathcal{P}' &= \begin{pmatrix}
0.89 & 0.30 & 0.95 \\
0.15 & 0.23 & 0.21 \\
0.70 & 0.46 & 0.43 \\
0.08 & 0.77 & 0.05
\end{pmatrix}.
\end{align*}
\]

\(\mathcal{P}\) and \(\mathcal{P}'\) are two replicated designs of order 1. \(\forall i\), the \(i\)-th columns of \(\mathcal{P}\) and \(\mathcal{P}'\) share the same unordered set of values. The permutation \(\pi_1 = (4, 2, 1, 3)\) order the first column of \(\mathcal{P}'\) into the first column of \(\mathcal{P}\).

The key point of the replication procedure is to construct two replicated designs and use their structure to mimic the hybrid points \(\{X_{i,u} : X'_{i,-u}\}_{i=1}^n\). More precisely, let \(\mathcal{P} = \{X_i\}_{i=1}^n\) and \(\mathcal{P}' = \{X'_i\}_{i=1}^n\) be two replicated designs of order \(|u|\). Denote by \(\{Y_i\}_{i=1}^n\) and \(\{Y'_i\}_{i=1}^n\) the two sets of model evaluations obtained with \(\mathcal{P}\) and \(\mathcal{P}'\). From Definition 1, we know that \(X'_{\pi_u(i), u} = X_{i,u}\). Then, \(Y'_{\pi_u(i)} = f(X'_{\pi_u(i), u} : X'_{\pi_u(i), -u})\),

\[
= f(X_{i,u} : X'_{\pi_u(i), -u}).
\]

Hence, each Sobol’ index \(S_u\) can be estimated via formula (4) with \(Y'_{\pi_u(i)}\) in place of \(Y_{i,u}\) without requiring further model evaluations. As such, the cost of the procedure equals \(2n\) to estimate either all first-order or all closed second-order indices. We detail below the structure of the two replicated designs for each case.
Estimation of first-order indices. There are various choices for constructing two replicated designs of order 1. In [9], \( \mathcal{P} \) and \( \mathcal{P}' \) are composed with i.i.d points. In [21], the authors propose to use Latin hypercube designs insuring most of the time a better exploration of the input space:

**Definition 2 (Latin hypercube design).** Denote by \( \Pi_n \) the set of all the permutations of \( \{1, \ldots, n\} \) and let \( \pi_1, \ldots, \pi_d \) be \( d \) independent random variables uniformly distributed on \( \Pi_n \). \( \mathcal{P} = \{ \mathbf{X}_i \}_{i=1}^n \) is a Latin hypercube design if:

\[
\mathbf{X}_i = \left( \frac{\pi_1(i) - U_{i,1}}{n}, \ldots, \frac{\pi_d(i) - U_{i,d}}{n} \right),
\]

where the \( U_{i,j} \) are independent random variables uniformly distributed on \([0, 1]\) and independent of the \( \pi_j \).

The first replicated design \( \mathcal{P} \) is constructed with Definition 2 above, then \( \mathcal{P}' \) is obtained by permuting independently the values of each column of \( \mathcal{P} \). In [21], the two resulting designs are referred as replicated Latin hypercube designs.

Estimation of closed second-order indices. The generalization to second-order indices was introduced in [21]. To estimate these indices, one needs to find a structure that “freezes” each subset of two variables. A solution relies on the use of orthogonal arrays [5, Definition 1.1]:

**Definition 3 (Orthogonal array).** A \( n \times d \) array \( \mathbf{A} = \{ \mathbf{A}_i \}_{i=1}^n, \mathbf{A}_i = (A_{i,1}, \ldots, A_{i,d}) \), with values from a set \( S \) of cardinality \( q \) is said to be an orthogonal array with \( q \) levels, strength \( t \) (\( 0 \leq t \leq d \)) and index \( \lambda \) if every \( n \times t \) sub-array of \( \mathbf{A} \) contains each \( t \)-tuple based on \( S \) exactly \( \lambda \) times as a row. The orthogonal array \( \mathbf{A} \) satisfies \( n = \lambda q^t \). It is denoted by \( OA_{\lambda}(q,d,t) \).

Here, the space \( S \) is identified as the Galois field of order \( q \), denoted by \( GF(q) \), where \( q \) is a prime number or prime power number \( (q = p^\alpha, \ p \ \text{prime and } \alpha \in \mathbb{N}) \). Once an orthogonal array is constructed its levels are substituted by \( 1, \ldots, q \), \( q \) indicating the number of points into which each input is discretized. For constructions of orthogonal arrays we invite the reader to consult [5].

From Definition 3, orthogonal arrays of strength two are replicated designs of order 2 and as such naturally “freeze” each subset of two variables.
Therefore, the strategy proposed in [21] is to construct two replicated orthogonal arrays of strength two:

**Definition 4 (Replicated orthogonal arrays).** Let $A = \{A_i\}_{i=1}^{q^d}$ be an OA$_{1}(q, d, t)$. Denote by $\Pi_q$ the set of all the permutations of $\{1, \ldots, q\}$ and let $\pi_1, \ldots, \pi_d$ be $d$ independent random variables uniformly distributed on $\Pi_q$. $\mathcal{P} = \{X_i\}_{i=1}^{q^d}$ and $\mathcal{P}' = \{X'_i\}_{i=1}^{q^d}$ are two replicated orthogonal arrays if:

$$X_i = \left(\frac{A_{i,1} - U_{i,1}}{q}, \ldots, \frac{A_{i,d} - U_{i,d}}{q}\right),$$

$$X'_i = \left(\frac{\pi_1(A_{i,1}) - U_{\pi_1(A_{i,1})}}{q}, \ldots, \frac{\pi_d(A_{i,d}) - U_{\pi_d(A_{i,d})}}{q}\right),$$

where the $U_{i,j}$ are independent random variables uniformly distributed on $[0,1]$ and independent of the $\pi_j$.

Note that this definition is given in a Monte-Carlo context (the points lies in $[0,1]^d$). The construction of $\mathcal{P}'$ reduces to apply independently a permutation to the symbols of each column of $A$.

We note by $\Diamond$ the operator achieving this rearrangement:

$$A' = \Diamond(A, \{\pi_1, \ldots, \pi_d\}) \Leftrightarrow A'_i = (\pi_1(A_{i,1}), \ldots, \pi_d(A_{i,d})), \ i = 1, \ldots, n. \ (7)$$

Using two replicated orthogonal arrays of strength two, the cost of the replication procedure writes $2n$ where $n = q^2$.

**Remark 1.** In this section, the constructions of designs $\mathcal{P}$ and $\mathcal{P}'$ are only valid when dealing with variables $X_1, \ldots, X_d$ independent and uniformly distributed on $[0,1]$. However, these constructions can be generalized to other non-uniform distributions. Denote by $F_1, \ldots, F_d$ the cumulative distribution functions of $X_1, \ldots, X_d$. In the general case, the two designs $\mathcal{P} = \{X_i\}_{i=1}^{n}$ and $\mathcal{P}' = \{X'_i\}_{i=1}^{n}$ are constructed as follows:

$$X_i = (F_1^{-1}(X_{i,1}), \ldots, F_d^{-1}(X_{i,d})),$$

$$X'_i = (F_1^{-1}(X'_{i,1}), \ldots, F_d^{-1}(X'_{i,d})),$$

where $F_1^{-1}, \ldots, F_d^{-1}$ are the quantile functions of $X_1, \ldots, X_d$. 
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2.4. Recursive procedure

To estimate Sobol’ indices with one of the latter estimation methods, one needs to fix a value for the size $n$ of the designs. In practice, one wants to choose $n$ large enough to ensure a sufficient precision on the Sobol’ estimates while keeping an affordable computational time. This choice is difficult to address mostly because it depends on the complexity of the model studied. As such, it is hard to bring out a general rule of thumb.

The practical solution investigated here is to increase the accuracy of the estimates by sequentially adding new points. To do so, we propose a recursive version of the replication procedure. First, the construction of the two replicated designs is carried out according to the following scheme:

$$\{ \mathcal{P}_0 = B_0 \}, \quad \{ \mathcal{P}'_0 = B'_0 \},$$

$$\mathcal{P}_\ell = \mathcal{P}_{\ell-1} \cup B_\ell, \quad \mathcal{P}'_\ell = \mathcal{P}'_{\ell-1} \cup B'_\ell, \quad \ell \geq 1,$$

where $B_\ell, B'_\ell$ are the new sets of $m_\ell$ points added at step $\ell$. In the following, we refer to these sets as blocks. The blocks $B_\ell$ and $B'_\ell$ are then used to evaluate the model and obtain two sets of outputs $\{Y_i\}_{i=n_{\ell-1}+1}^{n_{\ell}}$ and $\{Y'_i\}_{i=n_{\ell-1}+1}^{n_{\ell}}$ where $n_\ell$ denote the size of designs $\mathcal{P}_\ell$ and $\mathcal{P'}_\ell$. Therefore, these two designs are nested designs partitioned into blocks.

Our recursive procedure requires to write down a recursive formula for the Sobol’ index estimator. Recall the expression of the Sobol’ index:

$$S_u = \frac{\text{Cov}[Y, Y_u]}{\text{Var}[Y]} = \frac{E[YY_u] - E[Y] E[Y_u]}{\text{Var}[Y]}, \quad (8)$$

where $Y$ and $Y_u$ are evaluated with the two replicated designs. At step $\ell \geq 1$, the Sobol’ index $\widehat{S}_u$ is estimated by the following family of recursive estimators:

$$\widehat{S}_u(\ell) = \frac{\phi_\ell - \psi_\ell \xi_\ell}{V_\ell}, \quad (9)$$

where $\phi_\ell, \psi_\ell, \xi_\ell$ and $V_\ell$ are identified with formula (8) and are estimated at step $\ell = 0$ directly from blocks $B_0$ and $B'_0$. These terms are recursively
defined as follows:

\[
\begin{align*}
    n_\ell &= n_{\ell-1} + m_\ell, \\
    n_\ell \phi_\ell &= n_{\ell-1} \phi_{\ell-1} + m_\ell \sum_{i=n_{\ell-1}+1}^{n_\ell} Y_i Y_u^i, \\
    n_\ell \psi_\ell &= n_{\ell-1} \psi_{\ell-1} + m_\ell \sum_{i=n_{\ell-1}+1}^{n_\ell} Y_i, \\
    n_\ell \xi_\ell &= n_{\ell-1} \xi_{\ell-1} + m_\ell \sum_{i=n_{\ell-1}+1}^{n_\ell} Y_u, \\
    (n_\ell - 1) V_\ell &= (n_\ell - 2) V_{\ell-1} + n_{\ell-1} \psi_{\ell-1}^2 + \sum_{i=n_{\ell-1}+1}^{n_\ell} (Y_i)^2 - n_\ell \psi_\ell^2.
\end{align*}
\]

Algorithm 1 summarizes the main steps of our recursive procedure. The form of the stopping criterion (variable test) is discussed in Section 4.2. The set \(\mathcal{D}\) equals either \(\{1, \ldots, d\}\) or \(\{(k, l) \in \{1, \ldots, d\}^2; k < l\}\) whether first-order or closed second-order indices are estimated. The cost of our recursive procedure equals \(2 \times \sum_{\ell \geq 0} m_\ell\).

**Algorithm 1** Recursive estimation of Sobol’ indices

1: \(\ell \leftarrow 0, \hat{S}_u^{(0)} \leftarrow 0,\) test \(\leftarrow\) true
2: \(\mathcal{P}_0 \leftarrow B_0,\)
   \(\mathcal{P}'_0 \leftarrow B'_0\)
3: while test do
4:     for \(u \subset \mathcal{D}\) do
5:         Compute \(Y\) and \(Y_u\) from \(B_l\) and \(B'_l\)
6:         Evaluate \(\hat{S}_u^{(\ell)}\) with (9)
7:     end for
8:     test \(\leftarrow\) stopping criterion
9:     \(\mathcal{P}_{\ell+1} \leftarrow \mathcal{P}_\ell \cup B_{\ell+1}\)
     \(\mathcal{P}'_{\ell+1} \leftarrow \mathcal{P}'_\ell \cup B'_{\ell+1}\)
10:    \(\ell \leftarrow \ell + 1\)
11: end while
12: Return the Sobol’ estimates

In the next section, we detail the construction of the two nested designs required for the estimation of either first-order or closed second-order Sobol’ indices. In both cases, the construction ensures that at each step \(\ell \geq 0\),
\( P_\ell \) and \( P'_\ell \) possess a space-filling structure and are two replicated designs of order 1 or 2.

3. Nested space-filling designs

For the estimation of first-order indices, the two nested designs are nested Latin hypercube designs. The number of blocks partitioning the design has to be specified beforehand. This number defines the initial discretization of the input space. This discretization is then further refined with the addition of a new block. For the estimation of closed second-order indices, the two nested designs are nested orthogonal arrays of strength two. The number of blocks is iteratively augmented. However, the discretization of each input is fixed at the first step and remains unvaried throughout the procedure.

3.1. Nested Latin hypercube design

A way to augment the number of points while preserving a Latin hypercube structure has been proposed by Qian in [14]. A nested Latin hypercube design is a Latin hypercube design partitioned into blocks defining multiple layers. As an illustration, a two dimensional nested Latin hypercube design with 3 layers is presented in Figure 1. Each layer possesses itself a Latin hypercube structure in a grid progressively refined. The algorithm underlying the construction of a nested Latin hypercube design is detailed in [14, Section 5].

![Figure 1: Nested Latin hypercube design with three layers (a), (b), (c). The symbols mark the new points (i.e the blocks) added at each step (in order circle, square, triangle).](image-url)
For the estimation of first-order indices, our two nested designs $\mathcal{P}_\ell$ and $\mathcal{P}'_\ell$ are two nested Latin hypercube designs. First, the block $B_\ell$ is constructed using the algorithm in [14]. Then, $B'_\ell$ is obtained by permuting independently the values in each column of $B_\ell$. This guarantees that at each step $\ell \geq 0$, $\mathcal{P}_\ell$ and $\mathcal{P}'_\ell$ possess a structure of Latin hypercube and are two replicated designs of order 1. Using the construction proposed in [14], the size of $\mathcal{P}_\ell$ and $\mathcal{P}'_\ell$ equals at least $2^\ell$.

3.2. Nested orthogonal array of strength two

The nested designs constructed for the estimation of closed second-order indices are two nested orthogonal arrays of strength two. Here, a nested orthogonal array of strength two corresponds to an $OA_{\lambda}(q,d,2)$ where $\lambda > 1$. It can be partitioned into $\lambda$ blocks where each block has the geometric structure of an $OA_1(q,d,2)$. We propose two methods to construct such designs. The first one is an accept-reject method. The second one is called algebraic method and relies on results from arithmetic.

The idea of each construction is to progressively fill the $d$-hypercube (the discretized input space) with distinct sub-hypercubes where each sub-hypercube corresponds to a row of a new block. As an illustration, consider the example of an $OA_3(3,3,2)$ represented in Figure 2 below. This OA is partitioned in three blocks represented in graphs (a), (b), (c). Each block possesses the structure of an $OA_1(3,3,2)$. These three blocks form a partition of the hypercube. The accept-reject and the algebraic methods strive to
construct both an $OA_1(q,d,2)$ where the rows are two by two distinct. Two rows are said distinct if they differ in at least one component. The idea is to evaluate the model on previously unexplored regions of the input space.

Each method starts with the construction of an initial $OA_1(q,d,2)$ noted $A_0$. Then at each step $\ell \geq 1$, a new $OA_1(q,d,2)$, noted $A_\ell$, is constructed. The two blocks $B_\ell$ and $B'_\ell$ are obtained from $A_\ell$ as in Definition 4. As a result, $P_\ell$ and $P'_\ell$ both have a structure of $OA_\ell(q,d,2)$ and are replicated designs of order 2. The process is repeated until the stopping criterion is met. The form of the stopping criterion is discussed in Section 4.2.

The accept-reject and the algebraic methods differ on the way $A_\ell$ is constructed. We detail below this step for each method.

**Method 1: accept-reject.** Variant 1 details the construction of $A_\ell$. It uses the operator $\diamond$ defined in Definition 7. The idea is to randomly construct a new orthogonal array from $A_0$ using $\diamond$ and test if its rows are distinct from those of each previous orthogonal array constructed; namely $A_{\ell-1}$, $A_{\ell-2}$, $\ldots$, $A_0$. This test may become computationally expensive for small input space dimension as the probability of acceptation decreases faster.

**Variant 1** Accept-reject method for the construction of $A_\ell$

1. Set $\text{bool} \leftarrow \text{false}$
2. while !bool do
3. Sample $\pi_1, \ldots, \pi_d$ in $\Pi_q$
4. Construct $A_\ell = \diamond(A_0, \{\pi_1, \ldots, \pi_d\})$ with (7)
5. for $k = 0, \ldots, \ell - 1$ do
6. $\text{bool}_k \leftarrow \text{rows}(A_\ell) \cap \text{rows}(A_k) == \emptyset$
7. end for
8. $\text{bool} \leftarrow \forall k : \text{bool}_k$
9. end while

**Method 2: Algebraic method.** Define the following set:

$$C = \left\{ g = (0,0,g_3,\ldots,g_d) \mid \forall i \geq 3, \ g_i \in GF(q) \right\} \subseteq GF(q)^d.$$

Variant 2 details the construction of $A_\ell$. $\oplus$ is the addition in $GF(q)^d$. The idea of the method is to construct a partition of the discretized input space and select $A_\ell$ from this partition. $A_\ell$ is viewed as a coset of $A_0$ and
Variant 2  Algebraic method for the construction of $A_\ell$

1: Choose $g_\ell \in C$
2: Construct $A_\ell = g_\ell A_0 = \{g_\ell \oplus A_0\}_{i=1}^{q^2}$, $A_{0i} = (A_{0i,1}, \ldots, A_{0i,d})$
3: $C \leftarrow C \setminus \{g_\ell\}$

is obtained using the set $C$. The main advantage of this method is that the maximum value taken by $\ell$ is known beforehand (consequence of Proposition 1 thereafter). The following proposition guarantees that $A_\ell$ constructed in Variant 2 is an $OA_1(q,d,2)$:

**Proposition 1.** Consider $A_0$ an $OA_1(q,d,2)$ based on $GF(q)^d$. We have the following results:

i) $\forall g \in GF(q)^d$, $gA_0$ is an $OA_1(q,d,2)$

ii) $\forall g, g' \in C$, such that $g \neq g'$, $gA_0 \cap g'A_0 = \emptyset$. In other words, the sets $\{gA_0\}$ form a partition of $GF(q)^d$.

**Proof.**

i) Let $g = (g_1, \ldots, g_d) \in GF(q)^d$. Consider $A_{0k}$, $A_{0l}$ two columns of $A_0$. Denote by $E$ the group $(GF(q), +)$. Since $g_k E \times g_l E$ is isomorph to $E \times E$, the 2-tuples $(A_{0i,k} + g_k, A_{0i,l} + g_l)$ obtained after addition are all two by two distinct.

ii) The proof can be found in [20] where an orthogonal array is regarded as a “systematic linear code”.

As a consequence of ii), the maximum number of blocks one can construct using the algebraic method equals the cardinality of $C$, that is $q^{d-2}$. If this maximum value is reached, the blocks $A_0, A_1, \ldots, A_{q^{d-2}-1}$ form a partition of the discretized input space.

The cost of our recursive procedure to estimate all closed second-order indices equals $2 \times K \times q^2$ where $K$ is the ending step.

4. Space-filling properties and application

We propose first to study the space-filling properties of the nested design used in our recursive procedure. Then, an application of our recursive procedure is presented on a toy example.
4.1. Space-filling properties

Three criteria are selected to study the properties of the nested designs: the maximin [8], the emst (euclidean minimal spanning tree [3]) and the $L^2$ star discrepancy [12]. The maximin criterion returns the minimum of the distances between all pairs of points of a design. It can be interpreted as follows: the higher the value, the more regular the scattering of design points. The emst criterion can be interpreted using a $(\mu, \sigma)$ graph, Figure 3, called interpretation graph. A minimal spanning tree is constructed from the design, then mean ($\mu$) and standard deviation ($\sigma$) of the tree edges lengths are evaluated. A value of the emst criterion is represented as a point in the $(\mu, \sigma)$ graph. The uniform distribution, that is i.i.d sampling, is used as a reference. A design having a higher value for $\mu$ and a smaller value for $\sigma$ than those of a uniform design is more regular. Maximin and emst criteria provide together a good estimation of the regularity properties of a design. The $L^2$ star discrepancy criterion measures the uniformity property of a design. The smaller the value, the more uniform is the design.

We first study properties of the nested Latin hypercube design (nested LHd) used for the estimation of first-order Sobol’ indices. Its properties are compared to those of the following designs: (i) uniform design (obtained through i.i.d sampling) and (ii) Latin hypercube design (LHd). Figure 4 shows the results obtained with each of the three criteria. The results are averaged over $r = 100$ repetitions. The input space dimension $d$ equals 5. The
Figure 4: Averaged results of maximin, emst and star discrepancy criteria over 100 repetitions for different sizes \( n \) of the designs used for the estimation of first-order indices.

(a) Log-log graph of maximin  
(b) Log-log graph of \( L^2 \) star discrepancy  
(c) emst

For the nested LHD, these sizes correspond to those of design \( P_{\ell} \) augmented over 8 consecutive steps. Both the LHD and the nested LHD give similar results for the three criteria. Furthermore, both designs give better results than the uniform design. As such, in terms of space-filling properties of the designs, there is no drawback to render the replication procedure recursive.

**Remark 2.** One other class of designs well suited for the estimation of first-order Sobol’ indices are low discrepancy sequences. These sequences are points sets sampled so as to approximate as close as possible a uniform distribution and are known to achieve both uniformity and regularity properties. Such sequences could be used in our recursive procedure in place of nested
Latin hypercube designs. This alternative has recently been studied in [4].

A second comparison is carried out between the following designs used for the estimation of closed-second order indices: (i) uniform design, (ii) “non-recursive” OA, (iii) accept-reject and (iv) algebraic. Design (ii) refers to the orthogonal array used in [21]. Designs (iii) and (iv) refer to the design $P_\ell$ constructed with either the accept-reject or the algebraic method. Results are again averaged over $r = 100$ repetitions and the input space dimension still equals 5. Figure 5 shows the results obtained with each of the three criteria.

Figure 5: Averaged results of maximin, emst and star discrepancy criteria over 100 repetitions for different sizes $n$ of the designs used for the estimation of closed second-order indices.

For the sake of visualization, results for only the following sizes $n$ of the
designs are represented: (3 × 8^2, 5 × 8^2, 8 × 8^2, 11 × 8^2, 15 × 8^2, 18 × 8^2). In terms of emst and discrepancy criteria, the “non-recursive” OA gives the best results while results for the accept-reject and algebraic designs are similar. The algebraic design gives better results for the maximin criterion than the accept-reject design.

The main conclusion is that the algebraic design possesses regularity and uniformity properties overall slightly better than those of the accept-reject design. These two designs possess slightly worse space-filling properties than their counterpart used in [21]. This difference can be explained by the lack of progressive discretization of the inputs in both the algebraic and the accept-reject method. However, that is largely offset by the possibility to perform a recursive estimation of the indices.

4.2. Application to a toy example

Our recursive procedure is tested and compared to the classic replication procedure with the Bratley et al. function [1], defined as follows:

\[ f(X_1, \ldots, X_d) = \sum_{i=1}^{d} (-1)^i \prod_{k=1}^{i} X_k, \]

where \( X_1, \ldots, X_d \) are independent random variables uniformly distributed on [0, 1]. Both first- and closed second-order Sobol’ indices of the function are estimated with each procedure. Both procedure are repeated \( r = 100 \) times to get samples of estimates. We choose \( d = 6 \) for the input space dimension. Since \( f \) has an analytical expression, theoretical values of the Sobol’ indices can be precisely calculated through symbolic integrals evaluations.

Stopping criterion. Our recursive procedure is carried out until a stopping criterion is reached. At each step \( \ell \) of the procedure, the following quantity is evaluated:

\[ e^{(\ell)} = \| \hat{S}_u^{(\ell)} - \hat{S}_u^{(\ell-1)} \|, \]

where \( \| \| \) denotes the absolute value function. \( e^{(\ell)} \) is an absolute difference between two successive estimations of \( \hat{S}_u \). The stopping criterion we proposed is composed of two conditions \( c_1 \) and \( c_2 \). The first condition \( c_1 \) reads as follows:

\[ \forall u \in \mathcal{D} : e^{(\ell-\ell_0)} < \varepsilon, \quad e^{(\ell-\ell_0-1)} < \varepsilon, \ldots, e^{(\ell)} < \varepsilon \]
where $\mathcal{D}$ equals either $\{1, \ldots, d\}$ or $\{(k, l) \in \{1, \ldots, d\}^2; k < l\}$ depending on whether first-order or closed second-order Sobol’ indices are estimated and $\ell_0 > 0$ is an integer. Condition $c_1$ tests if all quantities $e^{(t)}$ are smaller than a tolerance $\varepsilon$ on $\ell_0$ consecutive steps. The second condition $c_2$ tests if $\ell > \ell_{\text{max}}$, where $\ell_{\text{max}}$ is a maximum number of iterations. The parameters $\varepsilon$, $\ell_0$ and $\ell_{\text{max}}$ have to be properly set.

The recursive procedure stops when one of the two conditions is verified. From the $r$ repetitions, a vector $(r_1, \ldots, r_K, \ldots, r_{\ell_{\text{max}}})$ is constructed where $r_K$ denotes the number of time our recursive procedure has stopped at step $K$ and $r_{\ell_{\text{max}}}$ denotes the number of times condition $c_2$ has been reached. We note by $r_\alpha$ the median of this vector and $\alpha$ the corresponding step.

To have a fair comparison, $S_u$ is also estimated $r$ times with the classic replication procedure where the size of the two replicated designs equals the size of $\mathcal{P}_\alpha$ and $\mathcal{P}_\alpha'$ in our recursive procedure.

**Estimation of first-order indices.** We consider the context where a limited number of evaluation points is available as it is often the case in industrial applications. Therefore, a small value for $\ell_{\text{max}}$ is selected to highlight that our recursive procedure can perform as well as the classic one for a restricted budget of evaluation points. The parameters of the stopping criterion for the recursive procedure are set as follows: $\varepsilon = 0.15$, $\ell_0 = 2$ and $\ell_{\text{max}} = 9$. The size of designs $\mathcal{P}_\ell$ and $\mathcal{P}_\ell'$ is instantiated at $2^2$ and can raise up to $2^{\ell_{\text{max}}}$.

Figure 6 shows a barplot representation of the $r_K$ obtained. We observe that condition $c_2$ is only reached one third of the time. Figure 7 shows the boxplots representation of the estimates obtained with the two replication procedures: recursive (right boxplots) and classic (left boxplots).

The two methods give overall similar results. Hence, there is no drawback to render the replication procedure recursive for the estimation of first-order indices. Furthermore, our recursive procedure shows that the number of model evaluations can be decreased by adopting a sequential approach. One can calculate the gain in terms of number of evaluations. This gain corresponds to the ratio of the maximum number of evaluations $r_{\ell_{\text{max}}}$ divided by the iteration at which our recursive procedure stopped. For this example the median gain equals $9/8 = 1.125$ and the maximum gain equals $9/7 = 1.29$.

**Estimation of closed second-order indices.** The parameters of the stopping criterion are set as follows: $\varepsilon = 3 \times 10^{-3}$, $\ell_0 = 3$ and $\ell_{\text{max}} = 100$. The initial
Figure 6: Distribution of the $r_K$ for the estimation of first-order indices. The bar associated to the step $\alpha$ is colored in black.

Figure 7: Boxplots of first-order Sobol’ indices estimated $r = 100$ times with both our recursive procedure (left boxplot) and the classic replication procedure (right boxplot). The dotted horizontal lines refer to the true values of the indices. True values of indices $S_5$ and $S_6$ are identical.

orthogonal array $A_0$ used to augment designs $P_\ell$ and $P'_\ell$ is constructed by setting $q = 8$. The sizes of these designs can range from $8^2$ up to $100 \times 8^2$. 
Figure 8 shows barplots representation of the $r_K$ obtained when applying our recursive procedure with either the *algebraic* method or the *accept-reject* method. Results show that our recursive procedure finishes at earlier steps when using the *algebraic* method.

Figure 8: Distribution of the $r_K$ when our recursive procedure is applied with either (a) the *algebraic* method or (b) the *accept-reject* method. For each graph, the bar associated to the median step $\alpha$ is colored in black.
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Figure 9 gives the boxplots representation of the estimates obtained with the classic replication procedure (left boxplots) and with our recursive procedure using either the *algebraic* method (middle boxplots) or the *accept-reject* method (right boxplots).

The main observation is that our recursive procedure using the *algebraic* method shows more variability in the estimates than the two others. This observation is emphasized for graphs (b) and (c) of Figure 9 corresponding to Sobol’ indices with low values. However, this variability is mostly due to the *algebraic* method itself stopping at earlier steps than the *accept-reject* method. The results obtained with our recursive procedure using the *accept-reject* method are overall similar to those obtained with the classic replication procedure.

As for the case of first-order indices, one can calculate the gain of our recursive procedure in terms of number of evaluations. Table 1 gives the gain...
Figure 9: Boxplots of closed second-order Sobol’ indices estimated $r = 100$ times with our recursive procedure and the classic replication procedure. For each index $S_{ij}$, the left boxplot refers to the classic replication procedure, the boxplot in the middle (resp. on the right) refers to our recursive procedure using the algebraic (resp. accept-reject) method. The horizontal dotted lines refer to the true values of the indices.

(a) high value indices

(b) low value indices

(c) near zero value indices

of our method for each quartile of the vector $(r_1, \ldots, r_{\ell_{max}})$. Our recursive procedure shows that it is possible to decrease even more the number of simulations by adopting a sequential approach for the estimation of closed second-order indices while preserving the same order of precision. However, as stated before, there is a computational price to pay induced by the accept-reject method. When the input space dimension is small ($d \leq 4$), it is harder
Table 1: Gain of the recursive replication procedure using either the algebraic or the accept-reject construction. The gain is calculated in terms of number of evaluations for each quartile ($r_{1/4}, r_{1/2}, r_{3/4}$) of the vector ($r_1, \ldots, r_{\ell_{\text{max}}}$).

<table>
<thead>
<tr>
<th>quartile</th>
<th>construction</th>
<th>value</th>
<th>gain = $\frac{r_{\ell_{\text{max}}}}{\text{value}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{1/4}$</td>
<td>algebraic</td>
<td>73</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>accept-reject</td>
<td>76</td>
<td>1.32</td>
</tr>
<tr>
<td>$r_{1/2}$</td>
<td>algebraic</td>
<td>80</td>
<td>1.25</td>
</tr>
<tr>
<td></td>
<td>accept-reject</td>
<td>82</td>
<td>1.22</td>
</tr>
<tr>
<td>$r_{3/4}$</td>
<td>algebraic</td>
<td>87</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>accept-reject</td>
<td>88</td>
<td>1.14</td>
</tr>
</tbody>
</table>

to find new blocks. As such, the algebraic method should be preferred to the accept-reject one. At the opposite, when the input space dimension is high, new blocks are easier to find. Therefore, the accept-reject method should be used as it gives more accurate results.

**Conclusion**

In this paper we proposed a new approach rendering the replication procedure recursive to estimate first-order or closed second-order Sobol’ indices. We introduced a recursive formula for the Sobol’ index estimator. The recursive procedure presented consists in augmenting the two replicated designs with new sets of points through the construction of nested space-filling designs. For the case of closed second-order indices, two methods were proposed to construct a nested orthogonal array of strength two: an algebraic method and an accept-reject method. Our recursive procedure was compared to the classic replication procedure of Tissot and Prieur [21]. The comparison focused on the space-filling properties of the designs and on the precision of the Sobol’ indices estimates.

The replication procedure proposed in [21] are known to be highly efficient in terms of number of simulations. Yet the results in this paper showed that it is still possible to decrease the number of simulations by adopting a sequential procedure based on a recursive method of estimation. More precisely, the nested designs proposed here gave the same order of precision on Sobol’ indices as the replicated designs used in [21] but with a random
number of simulations of much smaller expectation. Furthermore, the space-filling properties of the nested designs constructed were on average as good as the one of the replicated designs used in [21].

For the case of first-order indices, considering Sobol’ sequences could improve the nested designs [4]. For the case of closed second-order indices, the variability in the results showed by our recursive procedure while using the algebraic method could be reduced by further working on the set $C$ (Section 3.2 Variant 2). In our case, the set $C$ was filled with elements $g$ chosen at random. A more deterministic choice of the $g$ could lead to a better exploration of the input space.
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Acronyms and Symbols

⊊ (strict) inclusion symbol
⊂ inclusion symbol
\|x\| cardinality of a set x
x^T transpose of x
\Pi_n set of all the permutations on \{1, \ldots, n\}
\text{OA}_\lambda(q, d, t) Orthogonal array of index \lambda, levels q and strength t
\text{GF}(q) Galois field of order q
\Diamond operator symbol
F cumulative distribution function
F^{-1} quantile function
||| absolute value function
\hat{\mathcal{S}}_u closed Sobol’ index of order I
\hat{\tilde{\mathcal{S}}}_u estimator of \mathcal{S}_u
d input space dimension
\mathbb{R} real coordinate space
(\Omega, \mathcal{A}, \mathbb{P}) probability space
P_X distribution function of a random variable X
L^2(P_X) space of square integrable functions
E expectation symbol
\text{Var} variance symbol
\text{Cov} covariance symbol
\mathbb{N} set of positive integers