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SENSORAL 98

International workshop on Sensing Quality
of Agricultural Products

Colloque intemational sur "les capteurs de la qualite des produits
agro-alimentaires"

Montpellier, France
24-27 février 1998

General absûact: The Wo*shop SENSORAL 98 uras aimed at sensor measurcment of
agicultunl product quality. It dealtwith 3 main objectives:

1. Dissemination of the research resulfs of two European projects:

- SHIVA < Integrated sysfem for handling, inspection and packing of fruit and vegetables >
funded by ESPRIT, to design and validate a new packing house concept with delicate
handling systems and quality inspection of individual fruit (aspect, firmness, taste);

- < Objective plant quality measurement by image processring > supported by FAIR, to set
up methods and technologies based on image analysis and aftifrcial intelligence to control
quality of pot plants such as Begonias, Hibiscus...

2. Scientific and technical presentations of sensors and fast measurcment systems by
intemational resea rche rs:

3. Enhancement of industry/research exchanges through industial presentations of joint
research projects transferred to the industry. Round tables were organised on specific
products [a) fruit, vegetables and flowerc, b) animal products, c) wine and dinks, d) cereal
productsl allowing industrial managers fo express their sensor needs.

For fruits and vegetables, the most impoftant themes were: artifrcial vision, N/R
spectrometry, aroma sensors and aftificial intelligence simulating human classification.
Animal product quality assessmenf through acoustic, NMR and electric impedance
measurement was prcsented. Conceming process control, tracers (thermochromic liquid
crystals, fluorescent particles, positron emifting pafticules) or emerging techniques such as
Magnetic Resonance lmaging were mainly dealt with.

Over sixty papers have been presented in all and more than 140 pafticipants aftended
SENSORAL 98. Ifris book of proceedings offers the most relevant information of these four
exciting days.

Résumé général : Le colloque SENSOML 98 était axé sur les trois objectifs suivants :

1. Etre le support de dissémination des résultats de la recherche de 2 projets européens:

- SH|VA "Système intégré pour la manipulation, le contrôle et I'emballage des fuits et
légumes" financé par un programme ESPRIT et dont I'objectif était de concevoir et valider
un nouveau concept de station ftuitière intégrant manipulation douce des fruits et inspection
de la qualité globale (aspect, fermeté et goût) des produits ;



- "Mesure de la qualité des plantes en pot par analyse d'image" finané par un programme
FAIR et qui tendait à mettre en place des procédures et techniques fondées sur I'analyse
d'images et I'intelligence artificielle pour contrôler la qualité des plantes telles que bégonias,
hibiscus...

2. Permettre aux chercheurs de la communauté intemationale de présenter leurs avancées
sur les systèmes capteurs et mesures rapides de produits agricoles ;

3. Favoriser les échanges industrie/recherche par une présentation industrielle de projets
de recherche conjoints ayant abouti à des transferts et par des tables rondes organisées
par filières pour faire "remonte/' les besoins des IAA en capteurs.

Les filières concemées sont principalement les fruits, légumes et fleurs mais également la
filière viande. Pour le contrôle des produits végétaux, les thèmes forts qui émergent de ce
Colloque sont la vision artificielle, la spectrométrie proche infra-rouge, les capteurs
d'arômes, les méthodes d'intelligence artificielle pour simuler la classification humaine.
L'appréciation des produits camés est présentée au travers de I'acoustique, la RMN et
I'impédance électrique. Le contrôle des procedés est abordé en proposant des marqueurs
(cristaux liquides thermochromes, molécules fluorescentes, particules à émission de
positron), mais également des techniques en émergence telles que l'lmagerie à Résonance
Magnétique.

Une soixantaine de présentations ont été faites sous forme orale ou poster. Plus de
140 participants ont assisté à SENSORAL 98.



Foreword

The original idea of SENSOML 98 was to create an event where the results of two
quality related European projects would be disseminated. These projects are
SHIVA, a DGlll-funded project which stands for <lntegrated System for Handling,
lnspection and packing of Fruits and vegetables and a FA|R-funded project on the
theme of <Objective plant quality measurement by image processing>. This
workshop also marks the starting point of ASTEQ, a FAIR concerted action
involving 14 different organisations and companies, standing for <Artificial Sensing
Techniques for the Evaluation of Quality>.

This (unction> was an ideal opportunity to organise a meeting with more wide-
ranging goals on the topic of <Sensing Quality of Agricultural Products>.

Quality has now become a center stage topic. As you all know, the lack of adequate
quality inspection, especially in the <mad cow> scandal, have increased the public
awareness of a need for a stricter control of product quality in the food and agri-
business.

In SENSORAL 98, we are going to concentrate on other aspects relating to quality
such as organoleptic quality, on-line analysis of food composition and the
monitoring of food processing. Even though these elements of quality control have
a lower media profile, they are of prime importance to the people and organisations
involved in the agri-business, and most of all, in the food processing industries.

By knowing the technological or organoleptic properties of the products or by
accurately measuring the process variables, the food processor is able to apply a
more precise process regulation, to guarantee more constant levels of quality and,
consequently, to better meet the requirements imposed by its customers. Thus, in
the long term, these aspects of quality are key elements for the company
competitiveness and the success of its commercial strategy. By helping the food
processors to better understand their products and processes, the researchers
dealing with sensors transmute the information into profits for the industry and into
satisfaction for the consumer. They really have to be very aware of the
expectations of the industry and the consumers to continue to play this role.

Definitely, the aim of SENSORAL 98 was to help researchers and industrial
companies to better work together in the area of food sensors and food quality. The
high level of the presentations of this workshop and the large number of
participants trom both parties allows us to think that this objective was fulfilled.

Véro n i q u e Bel lon-M au rel
Head of GIQUAL Research Unit
Chairwoman of SEÂISO RAL 98
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Positron emission particle tracking studies of high
solid fraction solid-liquid food mixtures in tube flow

Etude de flux de mélanges alimentaires solide/liquide à haute teneur
en so/ides par suivi de particules émettices de positrons

Peter Fairhurst
Jean-Pierre Pain

Peter Fryer David Parker

Département de Génie Chimique, School of Chemical Engineering, School of Physics,
Université de Technologie de The University of Birmingham, The University of
Compiègne, 60206 COMPIEGNE Birmingahm, 815 2TT, U.K. Birmingham,
Cedex FRANCE Birmingahm,

815 2TT, U.K.

Abstnct: Positron emission particle tncking has been used to track the motion of a single
radioactively labelled tracer particle in high solid fractîon solid-liquid food flow. Expeiments
were pefformed using 10 mm sodium alginate spheres flowing carboxymethylcellulose
so/ufions. ln certain conditions two flow regions were found to exist, a fast flowing central
core and a slower moving annular region close to the tube wall. Fastest particles were
found to tnvel at a maximum of 1.5 times the average fluid velocity.

Keyuords: Positron, pafticle tracking, aseptic processing, HTST, solid-liquid flow,
residence time.

Résumé : Le suivi de particules émettrices de positrons a permis de déterminer le
mouvement d'une particule.traceur marquée dans un flux liquide-solide à haute teneur en
solides. Les expériences ont été menées en utilisant des solutions contenant des sphères
d'alginate de sodium de 10mm de diamètre. Dans certaines conditions, deux régions
coexistent dans le ffux : un flux central rapide et une région annulaire près des parois du
tube qui se déplace plus lentement. Les particules les plus rapides se déplacent 1,5 fois
plus rapidement que la moyenne du fluide.
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1. Introduction

The development of continuous sterilisation processes for food products containing
particulate matter poses some fundamental problems. These include high pressure
and temperature rheology of the heterogeneous food, prediction and measurement
of heat transfer into the particles and passage time distribution (P.T.D.) for both
solid and liquid phases.

High Temperature Short Time (HTST) processes require the food product to be
heated up to about 140"C for few seconds, 10-30 s depending on the sterility
specified. Small differences in the passage time of the product in the heating and
holding sections can therefore cause large variations in product quality and sterility.
As a result, detailed knowledge of solidJiquid flow dynamics is necessary for
commercial development.

Different non-intrusive particle measuring systems already exist, none of these
however are capable of following particle trajectories in opaque media. The visual
technique of particle tracking velocimetry (P\fD has been used in a number of
applications including that of the automobile and food industries [1]. The velocity
profile is measured using small tracers and imaging the flow in two perpendicular
planes and using a specialised image analysis approach to track the paths of the
individual tracers to construct a vector plot of the area of interest. Such techniques
can only be used in transparent liquids and at low solid concentrations. Liu [2],
Lareo [3] and Fregert [4] for example, employed such a methods to follow tracers in
solidJiquid food flows where the canier fluid was transparent and the maximum
solid concentration used was 10% . Magnetic Resonance lmaging (MRl) can be
used to measure the liquid velocity field of opaque solid-liquid mixtures. McCarthy

[5] studied the velocity proftles of 0.5o/o CMC solutions with particle loadings of 10,

20, and 3oo/o wlw for 2.5 and 5 mm alginate beads in 26.2 mm i.d. transparent
perpex pipe (flowrates 43 Uhr to 670 l/hr). Velocity profiles were modelled by a
shear thinning power law fluid. As the flow rate increased the flow index n was
found to decrease, indicating a flattening of the velocity profile in the centre of the
pipe compared to that of a parabolic profile of a Newtonian fluid. Tracking individual
particles is not possible however by this technique because of the time required to
perform a sc€rn is of the order of 10 s compared to the particle velocity (0.1 n/s)
hence individual particle behaviour (velocity, migration across stream lines etc.)
cannot be measured.

Other methods exist for measuring the residence or passage time of a tracer in pipe
flow. Liu [6] wrapped some foil around a tracer particle and placed two copper
detection coils around the pipe which were connected to an altemating bridge.
\Men a tracer particle passed close to one of the coils the equilibrium of the bridge
was disturbed and an output voltage measured. Altematively, Segner [7] used
Electromotive Force sensors (EMF) where a small magnet was embedded into a
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turkey cube flowing in the holding tube. Two copper coils were wound around the
pipe at the entrance and exit of holding section. These were connected to a small
amplifier and connected to a potentiometer for detecting the electromotive force,
such a method requires non-metallic tube walls. Fairhurst [8] used Hall effect
sensors to measure passage times in an industrial pilot plant. A small magnet was
placed in a particle made of sodium alginate and expanded polystyrene. Hall effect
sensors were then placed at the entrance and exit of the measured section. The
advantage of Hall effect compared to EMF sensors is that Hall effect sensors
function through metallic walls. Toda [9] used a radioactive technique where y- ray
inadiated particles were used in straight pipes and bends. The particle velocity was
determined by the trajectory length between two scintillation probes. These
residence time measuring methods although operational in opaque media, can only
measure the average velocity of a particle over a given section and not the radial
position, velocity profile or the instantaneous velocity. Positron emission particle
tracking (PEPT) a method that relies on detecûng back-to-back pairs of 1-rays
produced when positrons annihilate with electrons, is therefore the only present
method capable of tracking particles in opaque media. lt also has the advantage of
being operational at high temperatures.

2. Positron emission particle tracking

Radionuclides which decay by p- decay with the emission of a positron (a positive
electron) make useful tracers since this positron rapidly annihilates with an electron,
producing a pair of 511 keV y-rays which are emitted almost exactly back-to-back.
Coincident detection of these two y-rays in a pair of positron sensitive sensors
defines a line passing close to the point of emission, collimation. This is the basis of
the imaging technique of positron emission tomography (PET) often used in
medicine. The concentration of the labelled phase can be reconstructed by
standard tomographic techniques from the number of y-ray pairs emerging along
each line of sight.

Since the 511 keV T-rays are very penetrating, PET also has considerable potential
for engineering studies. The high cost of the detection equipment (Ê2 million for a
state of the art medial system) has so far however, restricted its application. To
date the only system dedicated to engineering applications is the Birmingham
University positron camera [10]. Unlike most medical systems, this consists of a
pair of multi-wire proportional chambers each with an active area 600x 300 mm2

and capable of locating a detected y-ray to within about 5 mm. The two detectors
are placed either side of the system of study and operate in coincidence mode, an
"event' only being recorded if the 1-rays are detected in both detectors with a
resolving time of 12 ns. The principal weakness of the camera is that, due to ifs
poor efficiency, the data rate is limited to less than about 3000 coincidence events
per second, so that acquiring sufficient to enable tomographic reconstruction of an
extended tracer distribution my take many minutes. Use of the camera in this way
has therefore concentrated on a range of steady state situations, and applications
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have ranged from imaging lubricant distribution within an operating jet engine [11]
to mapping the concentration of sand grains in a stined slurry [12].

For the dynamic studies, the technique of positron emission particle tracking
(PEPï) has been developed at Birmingham [13]. Here a single labelled tracer is
used, whose position is determined by triangulation from a small number of
detected y-ray pairs. ln practice many of the detected events are comrpt, for
example because one of the detected T-rays has been scattered, so that location
requires acquisition of sufftcient events that that the valid ones, whose
reconstructed lines essentially meet at one point, can be distinguished from the
comrpt ones, whose lines are broadcast in space, in order that the latter may be
discarded. The actual number of events used depends on various factors, including
the tracer speed, with the result that a slow moving tracer can be located to within 2
mm roughly 20 times per second, while a particle moving at 1 m/s can be located to
within 5 mm 250 times per second.

The data then consists of a list of tracer co-ordinates (X,, y,, z,) each with its
associated time t. From the difference between successive locations, an estimate
of the instantaneous vector velocity of the tracer can also be obtained. In practice a
weight rolling average of 6 differences between locations i and i + 5 is cunently
used, and is generally accurate to within 10%T141.

Cunently, tracer particles containing the positron emitting radionuclide ItF 
thalf-

life 110 min) are produced by inadiating resin beads with a tHe beam from a
cyclotron. In this study resin beads 60 microns in diameter were embedded in
tracer particles.

Figure 1: Principle of particle location in PEPT from detected pairs
of back-to-back rays
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3. Experimental procedure

Model food particles made from sodium alginate gelified in a calcium chloride
solution were used throughout the experiments. These were fabricated on site and
consisted of either 10 or Srmm near spheres. For each batch made, the density,

diameter, and eccentri"iy I @l ,or 
" 

sampte of 30 particles were measured' \d^oi^u )
before and after the experiments.

An analysis of the mechanical properties of the alginate near spheres was
performed using a Analyser de Texture TAX:T2 (RHEO, 99 route de Versailles
91160, Champlan, France) and Texture Expert for \Mndows software. A number of
sample particles was taken and compressed in different orientations between two
flat plates. The elastic limit of the particles was found to be approximately 10o/o of
the diameter of the sphere i.e. a compression of 1 mm for a 10 mm diameter
particle. Beyond this point, the particles under went a plastic deformation and did
not return to their original form. The equation listed below is the force-compression
distance relation found for elastic deformation. The sedimentation velocities of the
particles in the various carrier fluids used are displayed in table 1 and the
eccentricity, density and mechanical properties of the particles in table 2.

Table 1: Sedimentation velocities of modelfood particles

Table 2: Mechanical properties of modelfood pafticles

The sodium alginate used for tracer fabrication was dyed with methyl blue, visual
identification of the tracers particles was therefore possible. The tracer particles
were made by drilling a hole in the alginate particle, placing the radioactive resin
bead in the centre and then filling the hole with alginate solution. The particle was

diameter
mm

sedimentation
velocity 0.5% CMC

mm/s

sedimentiation
velocity

0.8% cMc
mm/s

5 mm particles 5.010.4 1.8 t 0.1 0.40 r 0.03
10 mm particles 1.0.2! 0.6 mm 4.3 r 0.3 0.77 r 0.08

Particle Diameter
mm

Eccentricity Density kg/m3 force-compression relation
force (q), x (mm)

5+0.4 0.98 + 0.02 1002!4 f = 15x2+19x+5.2 !7o/o
10.2 + 0.6 0.97 + 0.03 1002!4 f=14*+31x+6X10o/o
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then lefr in a concentrated calcium chloride solution for 5 minutes to geliff the fresh
alginate solution. The tracer was then ready to be injected into the flow loop. Before
placing the resin bead in the alginate particle the bead was sprayed painted to

reduce leakage of l8F from the bead into the alginate matrix and from the alginate
into the carrier solution. The change in density of the tracer particle compared to
that of an ordinary bead was negligible because the resin bead was only
60 microns in diameter and p,".,n = 1100k9/m3, taking a 5 mm bead as an example:
pracar was 1.35 x 10's o/o heavier than an ordinary alginate particle.

Aqueous solutions of carboxymethylcellulose (CMC) 0.8 o/o w/w and 0.5 % w/w
were used as canier fluids in all experiments. The CMC (commercial name Blanose
Cellulose Gum, type Blanose 7HF, distributor Hercules, Aqualon France, Z.l.
27460 ALIZAT solutions were prepared by adding the CMC powder slowly to water
under mechanical agitation (mechanical agitator Bertrand Groupe Dito, 58000
Nevers).

One minute of mixing per litre of solution was required to dissolve all the CMC
powder, 60 litres therefore took one hour to prepare. Shear (during mechanical
agitation) can possibly change the rheology of the liquid. Rheological
measurements were therefore performed for solutions agitated for one minute per
litre of liquid (table 3a), and for solutions agitated for two and a half minutes per litre
of liquid (table 3b). No change in the rheological properties were found. During the
mixing small air bubbles became entrapped in the solution, the liquid was therefore
left for several hours to degas before use.

A HAAKE RV 100 co-axial viscometer was used to determine the rheological
properties of the CMC solutions for steady shear conditions up to 400s-1. A power
law modelwas not found to fit the data over the shear range applied. An Ellis model
fitted the data much better (eq. 1):

Rheological model for an Ellis fluid ILo =

,.(/r)'
The Ellis parameters were determined by a non-linear curve fitting (Curve Expert
software), these values for are presented in table 3.

CMC concentration
(w/w)

Fo
Pas

T(n)
Pa

û, R2

0.5% o.12 6.6 2.O3 0.99
O.8o/o 0.62 7.4 2.O3 0.99

Table 3a: Mixing time per litre 1 min/litre of solution

Flo
(1)
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CMC concentration
(w/w)

Fo
Pas

T(n)
Pa

(l R2

0.5% 0.12 6.8 2.07 0.99
0.8% 0.62 7.5 2.04 0.99

Table 3b: Mixing time per litre 2.5 min/litre of solution

Fresh solutions of CMC were prepared for each experimental run. The rheological
properties of the CMC solutions were tested before and after the experiments, no
significant variations were detected.

A gravity driven flow loop was designed and built. A schematic diagram of the flow
loop used is shown below figure 2.

agitator

' 
1'."""
ln
I

..--.r...--.---

adjustable
height support

PEPT detection lrlates

Figure 2: Schematic diagram of expeimental apparatus

The solid particles were kept in suspension in the upper reservoir by a mechanical
agitator. The solidJiquid mixture then flowed from the reservoir through two
sections of transparent perspex pipe (i.d. 45 mm). One of these (horizontal or
vertical) depending on the geometry desired to be studied was placed between the
PEPT detection plates. Joined to the perspex pipe was a length of flexible tubing.
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This flexible pipe was supported by an adjustable height stand, the height of which
controlled the fluid drop distance (h) from the upper reservoir and hence the flow
rate.

The larger the drop the higher the flowrate. The solid-liquid mixture then flowed
over a mesh, into the bottom reservoir. The solid particles were collected manually
fom the mesh placed in a bucket and retumed to the upper reservoir. The CMC
canier fluid was pumped back into the upper reservoir using a centrifugal pump.
The fluid return flowrate was controlled by adjusting the bottom reservoir return
using a valve. A large volume (120 litres) upper reservoir was used to reduce the
changes in solid concentration. Solid particles gathered from the mesh were added
regularly through out the length of each experimental run. Each bucket load
contained approximately 2 kg of solid, this therefore caused a step increase in the
upper reservoir solid concentration of 1.7% i.e. from 19o/o to 21 o/o if a global
concentration of approximately 20 o/o was being used. The solid delivery
concentration was measured by taking 2 litre samples of the solidJiquid mixture
flowing out of the flexible pipe. The solid particles were then washed, left to dry and
weighed. The volumetric delivery concentration was then calculated, volumetric
delivery concentrations used were 21o/o !2o/o, 30Vo + 2o/o and 39.5% !2o/o.In order
to reduce variations in the flowrate, the upper reservoir used had a large cross-
sectional surface area O.27 nr2. The flowrate was calculated by measuring the time
for the solid-liquid mixture to fill a 2 litre beaker. The beaker was placed at the outlet
of the flexible piping and the flowrate was measured several times during each
experimental run in general the flowrates were found to vary by + 4Yo e.g. + 15 l/hr
for 4001/hr. The flowrates used ranged ftom 150 l/hr to 700 l/hr. This conesponds to
a tube Reynolds number of 3 to 63 based on the average theoretical viscosity for
an Ellis fluid in single phase flow at the same flowrate [15]. The radioactive tracers
were injected just above the upper reservoir outlet. A new tracer was injected when
the previous one had passed through the PEPT detection plates. The tracers were
collected at the flexible tube outlet and reinjected. The location of the perspex pipe
between the plates was measured before and after experimental runs by sticking a
tracer on the tube wall of the perspex pipe at different radial and longitudinal
locations. The pipe never moved during an experimental run. For each flowrate
used a minimum of 50 particle passages through the detection plates were
measured in order to obtain a representative sample of particle behaviour.

4. Results

The trajectories and velocities of the tracer particles were successfully measured
using PEPT. The absence of entry effects was proven by comparing data for the
first half of the horizontal pipe section in the camera's field of view with the second
hall each section therefore being 250 mm long. Figure 3 below shows the
instantaneous velocity range for 50 particles passages (experimental conditions
vr"-=34 + 2 mm/s, delivery concentration 21o/o v/v, 10 mm particles, 0.8% CMC
canier fluid). Figure 3a shows this velocity distribution for the first half of the

26



hor2ontal section and fig 3b the second half. The results are displayed in terms of
cylinderical polar co-ordinate velocity vectors, the z axis along the tube axis.

Artal Floolty (nn r, Rsdlal wloeity (ntîlsl Angb vdocûy lnrrdb) Sp.!d (t!rBb)

Figure 3a: Velocity range of first half of hoizontal section

Aialvdæity(mtds, Fladalvoloclty{nmrE) Ar€byrNodry(ûnlf!) SFd(mbt

Figure 3b: Velocity range for second half of horizontal section

As can be seen in these two plots the velocity distributions are very similar. The
radial velocities are minimal, angular velocities are approximately evenly spread
lrom +74 mrads/s to-74 mrad/s and the instantaneous speeds and axial velocities
of the particles form a bimodal distribution. For the particle axial velocities there is a
first peak at about -14 mm/s slower than the average mixture velocity (36 mn/s)
and a second one, smaller but more spread out at about -34 mm/s i.e. about equal
to the average solid-liquid mixture velocity. The axial velocities are quoted as
negative simply because of the orienatation of the camara with respect to the
direction of flow. The first peak conesponds to visually observed slow moving
particles close to the tube wall, the second wider peak conesponds to the range of
faster particle velocities of particles observed to flow near the centre of the pipe.
The speed distribution although bimodal has its peaks located at higher values than
those of the axial velocity distribution at 25 mm/s and 60 mm/s apparently indicating
that although most particles appear to remain in one of the two flow regions visually
observed, there is considerable particle movement within each region (generally
angularly and not radially).
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The theoretical centre line velocity for a single phase Ellis fluid is

v""n,",_"Q= o) = #(;.I
\"-l \r, l I \;ù f".nf

which for 0.8 % CMC and v""* =34 mm/s gives a vcenrsrine = 65 mm/s or 1.92 vr"",..
Comparing this value to the maximum axial velocities measured, roughly 60 mm/s
or 1.76 v,n""n, it would appear as that the velocity profile has been considerably
flattened due the presence of solid particles conftrming [5]

In figures 4a and 4b below, the speeds of a slow moving particle (4a) and the
speeds of a fast moving particle (4b) are plotted against time, for the same
experimental conditions as figure 3. The speed of the slow particle varies ftom
about 15-25 mm/s whereas for the fast particle the speed varies from 45- 55mm/s.
The speeds do not appear constant through the measured section, this possibly
being because of random particle movement within each flow region.

Figure 4a: Slow moving pafticle Figure 4b: Fast moving particle

Figures 5a and 5b display the angular, radial and axial position of the two particles
through the measured 600 mm section. The slow moving particle(fig 5a) has a
radial position of between 15 and 20 mm. As the pipe's intemal radius is 22 mm and
the particle's radius is about 5 mm the largest theoretical particle radial position (in
terms of particle centre) would be 17 mm. This range therefore clearly shows a
particle occupying a radial position close to the tube wall. The azimuthal position is
constant at about 180" indicating that the particle remained close to the bottom of
the pipe. The faster moving particle on the other hand occupies a radial position
between 4-10 mm from the central axis of the pipe, it's azimuthal position is also

&rrË16c-(ro)
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less constant varying form about - 100' to 160" indicating substantial movement
within the fast flowing central core region.

lncltltÏh. acl

Figure 5a : Trajectory of a slow moving pafticle

Figure 5b: Trajectory of a slow moving particle
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Conclusion

Positron Emission Particle Tracking is an effective means of elucidating particle
dynamics of solid-liquid food flows where high solid concentrations and opaque
non-Newtonian canier fluids are often present. Furthermore, PEPT has sufficient
accuracy to determine velocity fields and particle migration across stream lines
within a pipe. The results displayed here show the potential of the PEPT and
furthermore that under certain experimental conditions two distinct flow regions can
exist in the pipe, a central fast flowing core and a slower moving annular region
close to the tube wall. Particles in the central region flow approximately twice as
fast as particles close to the tube wall and between 1 and 1.6 times îaster than the
average axial fluid velocity. The commercial standard is to assume that fastest
particles travel at twice the average axial fluid velocity. As a result in the
experimental conditions investigated this assumption is conservative leading to
over processing and hence a reduction of the solid-liquid food product. Further
analysis of the results is however necessary to calculate velocity profiles, quantify
angular and radial motion of the solid particles, and to investigate the effect of
experimental parameters, viscosity, flowrate, solid concentration etc. on particle
motion.

Nomenclature

d,o",i,nu,,,, largest diameter of alginate particle
dminimum smallestdiameterforalginate particle
n flow index for power law fluid
v,* mean axialvelocity of the solid-liquid mixture
Vcanrerine theoretical centre line velocity for single phase canier fluid flow
o ellis fluid parameter

lra apparent viscosity
Fo ellis fluid parameter

l ttlz ellis fluid parameter
Tw

wall shear stress
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Hall effect sensors: a method to measure passage time
distributions of solid particles in solid-liquid flow

Capteurs à effet Hall : une méthode pour mesurer la distibution des
temps de séjour de particules so/ides dans un flux solide-liquide
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Abstract: A method of measuing passage time distribution using Hall Effect Sensors is
described in the following paper. lnitially several practical problems were encountered,
including fhe successfu/ injection of tracers into the ohmic system and sensitivity calibntion
of the sensorc. After these had been solved, Hall effect sensors were successfully used to
measure pafticle passage times for 12 mm potato cuôes, in 7/o thermtex canierfluid, in the
heating column and holding secfi'ons of a 10kW ohmic heating plant. At a flowrate of 200
Uh, passage times in the column were found to be more spread out than in the holding
tubes possibly indicating dead zones within the electrode geometry.

Keyuords: Sensors, hall effect, Residence time, HTST, aseptic process, solid-liquid flow.

Résumé : Une méthode pour mesurer la distribution, les temps de séjour basé sur les
capteur à efiet Hall est décrite dans ce papier. Originalement, de nombreux problèmes
pratiques ont été rencontrés, incluant le problème de l'injection de traceur dans le système
ohmique et la sensibilité des capteurs. Après la résolution de ces problèmes, les capteurs à
effet Hall ont été utilisés avec succès pour mesurer les temps de séjour de particules pour
des cubes de pommes de tene de 1 2 mm dans un fluide porteu r à 7o/o dans une colonne de
chauffage et dans les seclions supports d'une usine de chauffage ohmique de 10kW.
Lorsque le débit est de 2001 par heure, les chercheurs ont trouvé des temps de séjour plus
distribués dans la colonne que dans le tube support, ce qui indique probablement des
zones mortes dans la géométrie de l'électrode.
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1. lntroduction

The development of continuous sterilisation processes for food products containing
particulate matter poses some fundamental problems. These include high pressure
and temperature rheology of the heterogeneous food, prediction and measurement
of heat transfer into the particles and passage time distribution (P.T.D.) for both
solid and liquid phases.

High Temperature Short Time (HTST) processes require the food product to be
heated up to about 140"C for few seconds, 10-30 s depending on the sterility
specified. Small differences in the passage time of the product in the heating and
holding sections can therefore €use large variations in product quality and sterility.
As a result, detailed knowledge of solidJiquid flow dynamics is necessary for
commercial development.

Ohmic heating is a continuous HTST process, in which solidJiquid food mixtures
are simultaneously heated by passing an electric cunent through them [1]. This
passage of cunent generates heat due to the electrical resistance of the food [2].
The major advantage of this process is that heat is generated directly in the food
product, and hence fast heating rates are possible. The resistive power generation
rate depends on the voltage gradient and the electrical conductivity of the product

[3]:
q = k(gradV)2

As a result, the longer the food stays in an electrical field, or in the ohmic column,
the greater the amount of heat generated [4].

Different non-intrusive particle measuring systems already exist, none of these
however are practically applicable to measuring passage times in industrial
installations where opaque canier fluids and metallic pipes often exist. Furthermore,
access problems and constraints on what type of tracers are allowed to be passed
through the installation can pose further problems.

Various optical methods have been used to determine the velocity profile or
passage time distribution of solid particles flowing in solid-liquid flow. Toda [5] for
example, visually measured transition velocities for food particles in solid-liquid
flow. Ohashi [6] used a photographic method to study the local velocities of very
small particles (diameters 0,321 to 1,84 mm ). Later, they developed two laser
beam methods for measuring local particle concentration and velocity [7]. They
found that the laser beam methods yielded more accurate results than the
photographic methods, however, the optical equipment needed was costly.
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Dutta & Sastry t8l &tgl used play back video taping to study the velocity distribution
of particle suspensions in simulated holding tube flow. Such a technique is capable
of monitoring bulk interactions in the holding tube, but requires much time and
labour to analyse the results from ftame to frame. Recently other visual methods
have been developed for measuring the velocity and radial position of a particle in a
solid-liquid pipe flow. The visualtechnique of particle tracking velocimetry (PW) for
example, has been used in a number of applications including that of the
automobile and food industries. The velocity profile is measured using small tracers
and imaging the flow in two perpendicular planes and using a specialised image
analysis approach to track the paths of the individual tracers to construct a vector
plot of the area of interest. Yang [10] used photo-electric sensors to produce an
optical grid. \Â/hen a particle passed through the grid it blocked off certain beams
allowing the residence time and radial position to be recorded. Liu [11] and Lareo

[12] used minors at 45" to the pipe to follow tracers in solidJiquid food flows, to
prevent distortion a glycerol box (glycerol having a similar refactive index as the
perspex pipe used) was placed around the pipe. Freget [13] also used a similar
method. Visual methods are generally simple but have limited applications as low
solid concentrations (about 10% max), transparent carrier fluids and pipe walls are
necessary.

Radioactive techniques exist, Toda [14] used T ray inadiated particles in straight
pipes and bends. The particle velocity was determined by the trajectory length
between two scintillation probes. Fairhurst [15] used Positron Emission Particle
Tracking (PEPT) to measure particle trajectories and velocities of model food
particles in solidJiquid horizontal and vertical tube flow. PEPT relies on detecting
back-to-back pairs of y-rays produced when positrons annihilate with electrons.
This method therefore, has the advantage of being able to track particles in metallic
pipes in opaque media. The field of view of the camera is 500x500x250 mm3 and
therefore is not suited to measuring entry and exit times for large pieces of
equipment, for example, long holding tubes. Radioactive techniques can also pose
safety problems in industrial installations. Furthermore, PEPT is a very expensive
technique.

Magnetic Resonance lmaging (MRl) can be used to measure the liquid velocity field
of opaque solid-liquid mixtures. Mc Carthy [16] studied the velocity profiles of 0.5%
CMC solutions with particle loadings of 10, 20, and 3Oo/o wlw lor 2.5 and 5 mm
alginate beads in 26.2 mm i.d. transparent perspex pipe (flowrates 2 to
18.6 cm3/s ). Tracking individual particles is not possible however by this technique.
The time required to perform a scan is of the order of 10 s comparing this to the
particle velocity (0.1 m/s), clearly individual particle behaviour (velocity, migration
across stream lines etc.) cannot be measured. Furthermore, MRI cannot easily be
applied to industrial installations, very strong magnetic fields are used (order of 1

Tesla) meaning that the machine has to be operated in a specially designed
insulated room.

35



Different types of sensors have been developed to detect either the presence of
metal foil wrapped around, or a magnet embedded in, a tracer particle. Liu [17]
wrapped some foil around a tracer particle and placed two copper detection coils
around the pipe which were connected to an altemating bridge. \Mren a tracer
particle passed close to one of the coils the equilibrium of the bridge was disturbed
and an output voltage measured. Alternatively Segner [18] used Electromotive
Force sensors (EMF) where a small magnet was embedded into a turkey cube
flowing in a holding tube. Two copper coils were wound around the pipe at the
entrance and exit of holding section. These coils were connected to a small
potentiometer which detected the electromotive force. Both of these methods
require non-metallic tube walls and are therefore not practical in most industrial
installations. Hall effect sensors also detect the presence of a tracer particle in
which a small magnet has been embedded. These sensors however, do not require
non-metallic tube walls and are therefore ideal for measuring particle velocities in
industrial installations.

2, Material and methods

2.1 Hall effect sensors

Halleffect sensors use the Hall principle. This is where a suitable material usually a
semi-conductor supplied with a constant cunent produces an output voltage eo

when a transverse magnetic field is applied (Figure 1).

Figure 1: HallEffect

Sensors are therefore made out of a semi-conductor material supplied with a
constant current and placed around the pipe. As a result, when a tracer containing
a permanent magnet passes close to a sensor, an output voltage eo is produced.
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This hall element output voltage triggers a standard TTL circuit. The circuits used
were SS94A analogue position sensors (Micro Switch, Honeywell, U.K.).

Tracers were fabricated using a quarter of a Recoma 2O magnet (Ugimag
Distribution, St.Piene d'Allevard, France), some expanded polystyrene to
compensate for the density of the magnet (x7 denser than gelified sodium alginate)
and some sodium alginate solution.

The magnet was dipped into a 2% (wlw) sodium alginate solution (alginate gel
MP/8, Société Française des Colloîdes, Vemon, France), then into 2 Vo (wlw)
calcium chloride solution and finally into a beaker containing ground up expanded
polystyrene, before repeating the process. By this method, layer by layer of a
sodium alginate and polystyrene mix coated the magnet. This process was
continued until the desired particle diameter was achieved.

As the desired density of the tracers was about 2% denser than water, any slight
difference in density could produce an enormous difference in the sedimentation
velocity of the tracer (see below). As a result, about 100 tracers needed to be
fabricated, to obtain 5 or 6 tracers with the sâfirê v5s6l6E1tation âs that of the food
product to be tested.

For example,
212

!,"di^"nai* -- ,_ o7 (s - 1) (Stokes' Flow)

9 V""oi."r,t tio"(s=1.015) = 1.5x v"r*n.r,r**(S=1.01)

i.e. a 50% increase in the sedimentation velocity

The error of the Hall effect sensors was determined by measuring the particle to
sensor detection distrance for different tracers at different radii and velocities. The
maximum difference was found to be 5 mm. This relates to an enor of about 1% in
the passage times measured in the holding section.

2.2 Ohmic heating pilot

Passage time distribution were measured for a 10 kW ohmic system (APV Baker,
Crawley, UK) located at a Technical Centre for the Preservation of Food Products
(Centre Technique de Conservation des Produits Agricoles, CTCPA, Amiens,
France). A schematic representation of the installation is presented in Figure 2.

The column consists of three electrode housings, each containing a cantilever
electrode. The electrode housings are connected with spacer tubes constituting two
heating sections. At the exit of the ohmic column, the product then entered in the
holding section of the installation, through a bend and three tubes thermally
isolated. Three lengths of holding tube are possible to adjust the time of thermal
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treatment in function of the level of sterility required. In this experiment, the product
was collected at the exit of the cooling section and was then directly retumed to the
pump.

Product Holding Tubes

water refurn

cooling water

to aseptic storage

Figure 2: Schematic description of the ohmic heating installation

The description of experimental conditions used in this experiment and the process
specifications are presented in Table 1.

To determine the passage time (Pï) of particles in the ohmic system, four Hall
effect sensors were placed on different parts of the pilot (see Figure 2): at the
beginning of the last bend before the column, at the entrance of the column (exit of
the bend), at the exit of the column (entrance of the bend of the holding section),
and finally at the exit of the holding tube. A minimum of 50 passage times were
measured in the bend, column and holding tube. Minimum, maximum, mean
passage times and standard deviations were calculated. Histograms of the
distribution of passage times were plotted.
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Parameters
Bend

Column

Holding
Gonstitution

lntemaldiameter
Canier fluid
concentration
volumetric flow rate reading
Particles
dimension
concentration
Temperature

Specifications
right-angle
30 cm (axial length)
3 electrode housings
2 heating tubes

bend : 30 cm (axial length)
tube: 120cm
48 mm
Thermtex
70g/kg
200 t/h
potatoes cubes
12x12mm
15kg/100k9
20-30'c

Table 1 : Expe ri me ntal cond itio ns an d p rocess specificatio n s

2.3 Soli&liquid food studied

The carrier fluid employed was a 7o/o (wlw) food grade starch solution (Thermtex,
National Starch & Chemical S.A., Villefranche sur Saône, France). This solution
was preheated to 100'C in a tank and then mixed with potato cubes (12 x 12 mm)
delivered by Vico (Vic sur Aisne, France). The concentration of particles in the
mixture was 15% (Mw) and a total weight of 130 kg of the mixture was prepared for
the experiment. The temperature of the mixture during experiments varied between
20 and 30"C. The weighted flow rate was several times estimated during the
experiment and varied between 223 and 230 kg/h.

3. Results and discussion

3,1 Passage Time Distribution

Minimum (PTmin), maximum (PTmax),
standard deviations (SD) for 15% diced
reported in Table 2.

mean Passage Times (PTmean) and
potatoes in 7% starch canier fluid are

Passage Time
Column
Holding

PTmin
85

32.7

PTmax
194.4
50.1

PTmean
116.6
40.7

SD

25.2
4.1

Table 2: Passage Times of particles in the heating and holding secfions
of an ohmic heater
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Passage times of particles in the ohmic column varied in the range 85 to 194.4 s,
with an average passage time of 116.6 s. The distribution of passage times in the
column is presented in Figure 3. The standard deviation of this distribution is
relatively high (22% of the mean passage time), and the results show that, in the
experimental conditions studied, the ratio PTmar/PTmin was around 2.3. As a
result the passage time of the slowest moving particle can be more than two times
that of the fastest moving particle. This information is of great importance since, in
HTST processes, a small variation in passage times may result in a great variation
in the heating of the particle, inducing overprocessing of parts of the product.

0.14

0.12

0.10

0.08

0.06

0.04

0.02

0.00

r25 150 175 200

Passage time (s)

Figure 3: Passage time distribution of tracers in a heater column

Passage times of particles in the holding section varied in a 32.7-50.1 s range, with
a mean passage time of 40.7 s. The distribution of passage times (Figure 4) is
narower as compared to Figure 3, and the standard deviation is 10% of the mean
passage time of particles. The ratio PTmar/PTmin is only 1.5 in this case, showing
that the variation between the fastest moving particle and the slowest moving
particle is more reduced in this section of the pilot. This results in a better
homogeneity of the lethality accumulated in particles during holding.
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Figure 4: Passage time distribution of tncers in a holding section
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The difference in the two passage time distributions is to be expected, the more
complex geometry of the heating column producing a wider range of passage
times. The slowest particles in the heating column would appear to indicate dead
zones within the column. these oarticles travelled well over two times slower than
the fastest particles.

Theoretical sterilising values reached during holding were predicted for both
configurations (fastest and slowest moving particle) at 135 and 140"C. They are
presented in Table 3. In the experimental conditions studied, these results
demonstrate that the level of sterility reached by the slowest moving particle could
be more than 3 times those reached by the fastest moving particle. But in the same
way, the slow particle will suffer a more important cooking effect, resulting in a
heterogeneous quality of the final product.

Table 3: Prediction of the level of steility reached by the fasfesf
and the s/owesf moving particles in the holding section

The velocities of particles may also be compared to the theoretical average fluid
velocity in the tube of the holding section, this being calculated from the tube
geometry and the flow rate (Table 4). The mean normalised particle velocity is 1.3
i.e. the particles on average flow quicker than the fluid. Such a result is probably
because of particles tending to migrate to the centre of the pipe. lf a parabolic type
velocity profile exists, the mixture velocity will be greater near the centre of the pipe
and hence particles travelling in this region will have velocities greater than the
solid-liquid mixture avercge. lndeed approximately only the slowest 10% flow
slower than the mean velocity. The maximum normalised velocity is 1.8 and is fairly
close to the Newtonian fluid where the maximum velocity is twice that of the
average fluid velocity, this assumption is often used for aseptic processes.

Flow rate (Uh)

Mean flow velocity (m/s)
Mean particle velocity (m/s)
Maximum particle velocity (n/s)
Mean normalisedl particle velocity
Maximum normalisedl particle velocity
10% slowest moving particles
10% fastest particles

200
0.031
0.040
0.055

1.3
1.8

46.3-50.1 s
32.7-35.1s

Table 4. Compaison of particle and fluid velocities in the holding tube

1 normalised velocity = particle velocity / average solid-liquid velocity

Slowest moving particle
Passage Time (s)

50.1
32.7

Fr.""
20
13

Ftoo."
65
42Fastest
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Gonclusion

Hall effect sensors are a simple and practical method for measuring passage times
of particles in solid/liquid flow. The main difficulty of this technique lies in the
fabrication of tracers suitable for the product. The tracers have to behave exactly as
other particles in the mixture. As this flow is govemed by many parameters such as
shape, dimension, concentration and weight of particles, tracers must have the
same dimensions, density and the same surface properties as the other particles.

There exists however a problem between the sensitivity of sensors and the power
or tracers. lf the magnetic field created by tracers is too strong, the tracers do not
pass through the feed pump, the magnet being attracted to iron sections or
magnetic fields within the pump. lf the magnetic field is too weak, the tracers will not
be detected by the sensors. Appropriate tracer fabrication is hence critical in
obtaining an accurate passage time distribution.

This method seems to be particularly appropriate to the measure of passage time
distributions of particles in food aseptic processing systems, the sensors being
easy to handle and install. Hall effect sensors can be used with heterogeneous,
highly viscous, opaque carrier fluids, in laminar or turbulent flows, and in high
temperature and pressure conditions. They also work whatever the type, shape,
dimension, concentration and distribution of particles.

Heterogeneous solidJiquid flows are complex, in the study performed, passage
times were found to vary greatly within the ohmic heating column
(PTmar/PTmin>2), possibly indicating dead zones around the electrodes.
Traditionally fastest particles are assumed to travel twice as fiast as the average
mixture velocity. ln this study f;astest particles in holding tube flow were found to
travel 1.8 the mixture velocity indicating that this is a safe assumption, ensuring a
sterile product.

Nomenclature

resistive power generation rate
voltage gradient
electrical conductivity
output voltage across a semi-conductor slice due to the Hall effect
radius of tracer particle

s density ratio of solid to canier fluid density
v""dir.,,taion sedimentation velocity of tracer particle
pt canier fluid density
tr canier fluid viscosity

q
gradV
k
go

r

42



Acknowledgements

The authors would like to thank the Conseil Régional de Picardie for their financial
support and François Zuber and Frédéric Da Silva from CTCPA for their technical
assisfance.

References

[1]T.C.S. Yang, J.S. Cohen, R.A. Kluter, P. Tempest, C. Manvell, S.J. Blaclcmore,
& S. Adams. Microbiological and sensory evaluation of six ohmically heated stew
type foods. ln Journal of Food Quality, Vol. 20, pp. 303-313, 1997.

[2] P.J. Skudder. Ohmic heating in food processing. In Asean Food Journal,Yol.4,
N'4, pp.10-11,1989.

[3] K. Halden, A.A.P. de Alwis & P.J. Fryer. Changes in the electrical conductivi$ of
foods during ohmic heating. In lntemational Journal of Food Science and
Technology, Vol.25, pp. 9-25, 1990.

[4] P. Zoltai & P. Swearingen. Product development considerations for ohmic
processing. ln Food Technology, Vol. 50, pp.263-266, May 1996.

[5] M. Toda, J. Yonehara, T. Kimura, & S. Maedea. Transition velocities in
horizontal solid-liquid two-phase flow. ln lnternational Chemical Engineeing, Yol.
'19, N"1, pp. 145, 1979.

[6] H. Ohashi, T. Sugawa, K. Kikuchi & T. Henmi. Mass transfer between particles
and liquid in solid-liquid two phase upflow in a verticaltube. In Joumalof Chemical
Engineering of Japan,Yol. 12, pp. 190, 1979.

[7] H. Ohashi, T. Sugawa, K. Kikuchi & M. lse. Average particle velocity in solid-
liquid two-phase flow through vertical and horizontal tubes. ln Joumal of Chemical
Engineering of Japan, Vol. 13, pp. 343, 1980.

[8] B. Dutta & S. Sastry. Velocity Distributions of Food particle suspensions in
holding tube flow: Experimental and Modelling Studies on Average Particle
Velocities. ln Joumal of Food Science, Vol. 55, N"5, pp. 1448-1453, 1990.

[9] B. Dutta & S. Sastry. Velocity Distributions of Food particle suspensions in
holding tube flow - Distribution characteristics and Fastest particle velocities. In
Joumal of Food Scrbnce, Vol. 55, N'6, pp. 1703-1710, 1990.

43



[10] B.B. Yang & K.R. SwarEel. Photo-sensor methodology for determining
residence time distributions of particles in continuous flow thermal processing
systems. ln Journal of Food Science, Vol. 56, pp. 1076-81, 1086, 1991.

[11] S. Liu, P.J. Fryer & J.-P. Pain. The flow and velocity distributions of particles in
liquids: application to food processing. ln Entropie, Vol. 28, N"170, pp. 50-58, 1992.

l12lC. Lareo, R.M. Nedderman & P.J. Fryer. Particle velocity profiles for solid liquid
flows in vertical pipes. Part ll. Multiple particles. ln Powder Technology, Vol. 93, pp.

3545, 1997.

[13] J. Freget. SolidJiquid flow in a horizontal pipe. PhD Thesis, Lund Universig,
Sweden, 1995.

[14] M. Toda, T. lshikawa, S. Saito & S. Maeda. On the particle velocities in solid-
liquid two-phase flow through straight pipes and bends. ln Joumal of Chemical
Engineeing ofJapan, Vol.6, pp. 140, 1973.

[15] P. Fairhurst, P. Fryer, J-P. Pain & D. Parker. Positron Particle Tracking Studies
of High Solid Fraction Solid-Liquid Flow in Tube Flow. ln Proceedings Sensora/ 98,
Montpellier, France, 24-27 February 1998.

[16] K.L. Mc Carthy, W.L. Ken, R.J. Kauten & J.H Walton. Veloci$ Profiles of fluid
particulate mixtures using M.R.l. ln Joumal of Food Process Engineering, Vol. 20,
pp.165-177, 1997.

[17] S. Liu, J.-P. Pain, J. Proctor, A.A.P. de Alwis & P.J. Fryer. An experimental
study or particle flow velocities in solidliquid food mixtures. ln Chem. Eng. Comm.,
YoL.124, pp. 97-114, 1993.

[181W.P. Segner, T.J. Ragusa, C.L. Marcus & E.A. Soutter. Biological evaluation of
a heat transfer simulation for sterilising low-acid large particle foods for aseptic
packaging. ln Joumal of Food Processing and Preseruation, Vol. 13, pp. 257 , 1989.

M



Determination of temperature maps using a method
based on thermochromic liquid cristals (TLC)

Détermination de caftes de distibutions de températures par
utîlisation de cri staux liq uides thermach romiq u es

J.P. Gadonna, A.B. Jemai, C. Muller, J.P. Pain

Université de Technologie de Compiègne
Génie Chimique, Division Technologies Agro-lndustrielles
Centre de Recherches de Royallieu, 60200 COMPIEGNE, France
e-mail: gadonna@utc.fr

Abstnct: Thermal treatments have been of interest to the food processing industry. Their
successful implementation requires a thorough knowledge of temperature histoies at every
point of the treated product.

An original non-intrusive technique has been developed to visualize and to measure
temperature distributions inside a cavity (container, tube, plate...) containing either a
nevvtonian or a non-newtonîan fluid. The method consisfs of using Thermochromic Liquid
Crystals (TLC's) as a non-intrusive temperature sensor. TLC's, type TCC1075 frcm Merck
Clevenot, are mixed in a parallelepipedic tank with a fluid at a concentration of 0.01 % by
weight. Thermochromic rcaction of the liquid crystals is then obserued through a white
colored wide light beam generated by a complete light source sysfem (a source equipment
and a set of cylinddcallenses). Liquid crystals micrccapsules rcflect the incident light in a
temperature range between 35 and 50"C with a color variation from red to blue as the
temperature to be measured nses due to heating.

To digitalize and to trcat the images, an acquisition system has then been developed and
applied to obtain temperaturc maps. An RGB (Red, Green, Blue) video seguence r.s

recorded using a high peÉormance video cameta, and then digitized. The images are
recorded rcgulady beginning with the color change phenomenon. A computer prognm
wriften in MATIAP environment, convefts the images from the RGB space to the HSI one
(Hue, Saturation, lntensity). ln the present study, we are interested only in the hue value
which conveniently characteizes the color tint. A conelation linhing the hue values to
temperatures has been previously defrned. The thermal map of a particular image can thus
be established by assigning every given temperature to a hue value.

ln the future, the use of this method will potentially be of interest in the fields of fluid
mechanics and heat transfer, not only in small scale laboratory works but also
directly in pilot scale.

Résumé : Les traitements thermiques sont très intéressants dans les proédés agro-
industriels. Leur succès exige une connaissance approfondie de la cartographie des
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températures du produit traite. Une technique originale non invasive a été développée pour
visualiser et pour mesurer les distributions de température à I'intêrieur d'une cavité (un
container, tube, assiette) contenant soit un fluide nevytonien soit un fluide non-newtonien.
La méthode consiste à utiliser des cristaux liquides thermochromiques (ILC) comme
capteur de température. Les TLC de type TCC1075 de Merck Clevenot sont mélangés dans
un tank parallélépipédique avec un fluide à une concentration de O.O1%. La réaction
thermochromique des cristaux liquides est alors observée à partir d'un rayon de lumière
blanche généré par une source (une source et un jeu de lentilles cylindriques). Les micro-
capsules contenant des cristaux liquides réfléchissent la lumière incidente à une
température entre 35 et 50"C avec une variation de couleur du rouge au bleu lorsque la
température à mesurer augmente pendant le chauffage.
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1. lntroduction

The measurement or the determination of temperature are generally achieved
using three main methods: the use of thermocouples, the use of phase-change
materials, and the use of Thermo-chromic Liquid Crystals (TLC).

Recent advances in the development of TLC's, have led to the resurgence of the
interest in their utilization. TLC's are particularly preferred because they don't
disturb the fluid flow.

Parsley (1991) and Moffat (1990) have summanzed the properties of liquid crystals
and presented the different applications in which they are used. Two types of TLC's
are distinguished according to their chemical composition:

Cholesteic cholesterolandothersterol-relatedchemicals
Chiral nematic non-cholesterol based chemicals

A combination of these two types represents an existing third category of product.

The cholesteric and chiral nematic are generally used in heat transfer studies
because they can accurately reflect color changes in a large temperature range
(-30'C to 100"C).

Pure liquid crystrals (LC's) are extremely difficult to manipulate because they are
fragile and easily degradable. In practice, they are present under two forms:

- micro-encapsulated liquid crystals in a gel,
- non-enc€rpsulated material trapped in a black tainted plastic sheet.

The microcncapsulated LC's reflect about 50% of the incident light in a given
temperature range. \Mth increasing temperature, the color of the product generally
passes from colorless to red, then via colors of the spectrum up to the bleu/violet to
finally become colorless again. The temperature at which color change begins (red)
can be any value between -30"C to +70'C. The color range (temperature difference
between red and bleu colors) can be adjusted according to the user needs from
0.5 to 20"C. The liquid mixture characteristics are thus deftned by the starting
temperature conesponding to the red and by the color range.

These types of liquid crystals have been used in electronics as well as in aerospace
research or in flow visualization and heat transfer. Surface temperature distribution
maps or heat transfer coefficients have thus been elaborated (Cooper et al. 1975,
Akino et al. 1989, Stoforos et al. 1990, Moffat 1990). ln all cases, in order to obtain
the best color reflection effect, liquid crystals must be applied on a black tainted or
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dark background. And to insure a sufficiently contrasted effect, the background
should be larger than the tested surface.

Liquid crystals have also been used to visualize velocig and temperature fields in
liquids (Kuriyama et al. 1981, Dabiri et al. 1991, Akino et al. 199'1, Braun et al.
1994, Dzodzo el al. 1994). The technique simply consists in mixing a very small
quantity of liquid crystals with the fluid (water, glycerol, glycol, etc.). The micro-
capsules then serve as a thermal or hydrodynamic tracers. ln such studies, highly
dilute mixtures are recommended; for instance, a concentration of liquid crystals in
water of 0.01 o/o by weight largely suffices. A larger concentration of liquid crystals
renders the mixture milky which causes light to disperse and color visual2ation
difficult.

The visualization of color changes in a fluid section is possible only when
illuminating this section by a fine wide white light beam. In literature, the intensi$ of
this light source varies from one author to the other. Hence, Kuriyama et al. (1981)
used a 300W Xenon lamp, while Braun et al. (1994) and Dzodzo et al. (1994)
utilised a 1000Warch Xenon lamp. Akino (1991), on the otherhand, simply used a
halogen lamp.

In order to generate a white light nap, these authors adopted several techniques.
Kuriyama et al. and Dabiri et al. (1991) defocalized a light beam through two
cylindrical lenses. This defocal2ed beam passes through a narrow opening
dimensioned to the size of the light nap. Dzodzo et al. (1994) and Braun et al.
(1994) first tried to condense the emitted light by the Xenon lamp, then to defocalize
similarly to the previous authors, the light beam to generate a nap using an aligned
set of cylindrical lenses.

In addition to liquid crystals and to the illumination system, a system of visualization
and image treatment should be at hand in order to obtain temperafure maps. ln the
field of TLC's, experimental setups differ from one author to the other. ln 1975,1or
instiance, Cooper et al. used several types of calibrated liquid crystals,
conesponding each to a temperature range. These crystals were applied over a
cylindrical surface which is then photographed. The human eye is then used to
detect color changes. Colors detection using this subjective method is equally
utilized later on by Kuriyama et al. (1981) and Dzodzo et al. (1994). ln 1981,
Kuriyama et al. qualitatively visualized color changes of liquid crystals by
positioning a photo camera at 45" with respect to the light nap and by triggering a
round of snap shots. More recently, Dzodzo et al. (1994) perpendicularly
photographed a fluid flow using a long lap exposure time (30s.) and a low shutter
opening.

In 1989, Akino et al. ameliorated the technique by eliminating the human visual
perception. Using a camera equipped with band-pass filter and with an image
digitalization system (256 gray levels), they spot the pixels which have the highest
light intensi$. For each filter, prior calibration tests had permitted to assign a
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temperature to this maximum light intensity. By superposing different iso-intensity
pixels they had thus been able to obtain isothermal curves.

Recent development of image treatment software came to supplement subjective
analysis methods by completely eliminating human visual perception. The
technique consists, in general, on acquiring a sequence of images using a video
camera (color or black and white) either an NTSC composite type (video camera)
or a CCD (Charged Coupled Device) or else a CID type (Charge Injected Device).
The camera is generally placed perpendicular to the light nap. The images are
recorded on a video tape (preferably super VHS or Hi8 type) and can be re-
visualized on a hi-fi video player. These images are digitized using an appropriate
system of image processing (both soft and hardware). ln the majority of works
(Akino et al. (1991), Dabiri et al. (1991), Dzodzo et al. (1994), Braun et al. (1994),
Peterson et al. (1995), Lee et al. (1997)) , color images are obtained in the stiandard
colorimetric space RGB (Red, Blue, Green). But this space is not the best suited to
characterize colors. Consequently, authors develop or use systems to transform
images from the RGB space to the HSI one (Hue, Saturation, lntensity). Only the H
component is then used for the character2ation of colors.

ln a manner similar to that of Akino et al. (1989), calibration tests using
thermocouples, are necessary to assign a given temperature to an H value. ln the
case of a polychromatic image, the technique consists, first, on sweeping the lÊfl
matrix, from which obtaining iso-value contours, and then via the conelation T=f(H),
tracing isothermal curves.

The object of this work is to conduct experiments to obtain temperature maps inside
a plastic container filled with a fluid at rest. The visualization of natural convection
and conduction inside the container has thus been obtained for three types of
fluids.

2. Material and methods

2.1 Fluid Upes

Three different types of fluids have been used throughout this study: a solution of
distilled water and two viscous solutions containing carbopol@ at 0.1 and 0.2o/o.The
distilled water solution served as a Newtonian fluid and those containing carbopol@
as non Newtonian ones. Carbopol@ solutions have been chosen for their viscosity
and transparency. They are obtained by mixing carbopol@ resins Fn (BF
Goodrich) in distilled water. A solution of NAOH at 10o/o was then used in order to
neutralize and to increase the viscosity of the carbopol@ solution. Micro
encapsulated thermochromic liquid crystals (type TTC1075 by Mereck Clevenot)
have then been mixed at 0.01o/o by weight in the three different fluids. The liquid
crystals react in the temperature range of 35 to 50"C.
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2.2 Wsualization of a fluid section

A schematic of the experimental setup is represented by figure 1. Three rectangular
beakers (E), made of plastic transparent material, each filled with 50ml of the three
fluids, are positioned one at a time, on a temperature regulated heating plate (P)
(up to 50").

Different test sections can be visualized using an illumination system composed of
a complete light source with appropriate cylindrical lenses. The light source (S)
comprises a 75W Ozone-free Xenon lamp (USHIO), a universal ORIEL setup
composed of a lamp receptacle, a reflector, a light condenser and a power supply
for a 50 to 200W arching lamp.

ln order to vertically generate a fine wide white light nap, two plano-cylindrical
lenses having dimensions of 25x12 mm ('f112.7 mm) and 60x50 mm (f/150 mm), are
used between the light source and the test beaker.

Figure 1: lllumination system

2.3 lmages acquisition and digitizing

The technique of thermal cartography requires recording the observation on a video
support and an adequate image treatment. Figure 2 shows the system used.

RGB video images are continuously recorded on a Hi8 tape using a VCR (Sony
EV-S8008) and a video camera (CCD Sony) connected to a color monitor. The
visualization of liquid crystals color changes is best obtained by positioning the
camera ata 45" angle with respect to the white light nap.
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VH8 video tape

video camera

Digitizing

Figure 2: Acquisition and image treatment sysfem

Once video recording is obtained, the needed images are digitized and treated
using a computer. The digitization is performed via an adequate card and a
software (video machine by FAST).

Appropriate images are taken at the rate of one image every 10 seconds beginning
from the moment when color change starts. All images are recorded under the
format ".TlF" with 256 color levels (8 bits) then treated using a computer program

written under the MATT.AB@ environment.

2.4 lmage processing

In order to obtain temperature maps, a computer program requiring the tool box

"lmage Processing" of MATI}B@, was written. The program algorithm is given by
figure 3.

Figure 3: lmage treatment algorithm

Reading ot a .tiff image

RGB to HSI sDace conversion
and

conservation otthe matrix H

Hue/Tem pérature Assignment
using the T = f(H) calibration curve

Automatic segmentation
ano

Display of the treated image
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2.5 Color analysis

The International Commission of Lighting (lCL) has created color space standard
known as the RGB. ln this space, an image is represented by 3 color matrices : R
(Red), G (Green), and B (Blue). Any given color X in an image is in fact a
combination of these three primary colors ; hence, it can be written as X = (R) *
s(G) + b(B).

In reality, the RGB space does not characterize best colors. Other coordinate
systems such as the XYZ, LUV, LAB, HSl, etc., have thus been devised.

In the present study, the HSI system is perfectly convenient for the characterization
of the colors at hand. The hue value, representing the color taint, is the only
parameter of interest.

\Men using the MATLAB functions, all matrix values are indexed (i.e. between 0
and 1). Consequently, contrary to the literature, the hue values used here are
0<H<1.

2.6 HuelTemperature calibration curue

In order to trace temperature maps, it is necessary to indicate, before hand, the
conelation between hue values and temperature for each type of TLC. The
calibration step is performed by progressively elevating the temperature of the
water-TLc mixture. A thermocouple submerged inside the beaker is used to obtain
actual temperature values of the liquid. lmages in areas surrouding the
thermocouple, are recorded using the acquisition system. Average hue values as
well as temperature readings are thus obtained. The operations are reproduced
several times in order to estimate experimental errors occasioned by this technique.
The results of this calibration scheme including errors are given by figure 4.

T= 49 64E H' - z6.s2e Hz + 9.s132 H + 35

R2 = 0.998t

I cpaimmtal

- 
ùcoritical

Figure 4: Calibration cuNe for the TCC|075 liquid crystals
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2.7 Experimental procedure

It consists of exerting a temperature gradient on the fluid so as to observe the heat
transfer phenomenon taking place as a result. To do this, a metal plate is heated up
electrically to a set temperature of 50'C ; the beaker containing the liquid mixture
initially at 20'C, is then placed on top of it. A temperature gradient is consequently
instantaneously created from bottom to top. Color change phenomena taking place
inside the beaker, are then recorded.

3. Results and discussion

The evolution of heat transfer as a function of time inside the rectangular container
is given in Figure 5. The first four images show the evolution for the water solution
after time periods of 2,2.5,3 and 5 minutes. The following four images characterize
heat transfer evolution for the first carbopolo solution (0.1%) at 2, 3, 5 and 8
minutes. The last four images correspond to the second carbopolo solution (O.2To)

at2, 3,5 and 10 minutes.

These images clearly show that the more viscous a solution is, the more slowly
thermal equilibrium becomes. In the case of Newtonian fluid (water solution), a
natural convection movement is obtained as a result of heating. While for a non
Newtonian fluid, only thermal conduction is present.

In the case of a Newtonian fluid, irregularly shaped isotherms known as "Bénard"
cells reflect the presence of complex heat transfer mode. In addition to an overall
bottom to up heat transfer, heat packets having a rotational movement are
distinguished. Thermal equilibrium is attained when the rotation of these packets
has stopped.

In contrast, in the case of a non Newtonian fluid, the image analysis clearly reveals
that heat transfer is for the most part obtained by conduction. For instance, in the
case of 0.1Yo carbopolo, the images show that heating takes place mainly by
successive horizontal layers. Nevertheless, as heating proceeds, the thermal front
seems to curve from one snapshot to the other. This phenomenon maybe
explained by the fact that in addition to bottom-to-top conduction a second heating
effect is taking place. In fiact, as heating proceeds, heat coming out of the container
walls causes the fluid to heat up laterally and so regions closer to the walls heat
faster than those in the center of the container. This is not the case for the 0.2o/o

carbopolo where the images show that heating due to the walls is not significant
compared to that coming from the plate. This shows that in addition to fluid type,
viscosity affects the heating mode.
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Figure 5: Temperature maps ln the fluids

Conclus!on

The work conducted in this study has allowed to validate an original method of
thermal mapping in a stationary fluid. The experimental procedure uses
thermochromic liquid crystals (TLC's) in a mixture (water, carbopolo at 0.1% and
O.2o/o), a visualization system, and an appropriate image processing computer
program. The application of the method is illustrated in the study of natural
convection and conduction inside a closed rectangular cavity. The results
stemming from this study show that it is possible to characterize a heat transfer
without the need to use an intrusive sensor such as thermocouples or others.
Indeed, solutions containing thermochromic liquid crystals allow to adequately
study heat transfer phenomena. Rigorous experimental procedures coupled with
an adequate images analysis system can be extremely useful in conducting such a
study. In future, this technique would be potentially useful in heat transfer studies
and temperature sensors development for measurement conditions in which
intrusive sensors such as thermocouples are not appropriate.
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Measurements play an essential role in finnish food
processing industry

Les mesures jouent un grand rôle dans l'industie agro-alimentaire
finlandaise
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Abstracl: The measurement needs in Finnish food processing industry have been studied.
An'inquiry sheef was senf fo over 200 companies, of which 78 answered the suruey. The
answers covered a wide nnge of manufactuing branches, e.9., bakery, dairy and meat
industry. Food processing companies in Finland are typically small-scale manufacturerc,
featuring a vercatile product mix and relatively rapid changing of products in the production
Iines. Quality control r.s essenta/ in food industry, and efficient quality assurance r.s

becoming increasingly impoftant. The most impoftant objectives in food production arc
hygiene, uniform quality of raw materials and final products, along with product safety,
which is considered very important by almost all food processing companies. The
development of new measurement techniques was found to be the most impoftant factor in
imprcving the quality of products and the effrciency of food processing.

Keyrords : Food, p rocessi ng, indu stry, measu rement, quality.

Résumé : Les besoins en mesures des industries agro.alimentaires finnoises ont êté
étudiés. Un questionnaire a été envoyé à 200 industries et 78 réponses ont été reçues. Les
réponses couvrent une grande gamme de branches : panffication, industries de la viande
ou des produits laitiers.

Les IAA finnoises sont typiquement de petite taille, proposant une gamme de produits et
changeant rapidement de produits sur leurs lignes. Le contrôle de qualité est essentiel et
I'assurance qualité a pris beaucoup d'importance.

Les objectifs les plus importants sont I'hygiène, la constance de la qualité des matières
premières et du produit final, la sécurité alimentaire qui est considérée comme essentielle
par presque toutes les industries. Le développement de nouvelles méthodes de mesures a
été mentionné comme le facteur primordial pour améliorer la qualité des produits et la
compétitivité des lM.
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1. Introduction

When Finland joined the European Union in 1995 many experts were afraid of the
common European market possibly proving harmful to the national food industry
sector because of more stringent competition. However, Finnish companies have
survived well in this new situation. Finns have been, and still are, highly quality-
oriented consumers, who know how to appreciate a high quality of foods.
Consumers are more and more aware of competing products, and so
manufacturers must be prepared for a strong competition. High quality, safety, large
assortment and a competitive pricing of products are becoming more and more
important. Consequently, manufacturers are now calling for improved processes,
better process control and advanced logistics.

The process control commonly used today is very often manual or semiautomatic
and it is highly dependent on the experience of the operator. The operator controls
not only the physical properties objectively, but also sensorial properties
subjectively, i.e. taste, smell, appearanæ and structure. The development of
analytical measurements and their combination with physical measurements is of
vital importance when increasing productivity, improving quality and producing safer
products.

The need for adequate process control and a better knowledge of the raw materials
and the process itself are the main reasons for developing new tools for controlling
the process and for measuring the quality of the raw material and that of the final
product. Fast, simple, accurate and preferably on-line measurements and analysis
of production chains will improve the quali$ of processes and products. In the
1980's the automation level in food processing industry (like in all processing
industries) started to rise rapidly. The most important contributing factor was the
development of the microprocessor, which made it possible to create more complex
control algorithms and systems. Thus it was possible to replace batch processes
with automated production methods. Although the methods, devices and systems
for process control and measurements are more advanced now, they can only be
applied to food processes, if the operating principles of the instruments and the
properties of food processes are understood well enough. The latest measurement
methods, devices and applications give more information of the food, processes
and their interplay. Table 1 summarises some requirements for on-line instruments
in food processes. [1]
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tr reliable
tr free from contamination
tr hygienic sensing head
tr no foreign parthazard
tr cleaning tolerant
tr maintenance free
tr totalcost is affordable
tr repeatable measurements
tr robust
tr no interference to process
E no need for highly skilled operator
E no need for calibration or simple calibration procedure

Table 1: The requirements for on-line instruments

Food processing in Finland is typically small-scale manufacturing, where the
product mix is wide and different products change rapidly in the production lines.
Consumers are also expecting a wide range of competitively-priced food products
of consistently high quality. Quality control is essential in the food industry, and
efficient quality assurance is becoming increasingly important. Skjôldebrand [2] also
expects new techniques to appear, e.9., biosensors, crispiness sensors, on-line
water activity measurement, etc.

2. The process of this review

The measurement needs in Finnish food processing industry have been studied. A
group of companies, all with more than 50 employees, were selected for this
review. An inquiry form was sent to over 200 companies, of which 78 answered
with a good percentage 35%. The answers covered a wide range of food
manufacturing branches, e.9., bakery, dairy and meat industry. The answers were
still supplemented with interviews. Representatives from six most active
manufacturing branches (bakery, dairy, meat, feed, convenience food and sugar
industry) answering to this review were selected and interviewed. Two bakeries
were selected, because bakeries were most active in this survey. The inquiry form
was rather long, comprising nine pages. However, obviously the subject was
interesting enough, as a good number of answers was received. The inquiry form
contained questions conceming background information, production objectives,
expectations for R&D work and a broad variety of different aspects of
measurements for present and future needs. All the answers were handled
conftdentially and only a summary of these answers is presented here.
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3. Summary of the results

The answers covered almost all food manuf;acturing branches, bakeries being most
active in responding, see Figure 1 [3]. Larger groups (branches) will be handled in
more detail later. The group <Others), one of the largest, covers a large number of
replies from various smaller fields. ln general, only one or two answers were
received from a single branch. lt is not possible to make any general assumptions
based on only a one or two opinions.

Others
33%

Bakeries
29 o/o

Sugar industry
6%

Feed industry
8o/"

Dairies
9 o/o

Meat industry
I o/o

Figure 1: The distibution of answers into different food manufacturing branches

Food processing in Finland is typically small-scale manufacturing, which is also
reflected in the answers. The tumover was $pically less than 100 million FlM. Also
the number of people involved in R&D is rather low in these companies, typically 1

to 5 persons. The same number of employees is also typically working in the field of
process automation, measurement and analysis. lt is also remarkable that almost
2OTo of the companies in this review did not have any employees assigned to
process automation or measurement.

The most important objectives in food production are: uniform quality of raw
materials and ftnal products, hygiene and product safety, which almost every
company finds very important as regards their production, see Figure 213,41.
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Figure 2: Main objectives in food production in Finland

Measurements play a key role in quali$ assurance. Over one third of the Finnish
companies replying this review consider measurements very important to their
production. The rest of the companies find measurements at least significant.
Measurements are highly regarded especially in the dairy and sugar industry. Over
50% of the companies were working on projects to develop process measurements
and automation.

The most important features to be measured for raw materials, intermediate and
final products are: moisture, temperature, protein, pH, ash, fat, sensory properties,
pressure, foreign bodies, micro-organisms, reservoir level, mass and volume flow,
see ïable 2 [3].

Property moasured in proce$ies

Temperature
Sensory properties
Foreign bodies
Reservoir level
Time
Moisture
Mass flow
Pressure
pH

flow

,4" 8.".,. ,C4 D" , 84,.... . Fa Ge
ilo //o:,:": ,/o/o Mo PÂ,:. ,', /?/o,,.; P/o

83 77 100 100 71 100 1

62 62 75 71 57 67
59 54 75 71 14 67
58 31 75 29 71 671
56 62 63 86 14 100
53 58 25 57 57 50
50 23 63 14 71 671
50 23 88 57 86 67
49 38 100 71 43 50
41 15 75 29 86 83

" A = All; B = Bakeriesi C = Dairy Industry; D =Meat Industry; E = Feed Industry;
F = Convenience Food Industry; G = Sugar lndustry
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Properfit measurcd in laboratorv

Moisture
Micro-organisms
Sensory properties
pH
Protein

Fat
Carbohydrates
Pathogens
Golour

Aa,. :,84 , 
-G"l

flo lYo lTo
59 42 50
55 46 100
55 31 75
55 50b 63
46 27 75
45 35 38
42 15 75
40 23 38
35 15 75
35 12 13

D" ,8.,.:.,'.F ..,-,Gl
/To . ilo, /9/c. ,,, ffo
57 43 83
86 14 100
71 14 100
71 29 100 80
71 43 83 40
57 86 83 100
71 71 100 0
43 43 83 100
86 29 100 40
29 29 33 100

Table 2: Typicalproperfies measured in processes and laboratory

In improving the quality of products and the efficiency of production, the
development of new measurement techniques is regarded as the most important
factor. The most attractive techniques include cultivation, near infared, colour
measurement, colour machine vision, machine vision, electronic nose, microscopic
rapid methods and optical moisture measurement techniques, see Table 3 [3].

Table 3: Ten most interesting measurementtechnologies

The interviews confirmed that the questions in the rather complex and long inquiry
form had been understood, thus the results achieved in this review can be regarded
as reliable. Some aspects were more present in the interviews than in the answers
received. Most of the people interviewed were not satisfied with the level of

"A=All; B = Bakeries; C = Dairy Industryi D = Meat Industry, E = Feed Industry
F = Convenience Food Industry; G =Sugar Industry

Aù a Ba C" : ,Da Eo ,Fu G".
/o/" P/" flo P/a P/o P/o /To

19 23 25 57 14 67 20
lnfrared (NlR) 19 I 0 29 14 33

Measurement 18 I 13 29 0 67
Golour Machine Vision 18 12 13 43 0 83 40
Machine Vision 17 I 13 43 0 50
Electronic Nose 17 I 13 29 14 33

Rapid Methods 17 15 0 43 14 50
Moisture Measurement 13 I 13 14 14 17 40

Texture Measurement 12 12 0 14 14 50 0
FourierTransform lnfra-Red 10 4 0 0 14 17 80
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instrumentation for detecting foreign bodies. These instruments were considered
difficult to use and dedicated to only one type of foreign body, e.9., metal.
Furthermore, and the instruments were thought to be unreliable and rather
expensive. The onJine measurement of particle size was also considered a big
problem. There are several different laboratory-scale particle size measuring
instruments (also very expensive) available, but there is a distinct lack of equipment
for onJine particle size measurement and control. ln Finland food processing is
typically small-scale manufracturing where the product mix is wide and different
products change rapidly in the production lines. Therefore, the demand for
automation flexibility is high. Unfortunately, the availability of such systems is
limited, while most of the control systems are designed for higher volumes and
smaller mix.

Conclusion

This review project has made it possible to identiff a number of important factors in
food processing industry that are calling for further research and development. The
development of new on-line measurement equipment is considered to be of great
importance. For optimum quality assurance the manufiacturer requires cost-
effective methods for rapid assessment, preferably on-line, of chemical and
physical properties and microbial status of raw materials, process streams and end
products.

Finnish companies are very interested in co-operating with national research
institutes and universities to find some added value for their R&D-work.
Unfortunately, only larger Finnish export companies find intemational, especially
European, R&D co-operation interesting. The idea of participating in pan-European
R&D work is still very young in Finland, though the chance of joining common EU
programmes has been there for several years now. Some effort is still needed to
encourage the SME companies to join EU projects and to propose new ones.
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Determination of the residence time distribution in an
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Abstnct: In the present work, a fluorescent marker (tluorescein) was used for the
determination of the RTD in an experimental conditioner. For the RTD determination, 50 g
of marked pafticles were injected in the conditioner. A sample was collected at the outlet of
the conditioner each 10 seconds frcm 30 to 230 seconds after the injection. The fluorescent
pafticles were detected with a video imaging sysfem The results showed that it was
possrb/e to predict the percentage of mafued pafticles in the samples with a conelation
coefficient of 0.987 and the residence time distribution was explessed as the predicted
percentages of marked particles at the ouflet of the conditioner as a function of time after
injection.

Keynarcrds : Residence time, video imaging, fluorescence.

Résumé : Un marqueurfluorescent (fluoreséiïe) est utilisé pour déterminer la distribution
des temps de séjour (DTS) dans un conditionneur expérimental. Pour cela, 50 g de
particules marquées sont introduites dans le conditionneur. Un échantillon est prélevé à la
sortie du conditionneur toutes les 10 secondes de 30 à 230 s après I'injection. Les
particules fluorescentes sont détectées par un système d'analyse d'images. ll est possible
de prédire le pourcentage de particules marquées dans l'échantillon avec un coefftcient de
conélation de 0,987. La DTS est exprimée par le pourcentage de particules marquées à la
sortie du conditionneur en fonction du temps après injection.
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1. lntroduction

In the animal food industry, the destruction of pathogen agents, such as salmonella,
involves a hydrothermic treatment [1]. The most commonly used processes to
realize this treatment are realized on conditioners with a continuous flow rate.
These processes are efficient if the treatment is applied the same time for all the
particles. The efficiency is then depending on two parameters : time and
temperature. The time parameter is the most difficult to control due to the residence
time distribution (RTD) phenomenon.

A theoretical approach of the behavior of a conditioner uses the concept of a
perfect reactor with two kinds of flow : plug flow and continuous stined flow. The
total time spent by a particles in the conditioner conesponds to the residence time.
The plug flow is characterized by an unique residence time for all the molecules. In
a continuous stined flow, any residence time can be observed and the composition
is uniform in every point. The combination of these two kinds of flow allows the
description of more complex reactors [2]. ln a real reactor, the particles can stay on
the reactionalvolume during variable times depending on the hydrodynamic profile
and the geometry of the reactor. This phenomenon leads to a distribution of the
residence times [3]. In a process of destruction of pathogen agents, it is very
important to have a perfect control of the time parameter because particles having
the shortest residence time could quit the conditioner without being
decontaminated. The determination of the residence time distribution can be done
by applying an input signal with a tracer injected in the flow or by marking the
particles [ ]. The tracer may be radioactive, a dye or any molecule having the same
hydrodynamic properties than the particles. lt may not react during the
hydrothermic treatment and not modiff the particle flow. The choice of the tracer
depends on many parameters including the scale of the experiment (some tracers
are not allowed at an industrial scale but can be used for laboratories experiments),
its stability to steam, its extractability...

Different kinds of injections of the tracer can be used to determine the residence
time distribution. The two main methods are called step and pulse injection. In a
step injection (Step Heavyside function), at a time t=0, the tracer is continuously
feed into the reactor. In a pulse injection (Pulse Dirac function), a small amount of
tracer is instantaneously injected at a time trO. The concentration of the tracer in
the particle flow leaving the conditioner is analyzed as a function of time.

From the residence time distribution, it is possible to compute various parameters
such as the mean residence time and the variance of the distribution. The mean
residence time can be calculated according to the following formula :
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lE_ ltc(t)dt,:;__
IC(t)dt

with C(t) the concentration of tracer at a time t.

This parameter can be used to identiff a malfunction in the reactor, to predict the
model and the kind of flow in the reactor. The variance d which is indicative ofthe
spreading around the mean residence time is often used to characterize the RTD.
This parameter can be obtained according to :

, f t'c1t;at
O:-=*-

Ic(t)dt

In the present work, the use of a fluorescent marker was investigated for the
determination of the residence time distribution in an experimental conditioner. The
fluorescence coresponds to the emission of light by a molecule at a given
wavelength after excitation of this molecule by a specific radiation at a lower
wavelength [5]. ln the present study, the fluorescent particles injected in the
conditioner were detected by a video imaging system [6].

2. Material and methods

2.1 Feed description

The feed used for the determination of the residence time distribution was a maze
ground with a FORPLEX grinder through a grid of 3 mm. The feed obtained had a
mean diameter of 593 pm, a volumic mass of 617 g/l and a moisture rate of 13 %.

2.2 Tracer

The fluorescein tracer was prepared by embedding maize with a fluorescein
solution at a concentration of 5g/1. The maize used for the fluorescence tracer had
the same particle size distribution than the feed. Ten liters of solution were used to
mark 18 kg of maize. After one hour of mixing and 48 h of wetting, the tracer is
washed on a bûchner filter and dried on an incubator in order to obtain the original
moisture. The volumic mass of the tracer was 592 g/1. The fluorescein tends to
agglomerate the particles of maize leading to a mean diameter of the tracer of 771
pm. The moisture rate of the marked particles was 16.4 Yo.
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2.3 Conditioner descrtpfion

The conditioner used during this study was an experimental conditioner built in the
laboratory [7]. The shaft speed ranged from 1 to 3000 rpm. The intemal diameter of
the conditioner was 100 mm. The total volume of the reactor was 3756 cm3 and the
accessible volume was 2720 cm3. A steam injection could be realized inside the
conditioner for a hydrothermic treatment. A modification of the tracer inlet allowed
the injection of 50 g of tracer in less than one second.

For the RTD experiments, a pulse injection was used. The feeding rate was 40.4
kg/h. The shafr speed was set at 42 rmp. These settings allowed a spending time of
107 seconds. This spending time was calculated according to the volume filled by
the feed for a filling ratio of the conditioner estimated at 66 %. All of the experiments
were completed without steam injection.

2.4 Residence time distribution

It was necessary to calibrate the video imaging system before realizing the RTD
determination. For this purpose, a calibration set of samples was prepared by
adding the fluorescein tracer in the feed samples with a proportion of marked
particles ranging from 0 to 25 %. A calibration equation was calculated from these
samples, which was used for the RTD determination. For the RTD determination,
50 g of marked particles were injected in the conditioner. The fluorescent particles
were detected with the video imaging system and the RTD was expressed as the
percentage of marked particles at the outlet of the conditioner as a function of time
afrer injection.

A sample was collected at the outlet of the conditioner each 10 seconds from 30 to
230 seconds after the injection. The residence time distribution was normalized by
dividing each value by an equivalent concentration (7.188 marked particles/g). The
equivalent concentration was obtained by considering that the tracer is uniformly
spread in the reactional volume. The RTD was also conected by dividing each
value by the recovery rate.

2.5 Image acquisition system

The prototype used for the image acquisition was developed by Novales et al. [8].
The image acquisition system included a 200W mercury vapor lamp, a cooled-CCD
camera with the PMIS image processing software (Photometrics, USA), and two
filters in order to observed specifically the fluorescein fluorescence. ln the present
work, the fluorescein fluorescence was obtained by placing an excitation filter at
486 nm behind the lamp and an emission ftlter at 510 nm behind the camera. The
c€fmera, with a Nikon 55 mm photographic lens, was placed about 12 cm above the
sample cell. Each image conesponded to a rectangular surface of the sample
measuring 30 x 30 mm. The images were digitized with a resolution of 512 x 512

70



pixels. Intensity values were coded on 14 bits resolution (with 0 conesponding to
black and 16383 to white). Ten images were recorded for each sample.

2.6 lmageprocessing

Erosion, a basic operation of mathematical morphology [9], was used in order to
estimate the proportion of marked particles in the images. This method which is

usually applied to binary images can be easily implemented for gray level images

[10]. The operation is applied to the image through a structuring element of a given
size and shape. A very usual structuring element is a square of size 3x3 with a
reference pixel at the center of the square. The structuring element is successively
moved over allthe image. The erosion consists in searching the minimum value of
all the pixels covered by the structuring element. The minimum value is then
attributed to the reference pixel. For white objects on a black background (like
fluorescent particles in a non-fluorescent feed sample), when the structuring
element is not totally enclosed in an object, the minimum value is the background
value and the object size decreases. lt is possible to apply successively the erosion
untilallthe objects in the image have disappeared.

For each image, 100 erosions steps were performed. At each erosion step, the
volume of the image (sum of all the gray level) was measured in the resulting
image. The volume is characteristic of the decrease in the gray level values at each
erosion step. By gathering the remaining volume at each erosion step with the
volume of the original gray level image, 101 values were obtained. For each image
it was possible to obtained << erosion curves > that were considered for each image
as a continuous signaland treated by statistical analyses.

2.7 Statistical analysis of the erosion curues

The erosion curves were treated by Principal Component Analysis (PCA) [11].
From the original variables, PCA calculates synthetic variables called << principal
components > which are uncorelated and describe the main variations observed
among the samples. The percentage of the total variance of a principal component
indicates the amount of variation of the original data table it describes. SimilariÇ
maps can be drawn by plotting the scores of two principal components.

The proportion of fluorescein marked particles in the calibration set was predicted
by PrincipalComponent Regression (PCR). PCR is simply a multiple regression for
which the original variables have been replaced by their principal components [12].
The principal components were introduced in order of their predicting ability. A
calibration equation was obtiained that was used for predicting the percentages of
marked particles in the samples collected at the outlet of the conditioner. The RTD
was expressed as the percentrage of marked particles in the samples as a function
of time.
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All the image processing and mathematical sofrrivares were developed in C
language in the laboratory.

3, ReserEts aaad discÊtssion

An example of images obtained with the video imaging system is shown figure 1.
As the background constituted by the feed was absolutely not fluorescent, the
marked particles appeared white on a black background. Obviously, the number of
fluorescent particles was more important with the increase of the percentage of
nnarked particles. Even at very low concentration {0.2 % of marked particles) it was
possible to detect the fluorescent particles in the feed.

lmage of fed with 5 ?6 of fluoresænt partiales lmage of feed wih 25 lo of fluoresænt paÉiales

Figure 1: lmages of fluorescent particles in fæd samples

The erosion cilrves conesponding to the images in figure 1 are given figure 2. The
initial volume of the original image was more important when the number of
fluorescent particles increased. The curves exhibited a decrease at each erosion
step reaching the minimum value observed in the images. Frincipal Component
Analysis was applied to the erosion curyes conesponding to the images recorded
for the calibration set of samples.

72
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Ercsion step

Figure 2: Erosion cuves

Figure 3 shows the similarity map of the first two principal components that take
into account 99.69 and 0.26 % of the total variance, respectively. On this figure, the
number conesponds to the percentage of markers in the feed samples. Principal
component 1 classified the samples according to the percentage of fluorescein
marked particles. The samples with the lowest percentages of marked particles
were observed in the left part of the map while the highest percentages were
observed in the right part.
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The percentages of marked particles were predicted by Principal Component
Regression with the principal components as predicting variables and the
percentages of marked particles as predicted variables. Table I shows the results of
the PCR according to the number of images used for characterizing a sample
(number of erosion curves averaged) and the number of principal components
introduced in the prediction model.

For example, if a sample was characterized by only one image and if only one
principal component was used, a conelation coefficient o10.944 was obtained with
a standard error of prediction of 1.87. The conelation coefficient increased with the
number of principal components introduced in the model and with the number of
images used to calculate the average erosion curves. The model with 2
components and 10 images (each erosion curve was the result of the averaging of
10 images) was selected for the determination of the residence time distribution.
The two components selected in the model were the first two and the correlation
coefficient obtained was 0.987 with a standard error of prediction of 0.95. With 10
images, the third principal component introduced increased the conelation
coefficient. But this component was the nineth which taken into account less than
0.01 o/o of the total variance. A component with a low eigen value can introduce
noise in the prediction modeland should not be retained.

Number of
components

I image 2 images 3 images 5 images 10 images

1

2

3

4

0.94
1.872

0.956
1.678

0.963
f .ilg

4.972
1.358

0.976
1.286

0.948
1.808

0.962
1.580

0.968
1.438

0.981
1.119

0.987
0.955

0.952
1.755

0.966
1.478

o.972
1.375

0.984
't.054

0.992
0.785

0.953
1.724

0.968
1.M5

o.972
1.364

0.986
0.993

0.993
0.748

Table 1: Resa/fs of the pincipal component regression

The first number conesponds to the conelation coefficient and the second to the
standard enor of prediction.

The percentages of marked particles in the samples collected at the outlet of the
conditioner were predicted from the equation obtained on the calibration set. The
predicted percentages expressed as a function of time gives the RTD shown figure
4. The mean residence time calculated from the distribution was 98.4 seconds with
a variance of M2. The recovery rate was 149 o/o.
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The recovery rate RR is calculated according to the following formula :

RR=
100*Tc * Mp

Ti*Me

with Tc Mass of tracer observed at the outlet,
Mp Mass of product treated during the RTD determination,
Ti Tracer introduced,
Me Mass of samples collected during the RTD determination.

The recovery rate indicates the percentage of tracer introduced in the reactor that
have been observed at the outlet during the RTD determination. lt is useful to be
sure that all of the tracer has left the reactor at the end of the RTD determination.
The recovery rate higher than 100 o/o câtr be explained by the fact that the erosions
were applied on the surface of the images whereas the percentages of marked
particles in the feed were calculated in weight. Moreover, when a particle is very
fluorescent, this particle can < illuminate > the particles in its neighboring leading to
an overestimation of the number of fluorescent particles. The mean residence time
calculated from the experimental RTD was lower than the time expected
(107seconds). However, the calculated mean residence time was the same with
other methods such as Red Cogilor staining. As the feeding rate was kept constant
during the 2 experiments, this may indicate that the accessible volume in the
reactor was lower than expected.

- Fluorescein
- -Tank-in-ssries model J=15

Time (n seconds)

Figure 4: Residence time distibution

It is possible to modelize the reactor from the residence time distribution. Different
kinds of models can be used depending on whether the flow is close to plug or
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mixed flow. The two main models are the dispersion model and the tanks-in-series
model. The dispersion model uses a plug reactor with an axial dispersion
characterized by a dispersion coefficient. The tanks-in-series model considers that
the conditioner is equivalent to J perfectly stined tanks in series and the RTD with
respect to this model is given by :

E(t) :
(r - 1)!

(- lt)
exp| 

-l^\ t /

where J is the number of equal tanks-in-series. The main interest of this model is
that it is possible to express the RTD by only one parameter which is the number of
tanks. The number J of tanks in the model can be obtained by the following
formula, 

-J:+o'

A J value of 1 conesponds to a perfectly stined reactor. When J tends to the
infinite, the RTD is near to a symmetric gaussian and the reactor can be
assimilated to a plug flow reactor with no axial dispersion.

In the present work, the tanks-in-series modelwas used to model the experimental
residence time distribution. A J value of 15 was obtained from the mean residence
time and the variance of the distribution. The application of the tanks-in-series
model showed a very good fit between the experimental curve and the calculated
curve with a J value of 15 (figure 2 : dotted line).

Gonclusion

In the present work, a fluorescent marker was used for the determination of the
residence time distribution in an experimental conditioner. This method was found
to be relevant for the RTD determination and gave similar results with reference
methods such as Red Cogilor coloration. Even if the use of fluorescein is not
allowed at an industrial scale, the very high sensibility of this fluorescent tracer
makes it possible to detect fluorescent particles even at very low concentration. lt is
often very important to be able to detect the beginning of the RTD, especially in the
case of the destruction of pathogen agents, to ensure that all the particles have
been treated during a sufficiently long time. For laboratories experiments, such
marker seems to be very interesting for the RTD determination.
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Pot plant quality prediction based on image analysis of
half grown plants

Prédiction de la qualite des plantes en pofs à partir de l'analyse
d'images de plantes en cours de croissance

B.S. Bennedsen

Agricultural Engineering
Royal Veterinary and Agricultural University
Agrovej 10- DK 2630 Taastrup, Denmark
e-mail: bsb@.kvl.dk

Abstract: This paper reports work on establishing fhe ôasis for an automatic
sorting sysfem for halfgrown pot plants. pof roses and Hibiscus are used as
examples. The system uses a computer vision sysfem to inspect halfgrown pot
plants and extract selected features. lnformation on feature values are used as
input to a decision sysfem for classifying the plants according to the future
development of the plants. A fully implemented system will give a producer the
possibility to sort and group plants according to their specific needs and speed of
grov,tth, and thus to optimize the production. Encouraging results were obtained
with pot roses, while more work are needed to establish useful results with
Hibiscus.

Keytords: Automatic sorting, image processing, pot plant, plant quality, pot rose, hiôiscus.

Résumé : Cet article rapporte les travaux sur l'établissement d'une base pour trier de
manière automatique des plantes en pots à demi-poussées. Les pots de rose et d'hibiscus
sont utilisés comme exemples. L'appareil utilise un système de vision pour inspecter les
plantes semi-poussées et pour sélectionner les paramètres d'intérêt. L'information sur les
paramètres d'intérêt est utilisée comme entrée d'un système de décision pour classer les
plantes en fonction de leur développement attendu. Un système complètement développé
permettra aux producteurs de trier et de regrouper les plantes en fonction de leur besoin
spécifique, de leur vitesse de croissance et ainsi d'optimiser la production. Des résultats
encourageants ont été obtenus avec des roses en pot mais du travail supplémentaire est
nécessaire pour établir des résultats utilisables avec I'hibiscus.
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1. lntroduction

Modern greenhouse production of pot plants is highly automated, and in many
respects, the production principles are close to that of industry. However, there is
one aspect of the production which differs from industry, namely the fact, that even
though the products are highly uniform, no two pot plants are exactly alike, and
evaluation of quality is, to a high degree, subjective. This means, that human expert
are needed to sort the pot plants according to quality.

ln 1994, an EU-AIR project was established with the purpose of developing
methods for automating this part of pot plant production. The work focussed on two
aspects: Labour saving and increased objectivity by developments of automatic
sorting of the final product; the marketable plants, and increased productivity by
sorting pot plants at the halfgrown stage. Preliminary results are reported by Moth-
Poulsen et. al. [3], and Bennedsen et. al. [4].

2. Materials and experimental setup

2.1 Plant material

The plant species, chosen for this project were pot roses (Rosa hybrida) and
Hibiscus (Hibiscus rosa-srnensLs). Previous researches, among others Dijkstra
(1994) [1], have show, that it is possible to construct digital image processing
systems which will extract features from images of plants, and classiff the plants
according to quality, based on the value of a combination of those features. This
requires previous knowledge about, which features determine the quality, and how.
The challenge of this project was, that these plants are not cunently sorted at the
half-grown stage, and producers and other experts deny knowledge of features,
which are important to the development, and of course of the possible value of such
features. The choice of plant species was made in order to try to extend the
capabilities of automatic plant sorting systems beyond the point of repeating the
skills of trained graders.

Pot roses and Hibiscuses are produced from cuttings. The normal way is to plant
four cuttings in each pot for roses and three for Hibiscus. After rooting, the plants
are allowed to develop for some time, before they are pruned. pot roses are pruned
two times, normally by using a sort of hedge cutter. Hibiscuses are pruned only
once during their development, and this is done manually, in order to influence the
shape of the plant. Pruning induces the formation of side shoots. Approximately one
week after the last pruning the plants are rearranged for larger spacing, and this
would also be the time for sorting.
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The plants used in these experiments were all supplied by Research Centre
Aarslev. The plants were part of a growth experiment, during which the plants were
exposed to two different levels of artificial light, combined with two different plant
spacings. Plants which are the result of such a growth experiment tend to form a
less homogeneous group than plants produced under commercial conditions.
However, these plants were produced during the summer season, which generally
gives a better quality of the pot plants, due to more light and higher temperature.
The treatments of the plants from half-grown to a marketable stage were included
as parameters.

After the photographic session at the half-grown stage, the plants developed into
full grown plants. At this stage, they were evaluated by expert, according to their
marketable qualig. The number of plants used in the experiments reported here is
235 pot roses, and 166 Hibiscus. The initial number of Hibiscuses were 298. Of
these only 198 were also photographed from the side. This number was further
reduced, as some of the plants were removed for shelf life testing at Research
Centre Aarslev. Hence, the final number of plants, for which all data were available
was 166.

2.2 lmage acquisition

Figure 1: lmage acquisition scenes

lmages were taken in RGB (16,6 mill colours) using a Matrox Comet frame grabber,
combined with a SONY DXC-930P 3-CCD camera. lmage acquisition was done,
using a special designed box, fig. 1. This contained object lighting, which consisted
of two Osram Dulux L, 24W,317 mm, light sources, with a colour temperature of
5400 K, which is very close to daylight (5600 K). lmages could be taken both from
top view and from side view, as shown in fig. 1. A small turntable was mounted in

the bottom of the box. This would ensure, that all the plants were positioned at
exactly the same place, both for top and side view, while allowing plants to be
photographed from 3 sides by rotating it through 120 degrees. lmages were taken
against a uniform, blue background.

Irnrge processiug

tM
,4
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3. Feature extraction and data processing

3.1 Segmentation

The images were segmented, using an unsupervised segmentation routine, the k-
mean segmentation (Keller 1989) [2]. The routine uses the RGB values, and
segments the image into clusters of pixels, where the distance in colour between
the centre of each cluster is maximum.

lmages of pot roses were segmented into three classes: background, old leaves
and younger leaves (ng 2). For Hibiscus the images were only segmented into
background and object (plant). The younger leaves are not as easy to distinguish
from the older leaves as for Roses. Further, the leaves of the Hibiscus are more
glossy and sometimes light reflections influence the segmentation routine.

Figure 2 Left: Gray shade image of half-
grown pot rose

3.2 Features

Figure 2 Right: K-mean segmentation of the
same image,using RGB colour band

As mentioned earlier, there were no prior knowledge about which features one
should measure on the half-grown stage, in order to predict the final quality of the
plant.

At the marketable stage, the plant should be circular or quadratic. Hence, it seemed
natural to base the evaluation, and hence the features, on the possibilig for an
equal, radial development in all directions. As there are four cuttings in each pot, it
was decided to reduce this to checking for equal development in four directions,
represented by four segments as shown on flgure 3.
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Figure 3: Schematic drawing of half-grow pot rose image, segmented into old
and younger leaves, and divided into four segments for feature extraction

For pot roses, the features extracted ftom a combination of the four segments and
the total area were:

- total leaf area,
- Euclidian centres of gravity deviation of the total leaf area fom pot centres,
- compactness of the total leave area,

- young leaf area,
- Euclidian centres of gravi$ deviation of the young leaf area from pot centres,
- compactness of the young leaf area,

- standard deviation of the four squares total leaf area ,

- standard deviation of the four squares young leaf area.

For Hibiscus rosa-sinensis no distinction was made between younger and older
leaves, on the other hand, additional information could be extracted from the side
view images. This resulted in the following features:

Top view:

- leaf area.
- Euclidian centre of gravity deviation of the leaf area from the pot centre,
- compactness of the top view leaf area,
- standard deviation of the four squares leaf area, normalized with area.

Side view:

- leaf areas, one for each view angle,
- Euclidian centre of gravity deviation of the leaf area from the pot centre. One

value for each view angle.
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3,3 Decision system

The decision system is based on neural networks, and forms the core of the sorting
equipment. lt uses features from halfgrown plants as input parameters, and it is
trained and tested using the expert evaluation of the quality of the plants at the full
grown stage.

Marketable roses are graded into three classes by the experts: 1. quality, 2. quality
and a non saleable product, referred to as category 3. Each plant was graded by
three experts; one graded all the plants, the other experts graded each about half
the batch of plants. Combining the verdicts of the experts caused some problems.
ln only 72 (30.60/o) out of 235 cases, all three graders agreed upon the quali$. ln 8
(3.4To) cases they totally disagreed. ln the following decision system these plants
were excluded from the data set.

The qualities of marketable Hibiscuses does have some more concrete parameters
than the pot roses. Graders estimate the plant quali$ on the basis of branches,
where only branches with three or more flower buds are considered as relevant.
Branches, which are 60-80% the heights of the longest branches are regarded as
half branches. Smaller branches are not counted. The total number of branches
then describes the quality of the plant. Due to this more quantitative approach to
quality evaluation, only one expert evaluation the of the Hibiscus plant quality was
used. The result of the evaluation was presented as marks for quality, Top view
marks ranged from 1 to 4,1 being best. Side view marks from 1 to 5. Total quality
was also presented on a scale from 1 to 5, corresponding to 5 quality classes.

The actual data processing was done using the SAS statistic programme package.
For pot roses, linear and quadratic discriminant analyses were used. As these
experiments did not show any significant difference between linear and quadratic
discrimination, only the linear discrimination was used for Hibiscus.

4. Results

Since the plants were part of a growth experiment, they were exposed to different
growth conditions, regarding light and distance. These treatments were included as
features. The idea is, that given an equal growth conditions, the end quality should
be predictable using the decision system. Including the growth parameters as linear
input to the model normalizes the experiment.
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4.1 Potroses

For pot roses, the first approach to establishing a conelation between measured
features and end quality was done using the 3 quality classes employed in the final
evaluation. As shown in table 1, the result was not convincing.

Table 1: Pof roses, linear discrimination, all three quality c/asses

lmproved results can however be obtrained by adding two of the classes. Joining
class 1 and 2 against class 3 gives a result of 75 o/o and 69% for the test set, while
69% and 72To,is obtained when joining class 2 and 3 against class 1. Tables 2 and
3.

set est set
class \ classified as 1+2 3 1+2 3

1+2 74 26 75 25

3 18 82 31 69

Table 2: Pot roseg linear discrimination, quality c/ass 7 and 2 against 3

Table 3: Pof roseg linear discrimination, quality c/ass 7 against 2 and 3

Joining classes at the half-grown stage does make sense: By sorting into class 1+2
and 3, the producer can discard class 3 plants at this stage, thus saving resources.
Altematively, using class 1 and 2+3 offers the possibility to subject class 2 and 3
plants with adjusted growing conditions, and possible increase the end quality.

set est set
class \ classified as 1 2 3 I 2 3

1 65 19 16 0 0 100

2 32 40 28 66 24 10

3 12 18 71 I 23 69

1

2.3
71

u
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4.2 Hibiscus

As a first approach, top and side view data were classifled against marketable
stage marks for top view and side view respectively. As expected, this did not
provide usefulresults.

Then all the features were combined in an attempt to classiff the plants according
to their overall quality. Using all five classes yields the results listed in table 4 lists
the result

Test set

Table 4: Hibiscus, linear discrimination, all features used. 5 quality c/asses.
Training and test sef consrsfed of 117 and 49 plants respectively

As with the pot roses, and as expected, the result is not acceptable. Consequently,
it was attempted to merge the classes. The result of joining classes 1+2 and 3+4+5
is listed in table 5.

Table 5: Hibiscus, linear discimination, all features used. 2 quality c/asses,
1+2 and 3+4+5

Training and fesf sef consr.sfed of 117 and 49 plants respectively.

Trying to merge classes 1+2+3 and 4+5 yield basically the same results. The major
problem is, that there is less than 3 plants in some of the classes, and even no
plants in class 2.

class \
classified as

1 2 3 4 5 1 2 3 4 5

1 100 0 0 0 0 0 0 0 0 100

2 0 100 0 0 0 0 0 0 0 100

3 4 0 4 26 26 25 0 33 I 25

4 5 0 19 48 27 15 10 10 40 38

5 3 0 13 30 53 6 0 12 43 33
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Conclusion and future work

Based on the results of the rose experiment, it can be concluded, that a correlation
between objectively measured features of pot plant at half-grown stages and the
end quality at marketable stages does exist. The classes in this experiment had to
be gathered into only two classes, where recognitions of around 70o/o arc reached.
For Hibiscus, the correlation is not so pronounced. The main reason for this is the
low number of available plants, the higher number of classes, and, probably, the
fact, that the relation between young leaves and older is not considered for
Hibiscus.

The results obtained on pot roses seemed so encouraging, that it was decided to
test the system under commercial scale. During the winter of 1997/98, images of a
batch of 1000 half grown pot plants were acquired from a commercial producer.
The idea was, that the plants should be retumed to normal production, after which
the final quality would be recorded by the time the plants were sold. The large scale
of production would ensure, that all the plants were subjected to a uniform
treatment. Further, the producer would evaluate the quality of the final product
according to his needs, and hence only one evaluation would be given, and it would
be consistent with the target output of the decision system. Unfortunately, the
results were lost by the producer, and since the production from half grown to
marketable plant takes some time, it was not possible to repeat the experiment in

time for the results to be included in this paper.
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Quality criteria used by human experts for pot plant
Begonia assessment

Citères de qualité utilisés par des experts humains pour le tri des
bégonias en pot
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34033 Montpellier Cedex 1 France.
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This research is done in an international EC funded co-operation with Danish,
French and Dutch partners (contract AlRlCT9+1072f .

Abstract: The aim of this work is fhe assessment of Begonias pot plants quality using
aftifrcial vision and image processing calibrated on human appreciation from an
intemational experts panel. Another aim is to build an expeft sysfem (neural network) that
simulates the behaviour of these expefts and able to sort plants using digital images.
Expefts gave 1 mark per pot plant. Experiments were canied on 434 Begonia pot plants
from which one top image was grabbed. These images were processed by our Dutch and
Danish colleagues, in order to extract features. Using sfafistical analysis, relevant
parameters were selected and were used as data inputs for a neural netwotk. The neural
network was calibrated using 217 plants. Iesfs urere done using the 217 remaining plants.
Resu/fs show that quality criteria mainly used by expefts are rather rough and deal more
with size parameters than with quality criteria. Neural network sysfems simulate the expefts
behaviourwith a conect accuracy.

Keytords: Begonia, quality, citeia, human experts, neuralnetwork.

Résumé : Le but de ce travail est d'apprécier la qualité des bégonias en pot en utilisant la
vision artificielle étalonnée à partir d'une appréciation humaine issue d'un panel d'experts
intemationaux. Notre objectif est de construire un système expert à base de réseaux de
neurones qui simule le comportement de ces experts et qui est capable de trier des plantes
en utilisant des images numériques. Les experts donnent une note par plante en pot. Les
expériences sont menées sur 434 pots de bégonias à partir desquels une image est prise
par le haut. Ces images sont analysées par les collègues danois et hollandais de manière à
extraire les paramètres. Par analyse statistique, les paramètres pertinents sont
sélectionnés et utilisés comme des entrées d'un réseau de neurones. Le réseau de
neurones est calibré en utilisant 217 plantes. Des tests sont effectués en utilisant les
2lTplantes restantes. Des résultats montrent que les critères de qualité principalement
utilisés par les experts sont relativement rustiques et correspondent à plus de 16
paramètres. Les réseaux de neurones simulent le comportement de I'expert avec une
bonne fiabilité.
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L Goals

The aim of this decision system is to reconstitute expert opinion conceming
Begonia pot plant quality using artificial vision, image analysis and data processing.
This decision system should be able to grade pot plant of Begonias with an
accordance very near to the expert's one.

By <decision system> we mean mainly a soflirvare that uses artificial intelligence
(neural networks) or statistical analysis to do the above purpose.

But, this decision system should include the hardware (TV camera, image grabber,
illumination system, computers, ...) and the software needed to process the data
(image analysis and statistical softrare) whose influence on the response of the
decision system itself is slight but not quantifiable.

2. The decision system

We may consider that the decision system we used is made of 2 parts:

- a statistical analysis of data in order to reduce their number
- a neural network processing and/or a discriminant analysis that simulate the

behaviour of experts for Begonia grading.

2.1. Statistical analysis: principal component analysis (PCA)

PCA is a basic method for data analysis and constructs linear combinations of the
original datia set with maximum variance. lt can be used to reduce the number of
variables represented by the physical measurements, to a smaller number of
components regarded as useful, with a loss of information as lower as practicable.
For instance, a set of 22Q samples defined with 28 criteria, is reduced to a7 criteria
definition and with 90% of the initialvariance.

2.2. Neural network

2.2.1. The neural network

The network type in use was a leaming network based on error back propagation.
A neural network is organised into multilayer interconnected neurones. Typically,
there are 2 layers connected with the outside: the input layer where data are input,
and the output layer which is the network response. Intermediate layers are called
hidden layers.
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The learning stage consists in modiffing connection strengths due to input and
output stimulus. lf output data are given by experts, the learning is supervised, and
stimulus are recorded in a learning ftle.

The test stage allows the network behaviour observation after the learning stage.
Input stimulus are only shown to the network, and network responses are
compared to expert marks. Stimulus are then recorded in a test file.

2.2.2. lmplementation

We used the NeuralWorks (NeuralWare, Inc.) software. This network could use up
to 10 000 neurones.

Network inputs were principal components of the above PCA from where we kept
90% of inertia, and the output was the average expert marks of each pot. The
neural network was set up as follows:

neurones number per layer
- neurones number of the input layer = principal components number
- neurones number of the hidden layer = neurones number of the output layer =

3 or 4 according to the simulated expert.

- learning rule: back propagation of enor
- transfer function: sigmoid function:

T=11(1 +e{t,st1

with l: input value and g: gain ( in this application g was fixed and g = 3).

In addition, the <default schedule> dialogue box was selected and activated in
order to set up automatically the <leaming coefficients>.

3 Application and results

3.1. Application

The Begonia experiment took place in Alsmeer and in Arsleev during June 1997.

For each plant, we got 1 mark from each one of the 10 experts.

For each plant and for each top view, we also got features extracted using vision.
lmages were processed by our Dutch and Danish colleagues. These data were
translated into a reduce centred pattern. During notation, experts looked to the
plants from a top view.
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For the neural network, leaming phases was achieved on 217 plants and test
phases on the 217 remaining plants. Therefore, we used the cross validation
method on the same experiment.

For various reasons (time, experts results very closed, and global results more or
less significant), we processed he results concerning only 3 experts of the 10, i.e.
one expert per country.

&2, Stafistical and neuronal analysis resulfs

3.2.1. Data overuiew

Before giving statistical results, it would be interesting to have a look on the
available data.

Table 1 summarises the variables that have been used for the computations.
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Number Name
0 Plant heiqht. cm
1 Number of flowers
2 Object area, mm2
3 Flower area. mm2
4 Object perimeter, mm
5 Obiect convex perimeter, mm
6 lower convex perimeter, mm
7 Object convex area, mm2
I Flower convex area. mm2
9 Max. width obiect, mm
10 Perp. width obiect. mm
11 Anqle
12 Max. width flower, mm
13 Perp. width flower, mm
'14 object-pot Ofbet, mm
15 flower-pot Offset, mm
16 obiect-fl ower Offiset. mm
17 obiect Fillinq qrade
18 convex hull Fillinq qrade

19 obiect Eq diameter
20 obiect X disoersion
21 obiect Y dispersion
22 total obiect x"v dispersion
23 flower Eq diameter
24 flower X disoersion
25 flower Y dispersion
26 flower total x*v dispersion
27 Object compactness
28 flower Comoactness
32 Expert mark
33 Plant number

Table 1: Variables list

In this table, variables 0 and t have been calculated manually and variables 2 to 16
have been calculated by the image analysis system. Variables 17 to 28 have been
re-calculated by CEMAGREF and added to the list already provided by the co-
ordinator.

Another interesting set of data is the expert's marks distribution, i.e. the frequency
of grading per mark and per expert. This is shown in table 2.
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Recoded classes 1 2 3 4 5
Classes A B c D E

F1 60 126 138 100 8
F2 72 127 139 74 20

F3 91 123 't31 u 33
NL1" 41 103 97 82 109

NL2 123 1il 150 5 z
NL3 223 190 16 0 3

DK,Î3 198 120 75 39 0

Dt<2 46 320 55 0

DK3 28 174 208 22 0

DK4 161 122 95 54 0

Table 2: Expert's mark distribution

In this table, for instance, the F1 expert gave mark A: sixty times, mark B: 126
times, etc. We notice that Danish experts do not gave mark D, and almost as well
as the NL2 and NL3 experts.

A last an interesting general and useful information is the correlation between
variables. This is shown in table 3.

Table 3: Conelation between vaiables (level> 80o/ù

' F1 = French expert N'1,
2 NL1 = Dutch expert N'1,
3 DK1 = Danish expert Nol, etc...
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In this table are noticed conelations whose level is upper than 80%. This table will
be very efficient to sort variables and to keep only those that are strongly correlated
between themselves.

3.2.2 PCA analysis

Computation shows, in table 4, that 15 components explain the variance of the 28
variables and that 7 are needed to get 90% of inertia.

Table 4

Eigen vectors examination allows to select active variables, i.e. those the absolute
coefficient value of which is upper than 0.2. Therefore, the selected variables for
the ftrst principal component are'. 2,4, 5, 6, 7, 8, 9, 10, 12, 13, 18, 19, 23. ïhis is
summarised in table 5.

I 2 2 4 F 8 11 12 là 14 15

Value '10.75 5.86 2.86 1.94 1.66 1.33 0.99 0.90 0.83 0.57 0.53 0.26 o.21 o.14 0.05
lnertia 0.37 o.20 0.10 o.o7 0.06 0.05 0.03 0.03 0.03 0.02 0.02 0.01 0.01 0.00 0.00
Cumulated
inertia

0.37 0.57 0.67 o.74 0.80 0.84 0.88 0.91 0.93 0.95 0.97 0.98 0.99 0.99 1.00
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z 3 4 c 6 7
0 0.0867 -0.1il4 0.129€ 0.025 0.0788 -0.092 4.173/.
1 0.'t702 -0.1655 -0.05E€ o.1529 -0.396 0.003 0.0468
2 0.263€ 0.1679 -o.1527 0.0849 -0.0087 -0.0095 0.0034
3 0.1829 -o.2ua -0.028€ 0.1633 -0.3606 0.0153 -0.0808
4 0.2513 0.1763 0.1099 -0.03 -0.0'137 -0.0819 o.0505
5 0.2644 0.188€ -0.0532 0.0796 -0.0389 -o.0522 -0.0028

6 o.2768 -o.1447 0.0008 -o.1218 0.0302 0.0165 0.01 '13

7 0.268t o.1767 -0.0793 0.0762 -0.011 -0.0298 -0.0046
I 0.2752 -0.14/,3 -0.0231 -0.0732 -0.0034 0.0203 0.0002
9 o.2453 0.1875 -0.0091 0.0461 -0.1371 -0.1969 0.0199
10 0.24r',e 0.1597 0.031 0.2261 0.0608 0.2613 0.0198
11 0.0038 -0.0165 0.0329 -0.0974 -o.1797 0.0291 0.9149
12 0.2658 {.10s8 0.0295 -0.1601 o.uE7 {.011 0.0152
13 0.2401 4.1827 4.0275 -0.0692 0.0186 o.o775 -0.01
14 0.0032 0.0789 o.o24e -0.4079 -0.3407 0.3205 -o.251
15 -0.0511 o.2u {.0197 -0.3868 -0.3't23 0.3121 -0.0834
16 -0.0699 0.2828 -0.0354 4.2277 -0.1597 0.1787 0.0835
17 -0.0375 4.0492 -0.5014 0.0s96 0.0't I o.1475 0.0503
18 -0.1686 -0.062€ 4.0123 0.u22 -0.4489 -0.01 11 -0.1302

19 o.2617 0.1738 -0.1534 0.0825 -0.0134 -o.oo72 0.0023
20 o.0207 -0.0418 -0.3357 0.0748 0.2913 0.4587 -0.0405
21 -o.o409 {.018S {.3365 -o.3122 -o.144 -0.5659 -0.0454
22 -0.0227 4.4417 -0.4999 -o.2238 0.0616 4.1953 -0.0665
23 o.2671 ola21 -0.0797 0.0738 -0.0161 4.O278 -0.0059
24 {.149 0.2693 -0.0899 0.2426 -0.0905 -0.0291 -0.0353
25 -0.1345 0.3159 4.0272 o.1262 -0.0459 -0.0967 {.0045
26 {.1483 0.3169 -0.0608 0.1962 -o.0748 -o.oT73 -o.0247
27 -0.1082 -0.091€ -0.3EE7 u.1c5;r 0.0145 o.1457 0.109
28 -0.0255 -0.3534 -0.0839 0.1583 -0.2824 0.0693 4.U27

Table 5: Coefficient values of the 7 first eigen vectors

The above conelation matrix allows to eliminate some of these variables. For
instance, variable N'2 (object area) has high conelation coefficients with variables
N'4 (0.82), 5 (0.98), 7 (0.99), I (0.93), 10 (0.89), 19(1.00), 23 (0.99), and
consequently we could keep only one variable of this set. Variable N'6 is strongly
conelated with variables N"8 (0.98), 12 (0.96) et 13 (0.87).

Thus, we could keep for this axis, variables N"2, 6 and 18.

The angle square cosine between variable and factor allows to veriff the choice
efficiency of variables. These values are respectively 0.77, 0.84 et 0.36 for
variables No2, 6 et 18 (i.e. 29",24" and 53' of angle). For factor N'2, variable N'26
is conelated with variables N"24 and 25. An examination on the square cosine
allows to eliminate variable N'24 (cos" = 0.4), and rather to keep variable N'25
(cos2 = 0.6).
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Variables Axis Cos2

0 o 0.05
z 1 0.75
3 2 o.32

1 0.86
11 7 0.90
14 4 o.4
16 2 0.46
17 3 o.7
18 o.4
20 3 0.3
21 ? 0.3
22 ? 0.3
26 2 0.6
27 ? 0.4
28 0.1

Accordingly, we get the following table:

Table 6

3. 2. 3 Stepwise discim i n ant an alysi s

Variables explaining the inertia are not compulsory discriminant. For this reason, a
stepwise discriminant analysis has been done using a 68 examples ftle (20 of grade
A,20 of grade 8,20 of grade C and I of grade D). We used 2 methods:

- Using the Wilks À method we got the following table :

Variable n' Det (lntra) / Det (lnter)

2 o.29143
15 0.20516
0 0.15297
19 0.12124
26 0.09934
25 0.07882
12 0.06350
9 0.05718

21 0.05218
10 0.04531
23 0.04078
r| 0.03739
1E 0.03/.29
3 0.03029
20 o.02726
7 0.02506

11 0.02285
27 0.02135
4 0.01963

24 0.01788

Table 7
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- Using a Student Fisher test on the averages, variables No2 , 0, and 15 are
selected by the test. Thus, the variable N'16 has been replaced by the variable
N'15 in the further calculation.

3.3 Results per expert (statistical and neuronal analysis)

Per expert, a leaming and a testing files have been established. Each file is made
of with the same number of examples.

3.3.1 Danish expeft N"4 (DK4)

- Using the stepwise discriminant analysis we obtained the following results,
(classifi cation enors):

Table I
Results are not significant, and could be explained by the low rate of linear
relationship between inputs and outputs.

- Using the neural network we got the following test results, using variables N"0, 2,
6,14,15, and 18:

Predicted
Real Grade 1 Grade2 Grade 3 Grade 4 Total

Grade 1 72 5 4 0 81

Srade 2 26 12 17 6 61

Srade 3 11 6 28 3 48
Srade 4 0 1 20 6 27

Table 9

The above results are not very significant. The network architecture is not involved:
indeed, tests conducted using various neurone numbers in the hidden layer (from 4
to 20!) do not change the performance significantly. Nevertheless, the best results
were got with 6 input neurones (variables NoO, 2, 6, 14, 15, and 18), 4 hidden
neurones and 4 output neurones The performance of this configuration is 56% of
sucæss (Table 9).

100

Leaming Test
Number of examples EO 61 47 27 Total 81 61 48 27 Total
Grade 1 2 3 4 1 2 3 4
Variables in use
2 26 43 27 o 102 23 47 u 13 119
2,O 32 v 22 7 95 zo 42 28 15 113
2,16 23 39 30 6 98 25 45 36 12 120
2. 0. 16 27 31 22 7 a7 26 42 2A 15 13
2. O. 16, 17 31 30 21. 9 91 29 43 26 16 116
Atl 28 38 20 7 93 30 41 30 19 122



3.3.2 Dutch expeft N"2 (NL2)

In this case, we used a neural network set with 3 hidden neurones, 3 output
neurones and 7 input neurones (variables N"0, 2, 6,12, 13,15, and 16). We got the
following test results:

Predicted
Real Grade 1 Grade 2 Grade 3

Srâde 1 48 10 4
Grade2 17 51 I
Grade 3 Â 9 60

Table 10

The above table shows 74o/o of success (conect classification).

3.3.3 French expeft N"1 (F1)

The selected variables using the discriminant analysis are NoO, 2, 16 and 28.
Leaming and testing samples are: 30 examples for grade 1, 63 for grade 2,69 for
grade 3 and 50 for grade 4. Grade 5 has not been take into account. Thus, the
network has the following configuration: 4 input neurones, 4 hidden neurones and 4
output neurones.

The test results are summarised below:

Grade 1 Grade 2 Grade 3 Grade 4
Grade 1 24 1 0 30
Grade 2 4 49 o 1 63
Grade 3 2 33 14 20 69
Grade 4 0 10 12 28 50

Table 11

The performance of the model is 45o/o of corect classification. A test with the 28
variables has given a 47o/o of conect grading.

3.4 Sensitivity of the neural network

Another mean to test the efficiency of the neural network model, is to make a 5%
variation on the input and to examine the response on the output using the
<<Explain> and <<lnput contribution> network commands.
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Variable 0 2 6 12 13 15 16

Srade 1 -27.1 u.4 1.1 -0.8 5.5 -23.1 -25.0
3rade 2 41.1 47.1 -29.3 -18.9 -12.4 5.'l 32.1
Grade 3 55.1 -1 U5. / 24.7 16.4 6.2 14.7 €.8
l'otal (Absolute values) 123.3 237.2 55.1 36.1 24.1 42.9 63.9

Table 12: Modelresponse to a 5% Input contibution (DK4 expert)

The above table shows again that variables N'0 and 2 are very sensitive to a slight
variation and therefore are the key variable of the model. Variables N'6 and 16 are
also sensitive.

Gonclusion

One of the objectives of this work, among the others, was to detect the main
features used spontaneously by experts in order to take their decision. This aspect
was not considered in our first report. lt was also an objective of the contract. A
tentative conclusion of this quality criteria extraction is given below:

The above table summarises the variables correlated most often with expert
judgement and to the decision system:

- variables 0 and 2 are selected in every case,
- variables 6 and 15 are selected twice,
- the rest of variables are used once.

We may then conclude that the quality criteria used by experts are as follows in the
decreasing order:

A) 0 and 2, i.e. plant height and object area,
B) 6 and 15, i.e., flower convex perimeter and flower-pot ofbet,
C) the rest are: number of flowers and convex hull filling grade, object convex
perimeter, object convex area, perp width flower and object-pot ofbet.

A) are rough criteria which are associated with the global size of the pot plant. lt
would seen to the experts the bigger is the plant, the bigger is the quali$. This is

4 DA: Discriminant analysis,
5 NN: Neural network.
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Experts
Decision System DK4 NL2 F1

DA4 0.2 0.2
NN5 0, 2, 6, 14, 't5, 18 0,2,6.12,13, 15, 16 0,2, 16,28



understandable for a non professional person, but it would seen a little short-
sighted for an expert.

B) and C) are criteria which requires more the quality, as flower parameters and
symmetries are taken into account.

The decision systems, especially the neural network ones, established for this work
performs as well as the experts' methods of assessment. This was to be expected.
But, pot plants selected were from the A1 and A2 grades (best quality) and not
representative of the whole. The experts were requested to create 4 new sub-
grades: A and B for A1, and C and D fior M. This is a very difftcult task and why the
performance and consistency in grading of èxperts are rather low. The pot plant
should have been chosen among an ungrading batch production in order to have a
quality larger range.
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Development of a virtual expert for colour
classification of tobacco leaves. Validation against
human experts

Développement d'un expert virtuel pour la classification couleur de
feuilles de tabac. Validation par comparaison avec des experfs
humains

M. Garcia, P. Bareiro, M. Ruiz-Altisent

Rural Engineering Dept. E.T.S.l.A.
Alonso R.; Jûdez L., Agricultural Economy Dept. E.T.S.l.A.
Avda. Complutense s/n 28.040 Madrid. Spain

Absfracl: lnstrumental color assessrnent is already a well-established procedure. However,
in the case of biological products, the lack of homogeniity in color distribution leads to low
effrciency in the establishment of a color base and a sampling procedure in comparison to
human ability. The cunent research is the validation of a color assessmenf procedure
against a set of four human experts belonging to a commercial company. lt shows that
statistical clusteing procedures enable to genente a homogeneous color data base (6%
intn-class variation) out of a sef of products with low homogenity within some product-
based color c/asses QA% intra-class vaiation). ln the case of tobacco leaves, the new
color data base sfiows to be stable through 3 consecutive seasons. The use of the color
classification histograms of the humans versus the viftual expeft enables to extract features
on the amplitude of the color c/asses used by human and instrumental procedures. On fârs
basis, fufther optimization in the generation of a new color base has been achieved. The
final percentage of well classifted leaves obtained forthe viftual expeft (73.6yù shows to be
within the human expefts' range (66%-840/q when comparing each expert to the average
human expeft).

Résumé : L'appréciation de la couleur par un système instrumental est une procédure bien
établie acluellement. Cependant, dans le cas de produits biologiques, du fait d'un manque
d'homogénéité dans la distribution des couleurs, l'établissement des bases de couleur est
peu efficace, de même que les proédures d'échantillonnage comparées aux possibilités
humaines. La recherche actuelle conceme la validation d'une procédure de mesure des
couleurs par rapport à un ensemble de 4 experts humains qui appartiennent à une société
commerciale. Cette recherche montre que les proédures de clustering permettent de
générer une base de couleur homogène (variation intra-classe : 60/o) à partir d'un ensemble
de produits avec une faible homogénéité dans chaque groupe de couleur (2oo/o de variation
intra-classe). Dans le cas de feuilles de tabac, cette nouvelle base de couleur est stable
pendant 3 saisons consécutives. L'utilisation d'histogrammes de classification établis par
des humains par rapport à l'expert virtuel permet de mettre en évidence I'amplitude des
classes de couleur utilisée par les humains ou les proédures instrumentées. Sur cette
base, I'optimisation de la génération d'une base de couleur a été réalisée. Le pourcentage
final de feuilles bien classées obtenu avec I'expert virtuel (74%) appartient à la fourchette
des experts humains (66 à 84% lorsque l'on compare chaque expert à l'appréciation
humaine moyenne).

105



1. Introduction

An objective laboratory procedure to assess color in tobacco leaves was proposed
by Garcia et al. (1996). This study used leaves from cv <Mrginia> provided by
CETARSA (a large tobacco production company) along the 1993 and 1994
seasons. The color of the leaves ranked from <Pale Lemon> to <Oxidized Brown>.
Using the human expert classification uncertainty level was considerable, due to
the high intra-leaves color variation which leads to overlapping color ranges
between classes. A redefinition of the standard color classes is proposed by means
of statistical management of data (clustering) on the basis of the color coordinates
(X,Y,Z) assessed with a Monolight spectrophotometer. The ascription of a leaf to a
color class is done by evaluating 12 color observations per leaf. The decision
criteria used to assign global color class to leaves showed a high conespondence
with the classification made by a CETARSA expert.

In order to check the feasibility of the color assessment procedure a validation test
of several human experts versus the instrumentral expert was needed. The
considerations used by Brons et al. in 1993 on human experts for assessing the
beauty of cyclamen have also been taken into account in this research.

2. Objectives

- To veriff <<in situ> the established classification method by its comparison against
several CETARSA experts;

- To improve, if necessary, the decision system employed, looking for a higher
conespondence between the classifications made by human experts with the
<virtual experb> (automatic).

3. Materials and methods

3.1 Mafc,rtals

Tests were canied out in 1996 in Talayuela (Câceres), at the premises of
CETARSA. 240 tobacco leaves cv. <Mrginia> pertaining to 12 commercial color
categories covering the range from <Pale Lemon> to <<Oxidized Brown> were used.
Leaves were randomly distributed in 4 sets of 60 leaves, identiffing each leaf with a
number from 1 to 24O. Measurements were performed according to this random
disposition.
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3.2 Methods

4 CETARSA experts made a leaf by leaf classification in consecutive leaf number
order and without contact between them, assigning a color class from pale lemon to
oxidized brown to each leaf. At the same place, samples were analyzed by using a
Monolight spectrophotometer calibrated at the beginning with a laser and a white
reference, and each 2 hours according to the 7.5YR sheet from the Munsell table.
12 observations perleaf weretaken using a plasticarid (see Figure 1) containing 6
squared cells. The visible spectrum (400 a 700 nm) was measured in all cases.

Tristimulus coordinates X, Y, Z lor F7 iluminant the same (used by CETARSA
experts) were calculated from the obtained spectra by integration according to
Calvo C., 1996. The overall methodology is showed in Figure 2.

Figure 1: Sampling procedure followed for the instrumental assessment of color
(left image) and color assessmenf by CETARSA expefts

3.3 Data analysis

Data analysis were analyzed with Statistica for \Â/indows 4.1.

3.3.1 Generation of an Average Human Expert

The Classiftcation scores corresponding to (average> human expert were
calculated as the aritmethic mean of the 4 human experts classifications per leaf.

Correlations and o/o of well classified individuals between each human expert and
the average human expert were attained. The percentage of well classified
individuals was calculated as the proportion of individuals classified in the same
class by 2 different experts, considering correct a classification also when scored in
the inmediately upper or lower class.
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3.3.2 Generation of the viftual expert

213 of the Monolight color observations (1911 observations) were used to generate
'12 color classes through cluster analysis. Clusters were supported on the
tristimulus coordinates X,Y, Z pertaining to the spots measured on each leaf. Each
cluster was assimilated to a commercial color class, starting in cluster 1= Pale
Lemon up to 12= Oxidized Brown, and then compared with the previous clusters
created in 1994 and 1995. From this stage, clusters were employed as a new color
base as their internal variability (6%) was much lower than in the original color
classes according to CETARSA(20% aprox.).

A Bayes classifier was used with the new color base considering each class to
follow a normal distribution. This method enabled to establish the ascription
probability of a color observation (12 per leaf) to each one of the clusters previously
generated. The final color class assigned to each observation is: the class with
maximum probability if this is higher than 60 % or the mean of the 2 classes with
maximum probability, if the maximum is lower than 60 % (these last individuals are
named frontier individuals between 2 classes).(SAs 1988). All observations (2880)
were reclassified on the basis of the new color base (1911 observations) as a
verification of the Bayes classification procedure. Four different <virtual experts>>
were created to assign a final color class to each leaf, utilizing the following criteria:
mean (AM), mode (MO), geometric mean (GM) and harmonic mean (HM) of the 12
observations per leaf.

3.3.3 Comparison between the human an the virtualexpefts

The Correlation matrix between the classes assigned by human and virtual experts
as well as the % of well classified individuals were calculated.

4. Results and discussion

4.1 Generation of an average human expert

Correlations between each one of the four human experts with the named
<<Average Human Expert> range between 0.89 and 0.93, which indicates a high
concordance among them (See Table '1). lt is outstanding that correlations among
human experts are always lower than correlations of each one of them with the
average expert. This fact justify the use of Average Human Expert as valuation
parameter of the virtual expert (objective color classifier). Also the percentages of
well clasified observations are higher when comparing each expert with the
Average Human Expert than with the other 3 experts.
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A study was made of the accumulation or trend of errors made by experts
throughout each set. When an error appears, it takes to the expert a certain number
of leaves to classif, conectly again (the cases when it takes more than 6-7 leaves
have been marked). lt is also shown that errors appear more frequently in
intermediate color classes (See Figures 4).

ln Figure 5, the histogram corresponding to the classes assigned to the total of 24O
leaves by the average human expert is shown. The most frequent values
correspond to lemon classes.
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Classilication of240
leaves by CETARSA

experts

Generation ofan
Average lluman Expert

Classification of the 240
leaves according to

Average llumen Exp€rt

Conperlson of lcaves chssilicâtion b€tween
Virtûrl Erpcrt rtrd Avenge llttmn Erpert

Figure 2: Summary on the overall methodology
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Exp Exp Exp Exp
1234

Exp Exp Exp Exp
1234

% well
clas

Exp 1 1.00 .76 .70
Exp? .76 1.00 .83
Exp 3 .7A .83 1.00
Exp 4 .77 .81 .78

Avg Exp .90 .93 .89

Exp I 100
Exp2 60.34
Exp 3 45.49
Exp 4 55.36

Avg Exp 66.09

60.34 45.49 55.36
100 60.08 58.4

60.08 100 55.36
58.4 69.03 100

76.05 79.91 U

.77

.81

.78
1.00
.92

Table 1: Conelations and % of wellclassrfred individuals between vaiables
ilP1 (Human expert 1), EXP2 (Human expert 2), XP3 (Human expert 3), EXP4

(Human expert 4), Average (Average human Expert) conesponding to obseruations
of allthe sets

4.2 Generation of a viftual expert (objective color classifier)

The color base created (clusters) is very similar to the one obtained in the 1995
season (see Table 2); therefore the color base can be consider stable through
seasons..

Clusterc Ymean 1995 Ymean 1996 CV 95 GV 96
1=Pale Lemon
2=Soft Lemon
3=Moderate Lemon
4=High Lemon
s=Deep Lemon
6=Pale Orange
7=Soft Orange
8=Moderate Orange
9=High Orange
1O=Deep Orange
11=Light Brown
12=Oxidized brown

43.46 2.87 8.31
36.M 3.14 5.59
32.13 4.79 3.72
28.43 3.98 3.28
25.49 2.96 3.39
22.9 3.68 3.08
20.7 2.91 3.13
18.32 6.65 3.77
15.76 5.31 5.O7
13.17 6.97 6.31
10 20.69 9.21

6.63 - 19.94

43.87
39.54
33.38
28.9

26.O2
23.1

20.65
17.14
14.',|3
11.47
7.49

Table 2: Average values and CV of tristimulus coordinate Y for the c/usfers
created in 1995 and 1996

The Bayes classification procedure for color observations (see Table
similar success levels than in previous seasons, overcoming 90 %
seasons. with enors lower than 4 o/o in all cases.

From the 4 different virtual experts used for global color leaf evaluation: mean (AM),
Mode (MO), geometric mean (GM) and harmonic mean (HM) from 12 observations
per leaf, the virtual experts aritmethic mean (AM) and mode (MO) show a

3), shows
in the 3
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cotrelation of 0.99 (see Table 4), which indicates that all of them tend to assign as
the global value per leaf the most frequent color.

Glasses % Well classif. % frontier
points

o/oBad

classified
Total94
Total95
Total 96

93.3
94.8
90.16

2.6
4.6
7.43

4.09
o.57
2,41

Table 3: Percentage of well classified obseruations (12 per leaf), frontier points
(in-between fwo c/asses/ and bad c/assrfed obseruations with respect fo fhe c/ass

assigned in the cluster analysis when utilizing Bayes method

AM MO HM GM Averg. H.
Exp.

% well
clas

AM 1.00
MO .99
HM .99
GM 1.00

Averg. H.E. .81

.99 .99
1.00 .98
.98 1.00
.99 1.00
.81 .81

1.00
.99

1.00
1.00
.81

53.13
51.04
56.48
58.15

AM
MO
HM
GM

Table 4: Conelations between vaiables AM (average viftual expeft),
MO (mode virtualexpeft), HM (harmonic mean virtualexpert), GM (geometic mean
virtualexpert), Average (average human expert) conesponding to obseruations of

allthe sets

4.3 Compartson of average human expert with the virtual expeft

In Table 4 is indicated that conelation levels of Average Human Expert with virtual
experts are in all cases 0.81, lower value than those obtained by CETARSA experts
with respect to Average Human Expert ranging from 0.89 to 0.92. This fact is
understrable when comparing Average Virtual Expert (AM) histograms with the
Average Human Expert ones (see Figure 5). The first expert tends to assign global
color class taking into account the most frequent color on the leal while the
Average Human Expert tends to penalize the presence of lemon colors. Thus, he
assigns most frequently lemon colors classes. This fact determines that the virtual
expert show less well classified individuals with respect to the Average Human
Expert (between 58 and %) than each four of the human experts (between 66 and
&4 %, see Table 4).

\Mten trying to optimize the virtual expert, it was concluded that the reason why the
human experts tended to have a wider number of leaves classified in the lemon
classes was the use of a wider amplitude within those classes when compared to
the more homogeneous cluster categorization (see Figure 6). Therefore it was
decided to generate new color classes according to the quantils made by the
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average human expert (% of individuals within each class). To do so the callibration
set (1911 observations) were sorted in ascending order according to the Y
coordinate and categor2ed according to the human quantils. This procedure leads
as expected to wider amplitudes in the lemon classes (see Figure 6). The global
color classification per leaf in this new virtual expert is assigned as the quantil
corresponding to the average Y of all 12 color observations per leaf. The
optimizarion of the virtual expert leads to 73.64% of well classified leaves, value
which is within the range of well classified individuals shown by human experts
(between 66% and 84%).
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Figure 6: Amplitude of the colour when generated according to clusters or to
human quantils

Conclusion

- An Average Human Expert has been established for comparison purposes with
the objective color classifier.

- The stability of the color base created in 12 clusters showing an intrinsical
variability of 6 o/o approximately has been proved for three consecutive years.
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Figure 6. Amplitude ofthe color classes when generated according to clusters or to human quantils
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- Therefore, it is possible to fabricate specific color charts for tobacco leaves
according to the new color base. lt would be based in the spectrums coresponding
to the medium value of the triestimuli coordinate Y of each cluster.

- The Virtual Experts Mode and Average show a high conespondence index with
the Average Human Expert (0.81).

- The Average Virtual Expert (AM) tends to assign as the global color to a leaf, the
most frequent one, while the Average Human Expert tends to classiff more
frequently the leaves into lemon classes.

- A final optimization of the color classes into human quantil classes allows to obtain
a higher performance for the virtual expert (similar histograms) with a percentage of
welf classified leaves of 73.ilo/o. This value is within the human range of well
classified leaves (that ranges between 66% and U%).
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Abstact: Thrce year of research are spent at the development of objective quality
measurement at pot plants. The research project was possib/e due to the frnancial support
by the EC, on the base of contnct A|R3-CT9+1072. The research is done in an
intemational co-operation with Danish , French and Dutch paftners from October 1, 1994
until October 1, 1997.

As a result of ongoing reset before 1994 at the Wageningen Agicultural University WAU)
and the Cemagref, repofted by Brcns(1992) and Dijkstra(1994), it could be expected that
the introduction of plant grading will have benefrts for hofticultural pnctise. Both, the WAU
and the Cemagref, investigated ability to apply neural networks in combination with image
processing. Neveftheless, to built successful applications stiil a lot of fundamental work had
to be done. ln stead of solving these boftlenecks separately an intemational co-operation is
formed. The main objective of this intemational research group was the fufther development
of image processing techniques and decision sysfems as neural networks, making this
combination of techniques surfab/e for grading otr plants. At that time human gnding of
plants was experienced as a highly subjective process.

The project concentrated on quality assessmenf of half grown plants, related to the
expected grovvth and development, and (as mosf impoftant) matuetable plants related to
omamental value. The research was split up in following main parts:

- development of feature measurement methods;
- defining fhe GSIO (Grading Sysfem Target Output);
- development of decision sysfems;
-testing of the system.
- Iogistic aspecfs with respect to the intrcducttion of gnding
- technical and economical feasibility of grading

The project has dealt with a great vaiety of pot plants: half grown plants(DK & NL),
marketable flowering plants(DK, F,NL) and maftetable green plants(NL), including Begonia,
Rosa, Hibiscus and Ficus.

During the project (horticultural) research sfafions developed the GSIO.
The Cemagref and the Universities of Wageningen and Copenhagen developed
both the feature measurement, based on image processing and the decision
sysfems to calibrate the output of computer neural decision sysfems to the human
expefts' judgement of plant qual@. ln the half grown stage the computer models
have been calibrated to the expected development of plants, as given by
horticultural expefts. ln the marketable stage the computer models have been
calibrated to the omamental value (human appreciation) of the plants.

The main resu/fs of the total project will be presented. Attention will be paid to future
applications of the developments, especially regarding grovtth and development of plants in
a protected environment: Since plant quality now can be measured in an objective way,
both at the half grown and at the marketable stage, future research can be concentrated on
'how to produce a well defrned quality of a plant in the most efficient way'.

Keywords: lmage processing, quality assessmenf, neural networks, gnding.
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Résumé : Lors d'un contrat AlRlCTg4-1072, a été développé une méthode objective de
mesure de la qualité des plantes en pot. La recherche est menée en collaboration
internationale incluant des Danois, des Français et des Hollandais du 1"' Oct. 94 au
1"'Oct. 97. Le principal objectif de ce groupe de recherche intemational est le
développement de techniques basées sur I'analyse d'images et les systèmes de décision à
réseau de neurones afin de faire I'agréage des plantes en pot.

Actuellement, I'agréage est fait par des humains, ce qui rend le procédé très subjectif. Le
projet s'est concenlré sur l'évaluation de la qualité en fonction de la croissance, du
développement attendu et de I'aptitude à la commercialisation des plantes relative à leur
valeur omementale. Ce projet a mis en jeu un grand nombre de variétés de plantes en
pots : des plantes à demi-poussées, des plantes à fleurs commercialisables et des plantes
vertes commercialisables incluant bégonia, rose, hibiscus et ficus.

Pendant le projet, des stations de recherche horticole ont développé les classes d'agréage.
Le Cemagref et les Universités de Wageningen et de Copenhagen ont développé à la fois
la mesure des paramètres basés sur I'analyse d'image et le système de décision
permettant de calibrer la sortie d'un réseau de neurones en fonction du jugement d'un
expert sur la qualité des plantes. Pour le stade "à demi-poussée", le modèle a été calibré
par rapport au développement attendu d'une plante indiqué par des experts horticoles. Pour
le stade commercialisable, le modèle a été calibré par rapport à la valeur omementale
appréciée par un expert. Les principaux résultats du projet sont présentés. Une aftention
particulière est donnée aux applications futures de ce projet, plus particulièrement au
niveau de la croissance et du développement des plantes en environnement protégé.
Puisque la qualité des plantes peut maintenant être mesurée de manière objective à la fois
au stade en semi-hauteur et au stade commercialisable, les futures voies de recherche
doivent être concentrées sur le problème suivant : comment produire une plante de qualité
bien définie de la manière la plus efficace possible ?
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1. lntroduction

In a three years research contract, based on contract A|R3-CT94-1072, financed by
the EC, the objective quality measurement of pot plants has been developed.
Danish , French and Dutch partners were involved in the project from October 1,

1994 until October 1, 1997.

As a result of earlier research at Wageningen Agricultural University WAU) and the
Cemagref, reported by Brons(1992) and Dijkstra(1994), it could be expected that
the introduction of plant grading will have benefits for horticultural practise. Both,
the WAU and the Cemagret investigated the ability to apply neural networks in
combination with image processing. To built successful applications a lot of
fundamental work had to be done. The main objective of the intemational research
group was to develop the image processing together with decision systems as
neural networks for the application of plant grading. At that time human grading of
plants was experienced as a highly subjective process.

The project concentrated on quali$ assessment of half grown plants, related to the
expected growth and development, and (as most important) marketrable plants
related to omamental value.

2, Material, methods, experiments

The research has been split up in the following main parts:

a) development of feature measurement methods;
b) defining the GSTO (Grading System Target Output);
c) development of decision systems;
d) testing of the system;
e) logistic aspects with respect to the introduction of grading;
f) technical and economical feasibility of grading.

The partnership consisted of two universities(WAU1 and l(/L2), one research
institute(CEMAGREF3) and two horticultural research stations(PBGA4 and SPS).

1 WAU: Wageningen Agricultural University, Deparûnent of Agricultural, Environmental and Systems
Technology (NL).
2 RVAU: Royal Veterinary & Agricultural Univenity, Departmenl of Agricultural Sciences (DK).
3 CEMAGREF-MontpellienDivision Génie instrumental pour la qualité agro-alimentaire(F).
4 PBGA: Research Station for Floriculture and Glasshouse Vegetables, department <Aalsmeeo(NL).
5 SP:Danish ilnstitute of Agricultural Science, Department of Omamentals, Aarslev(DK).
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To generalise the results of the project, representatives of green and flowering pot
plants were chosen: Ficus benjamina exotica, Hibiscus rosa-sinensis, Rosa hybrida
and different $pes of Begonia's.

2.1 The development of feature measurement methods

The developed set of features, applicable for side-view or top view images, can be
divided in primary features, derived features and features with a new object as
result. For primary features, for example the number of object pixels, the original
image is required. Derived features, for example compactness, can be calculated
trom the set of primary features. An example of a features with a new object as
result is the histogram of polar co-ordinates: The polar co-ordinates (r,r) of each
object pixel are determined and for each angle between 0 and 360o (in steps). The
number of pixels per angle can be counted with the centre of the top of the pot as
the origin. Table 1 gives an overview of the groups of developed featuresG.
Also a procedure to test the consistency of the measured features in an experiment
is developed. The consistency of a feature is defined by: equation 1. To exclude the
effect of absolute values depending on difference in size of each plant, the test
compares the measured values per plant with the mean of the measured values per
plant. f n general a consistency of 94o/o or better is considered as acceptable.

consistency = (l
n.m- m

00%
x

(1)
- m = the number of plants in the consistency test;
- n = the number of repetitions for feature measurement per plant;
- x = the measured value of a feature of plant i and repetition j.

2.2 Defining the GSTO (grading sysfem target output)

To define the target output of the grading process, the horticultural research
stations have set up growing experiments for green and flowering pot plants. ln the
half grown stage images are collected and experts are asked to grade the plants in
distinguishable groups with respect to the expected growth and development. In
some cases (Ficus benjamina) also plant features are measured by hand in a
destructive way, for example to measure the total leaf area, number of leaves,
branching, length of internodia, etc. Comparing hand measured features and

6 Contact the author for more datailed descriptions of the features:e-
mail jan.meuleman@user.AenF.WAU.NL.

/\2m nl I

r>l *'-;l,=ri=r\- )
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The total leaf area, measured by hand could be linearly related to (4.17 times) the
number of object pixels, counted by machine vision, explaining 96% of the
variance. However, in most cases no satisfactory relationships between hand
measured and machine vision measured features could be found by means of
MLR(multiple linear regression). So it was concluded that translating machine vision
measured features into hand measured features to explain the quality of the plant is
a wrong approach. Instead of it, the approach has been followed that machine
vision looks differently to plants than a human does, measuring other features
which sometimes are hard to deal with for a human. The length of the convex hull
and the location of the optical centre of the plant are for example very difficult
features to handle for human, but not for machine vision. \Mth the decision systems
a map between quality assessment of plants by experts and the set of features,
measured by machine vision had to be made.

Besides the quality assessment by an expert panel in the half grown stage, the
same plants are also measured by machine vision and evaluated on quality by the
panel with respect to omamential value at the marketable stage.

The consistency of the experts is also tested in some experiments. Experts are
given the same group of plants to grade a second time. A good expert is able to
place 80 until 85% of the plants both times in the same grade. Some experts are
even better.

To relate the machine vision measured features to the quality assessment of the
expert panels, decision systems have been developed.

2.3 The development of the decision sysferns

For grading Ficus benjamina plants in the marketable stage as well as half grown,
the same decision system software could be used. The soflrvare, partly developed
during the project, consists of a Neural Network(NN), programmed in the C/C++
language. NN are particularly suitable for grading tasks because of their capability
to sensibly interpolate between leamt cases and sensibly extrapolate to a certain
extend beyond learnt cases and NN have the added advantage, compared to linear
regression, of handling non-linearity's and discontinuities on an easy way. Fully
connected networks with one hidden layer are used, with a unipolar sigmoid
activation function in the hidden layer an a threshold neuron added to both the input
and the hidden layer. Because in general there is no ranking order among the
grades, distinguished by the experts, for each grade a separate output neuron is
used. Batch training is applied instead of pattern training because the gradient
vector can be estimated more accurately (experts are also making mistakes, having
a consistency far below 100%).To avoid leaming the mistakes of the experts, the
leaming process of the network is stopped after reaching maximum performance
(percentage of objects which are identically classified by NN and expert) on the test
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set, while leaming on the training set. The number of neurons in the hidden layer is
always optimised to get better inter- and extrapolation properties.

For the half grown Rosa hybrida and Hibiscus rosa-sinensis plants, linear and
quadratic discriminant analysis, implemented in the SAS statistical program
package were used to classiff the plants. Features, measured at the half grown
stage were used as input, together with information on the treatment of the plants
from half grown to marketable stage. At the marketable stage the plants are graded
by experts and the result of this grading is used as the parameter, according to
which the half grown plants were classified.

The decision system, used to grade the Begonia at the marketable stage, consists
of two parts: Statistical analysis of data by means of PCA (Principle component
analysis) in order to reduce the number of variables, followed by a MLR and a NN
processing (NeuraWorks tom NeuralWare Inc.) that simulates the grading
behaviour of experts.

2.4 Testing of feature measurement and decision systems

The task testing in the project is divided into two parG. Part 1 is the testing of the
decision systems developed by the different partners. Part 2 is testing of the
objectivity of plant quality. The main objective is to answer the question whether the
conception quality (human appreciation) is objective in itself or that human
appreciation is a subjective concept, but can be only measured in an objective way.
An experiment in which plants are judged by experts from different countries (DK,
F, NL) has been canied out All plants have also been measured by machine vision.
Partners are supplied with the machine vision measured features and the expert
judgements to test their developed decision systems. ln totral 864 flowering Begonia
barcos plants have been purchased. These plants are divided over two places: 432
at the PBGA and 432 at the SP. On both places the plants are measured by
identical machine vision systems, consisting of a PC, a Sony DXC-930P camera
and a Matrox Comet framegrabber. At the PBGA the plants are judged by Dutch
and French experts and at the SP by the Danish experts.

2.5 Logisfic aspecfs with respect to the introduction of grading and
technical and economical feasibility

The effects of the introduction of grading in horticultural practise are investigated by
means of a case study. Using the simulation and visualisation package ARENA, a
virtual production system for a Ficus benjamina is built with a yearly production of
500.000 plants on a virtual nursery of 32.000 gross m2 (28.000 m2 growing
area).The plants are brought to the market at 3 different heights: 90 cm, 120 cm
and 150 cm, growing respectively in 17,21 and24 cm pots.
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The main disadvantages of the introduction of grading in practise are besides the
investment in the grading system also the capacity of the intem transport system
has to be increased with a factor 3. The main advantages are increase of the
quality (due to better control of growth and development), better use of the growing
area and an improved production planning.
The total system is virtually created by a project group, consisting of members from
WAU, PBGA, and a grower. The technical feasibility is judged by suppliers of
horticultural equipment. The logistic aspects of the system are judged in terms of
required capacities of machines, robots and transport tools. To complete the
economical aspects of the introduction of grading, not only the simulation is done
but also growing experiments to investigate the effects of grading on growth and
development.

3. Results

3.1 The feature measurement

The quality of the feature measurement is tested in both the Ficus benjamina and
the Begonia barcos experiments by calculating the consistency of the values of the
features. The features, suitable to evaluate with equation '1, show a high
consistency, as can be seen in table 2.

3.2 The grading sysfem target output (GSTO)

Table 3 gives an overview of the relative distribution of plants over grades and the
consistency of the different experts in the Begonia barcos experiment. The experts
show an unexpected low consistency, compared to the results in similar
experiments of earlier research work (Dijkstra, 1994). For this experiment experts
with knowledge both from the producers quality appreciation as well as consumers
quality appreciation are invited. Perhaps the Begonia barcos is a difftcult plant for
quali$ judgement, but it is clear that some experts showed a much higher
consistency than others. Experts have been asked to grade the plants in four
classes: high quality 1, low quality 1, high quality 2, low quality 2 and a class to
reject. Experts were asked to apply their national opinion about quality appreciation.

3.3 The decision sysfems

The developed decision systems worked in general very well. Although 79 features
are measured for Ficus benjamina, in the marketable stage a very simple NN was
able to imitate a grower. With only three features as inputs:

1. number of object pixels;
2. vertical position of the optical centre and
3. length of the convex hull
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a performance around 80% could be found. Only three hidden neurons were
required. Table 4 shows gpical results of the NN, showing also that, when using
three features as input, it is enough to use three neurons in the hidden layer.
Furthermore it is clear that, when using combined machine vision and NN decision
systems, other features have to be used than nowadays a human eye is attuned to.
A good plant quality can be expressed in terms of features, determined by machine
vision.

lmitating different experts/growers shows that for some experts more input features
are required than for others. Table 5 illustrates this effect. Using no features, the
NN places all plants in experts largest class.

In case of expert 2 the performance is hard to improve by adding input features,
while imitating expert 5 the performance can be improved with 12o/o by adding two
input features.

For each expert a ranking order is made for the 79 features, based on the
performances that could maximally be reached by using each feature separately as
the only input for the NN. For none of the six growers involved, the ranking orders
were the same. The most important features in the raking order of all six experts
are:

1. the vertical position of the optical centre of the plant;

2. the width of the plant in the 2nd layer7 from the side view image with the largest
width;

3. plant density (plant pixels/total number of pixels) in the convex hull in the 2nd
layer from the side view image with the largest width;

4. width of the plant in the 2nd layer in the image perpendicular to the side view
image with the largest width;

5. area covered by the plant;

6. densi$ in the convex hull.

For all six experts in the experiment the ranking order of the features has been
conelated. Table 6 shows for example that the ranking order for grower 2 correlates
relatively low with each of the other experts.

7 Some features are calculated per layer. Layer 2 starts at 20% and ends al4Oo/o of the total height of
the plant.
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3.4 Testing the decision sysfems

The data trom the Begonia barcos experiment are processed in Denmark, France
and in the Netherlands.

Denmark found that the performance of the decision system decreases rapidly
when distinguishing five classes, as defined in paragraph 3b. The number of
classes have been reduced to three, merging the subclasses of quality 1 and the
subclasses of quality 2. Table 9 gives an overview of the results, using linear
discrimination. By combining classes performances between 58 and 75% could be
reached.

ln the Netherlands classes are not merged. For each individual expert an optimal
combination of 3 variables is selected, resulting in the performances as given in
table 7. Also the ranking order of the 29 measured features is calculated. For all
available experts the same six single input variables are in the list of single
variables, giving the best performances if the NN is trained with one feature. This
was more than we expected. lt means that experts from different countries are
unconsciously taking into account the same plant features, given in table 8. From
these features also the average ranking number is calculated per country. The
lower the rank, the more important the feature is. We can leam from table 8 that
there are some differences between the importance of the features between the
experts from the different countries. The experts agree generally about the
important features, but do not appreciate all features in the same way.

The French analysed one expert per country: Danish expert 4, Dutch expert 2 and
French expert 1. Afterreducing the numberof variables by means of PCA, the NN
was applied on the individual experts. The results are given in table 10. In this
analysis class 5 (plants to reject) is not used.

The Danish expert could be imitated with a performance of 54o/o, the Dutch expert
with 74% and the French expert with 45%. A test with all 28 features, without PCA,
coufd bring the conect classifications from 45o/o to 47o/o.

3.5 Logistr'c aspects with respect to the introduction of grading and
tec h ni cal an d econ o m i cal feasi bi lity

A new tool for further research is developed: a complete virtual plant factory. The
simulation package reads the file with orders from last year and starts planting
rooted seedlings on the planting machine. All important data, as capacity, required
labour, etc. can be linked to the action <planting>. The pots with the rooted cuttings
leave the planting machine for transport to a grading machine to divide the plants in
two grades. After grading a robot groups the pots, making rows. After the total
processing the plants are placed in the compartment of the greenhouse. Than the
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growing process starts. Afrer a pre-determined period the plants are brought to the
grading machine and graded again in two new grades. All transport of the plants is
visualised, so the total process can be verified. lf a resource, for example a bufier,
has not been given enough capacity, it can be seen that the process works
inefftcient. ln the simulation data from practise are used, for example capacities of
robots, required labour, etc.

Besides simulation also growing experiments have been caried out. these growing
experiments have shown that grading can result in a better control of growth and
development. lt is found that the required cultivation period can be reduced with
about 30%: an increase of the throughput of 45o/o, using the same growing area
and realising at least the same quality. One comment has to be placed: to realise
the increased throughput it is required to adjust environmental confol to the need of
the plants. In practise it means that a greenhouse has to be divided in more
compartments with independent environmentalcontrol. This is expensive. Howeven
an increase of the throughput with one percent is globally equal to an increase of
production value per rfi of one Dutch guilder. \Mth respect to the economical
feasibility, also some remarks have to be made: The increased throughput justifies
very high investments, under the assumption of unchanging prices, but even slowly
decreasing prices over seveml years justiff an investment in a grading system.
Under the assumption of unchanging end prices it is possible to do an investment in
the total system of one million Dutch guilders.
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Table 1: List of developed features
A (Groups of) primary features

1 Number of object pixels

t-I
2 Number of background pixels

t-l
3 Number of background pixels enclosed by objecl

pixels

Fl
4 Position of optical centre (centre of gravity) of the

object in X and Y direction[mm]
5 Optical centre ofbet

lmml
6 Object height

lmml
7 Oblectwidth

lmml
8 Number of object pixels in four quadrants

t-]
9 Number of old and young leaf pixels in four

guadrants

t-]10 Length ofthe convex hull

lmml11 Length of the perimeter

lmml
12 Standard deviation in X and Y-direction

t-l
13 Normalised difference lefl and right

B (Groups of) derived features
1 Compactness

Fl
2 Cornpactness of young leafs

t-l
3 Dispersion X and Y

t-l
4 Totaldispersion

I-1
5 Percentile heights

lmml
C (Groups of) features with an object as result

1 Histogram of polar co-ordinates
I-1

2 Width per image line

lmml
3 Object pixels per line

t-l
4 Object runs per image line
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Feature
(Values afier normalisation)

Sum of
squares

df Enor
variance

St. dev. Consistency
in Yo

Obiect area leaves Jmnr 't7.73 48 o.37 0.61 99.4
Flower area lmm' 24.il 48 0.51 0.72 99.3
Objecl perimeter 136.82 48 2.85 1.69 98.3
Obiecl convex Derimeter 12.76 48 0.27 0.52 99.5
Flower convex oerimeter lmml 4.09 4E 0.09 0.29 99.7
Obiec{ convex area lmnt 35.64 48 o.74 0.86 99.1
Flower convex area lmm' 17.25 48 0.36 0.60 99.4
Maximum width obiect [mm] 70.25 48 1.46 1.21 98.8
Perpendicular width obiect 431.* 48 8.99 3.00 97.O
Maximum width flowers nr 1E.90 I 0.39 0.63 99.4
Pemendicular width flowers lmml 626.89 48 13.06 3.61 96.4

of feature measurementænsistency

Experl Largest <----------------class (in 7r)-> smallest class consistenor (7o)

French 1 31.9 29.4 23.1 13.7 1.9 47
French 2 32.2 29.4 17.1 16.7 4.6 38
French 3 30.3 28.5 21.1 12.5 7.6 57
Dutch 1 25.5 23.8 22.2 19.0 9.5
Dutch 2 35.6 u.7 28.5 o.7 0.5 75
Dutch 3 51.6 44.0 3.7 0.7 0.0 71

Danish 1 45.8 27.8 17.4 9.0 0.0 70
Danish 2 74.1 12.7 10.6 2.5 0.0 68
Danish 3 48.1 40.3 6.5 5.1 0.0 70
Danish 4 37.3 28.2 22.O 12.5 o.0 65

Table 3: Relative distibution of plants over

number of neurons in hidden laver performance on train set performance on test set
0 31.1o/o 31.8%
1 60.3% 60.8o/o

2 74.8"/o 75.7o/o

3 79.5o/o 82.4%
4 78.8o/o 82.4Vo
5 81.5o/o 81.8o/o

6 E2.1o/o 80.4o/o

7 80.8% 82.4o/o

4: Pertormances benjamina at the marketable stage, showing also
the effect of the number of neurons in the hidden layer

Table

ExperU
qrower

Largest class
(0 features)

Best reached performances using
lfeature I 2features | 3features

35o/o 82% 86% 89o/o

2 68Vo 72% 74o/o 75o/o

3 30% 70o/o 79o/o 8Oo/o

4 59o/o 73o/o 80o/o 85Vo

5 31Vo 67% 7',lo/o 79o/o

6 50% 62% 680/o 71o/o

rcached, using combinations of 0 until 3 input features for 6
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EXDertiqfiner $ ,,2,: 1;3 i 6.

, ..,,_,{. i 0.67 0.97 0.80 0.95 0.87
',t.,a tl 0.67 1 0.67 0.60 0.66 0.65

;iiii3 0.97 o.67 1 0.79 0.97 0.E6
.4:' 0.80 0.60 0.79 1 0.75 0.92
5 0.95 0.66 o.97 0.75 ,| 0.83

.6. 0.87 0.6s 0.86 0.92 0.83 1

Table 6: Conelation befween ranking orders of features for 6 grower-experts

;E(D9ft; Fgnotilraneêt,i ::.TXDEII: P€ifôifiancê, riExoert Petfôrmance,
Danish 1

Danish 2
Danish 3
Danish 4

66%
80 o/o

68 o/o

61 o/o

Dutch 1

Dutch 2
Dutch 3

51 o/o

74 o/o

82 o/o

French 1

French 2
French 3

57 o/o

58 o/o

6O o/o

t)::i::t lii.)):i

:')

,.,A!.€fâgÊ:i;.i

,l.i ,mnk.of1]j
;r'rS{Ft,,,j.

' ,',àX3gtæi':.:,.

Plant area 1.7 1.8 1.6 1.7
Convex perimeter 3.8 3.3 4.0 3.8

Area within convex hull 3.0 3.7 3.0 3.2
Maximum width of plant 5.5 4.7 6.3 5.6

Wdth perpendicular maximum width 6.8 5.7 5.3 5.9
Equivalent diameter of Dlant8 1.5 2.2 '1.4 1.7

Table 8: ino orders of the i, features

Table 7: Performances attained with the best combination of 3 input features (Dutch
analysis)

Ranking orders of the impoftant

8 The equivatent diameter of the plant = 
"l 

4.area / n
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classified as->
class

î,:;,, i'. 'r:*'r.':TtahirESEt: ,,:,:: r', --:i,
7 z :1 . z: 3. ,

I
2
3

72
23
49

19
53
25

9
23
26

73
't9
0

15
38
31

11

4
69

58o/o 68"/o

Tràtnins set rii .TestsEt ,

dass 1 'c/,æs.2" .. cËrss 3 'f:idass,lltjltl ;:,:.d€tss.,2:. oâs5 ;

173 47 71 99 16 26



i ::::1

dassmeo as->
class

il ':i.:..: ::;:: ;.:fæini t. ;

: ..l:-:,' 2 :3r :::: 1. '2:,:- :j3
,|

2
3

85
'15

14

9
63
29

6
23
58

86
23
17

6
3't
14

6
46
56

Penormance
' .: : .": .::.! . !

NumùEror,Gb,:
:,plffi-,oôr€El::,i

75% lZYo
iî:,r,,,'.,:irilitl;ii'oi,i [ili

,. Clag$l _;i:i il:;IclasSe,!;.,! ,, iolâ*s.3:,1 ', dâss 1 ,, j,ôlâssiÊ,lr r,dltÉt9,6 ri

178 40 73 87 13 41

FRE}lOt{ Ë(P,ERIS.,
classified as->

class
Test s€t

' . i:.1:i-, i '.2..-t,' ',iir- 1',1 2 :::::l ..1 r

1

2
3

82
o
18

1 4
69
24

25
58

ëz
11

6

1 3
54
39

4
35
co

Henormance 74% 68%
'Trainiru set , :,.: Testsdl ,:' ....:

, ctàss:,l ;; iriislàËsia:,:i dâs3'. i,gass.ttrii ctâss,zll- ,l(,atsÉrc
131 127 33 69 il 18

Table 9: Danish resu/f of festing procedure

Flârilàh ttiiri$t*sf:4

it.irRèiitr:

Grade 1

Grade 2
Grade 3
Grade 4

69Vo

43o/o

11 72
o26

5 60/o

12 2Oolo

6 13o/o

1 4o/o

4 5o/o

17 28o/o

28 58o/o

20 74o/o

O Oo/o

6 1oolo

36%
6 22o/o

Ë1

61
48
27

,;i;,Pfedbld,, ,.,,,,,. ,:, -:. r';. ...., Li,"! i l: :r: .! 1:!

; :Grada 1:
' Gradg2r: :::::: ,Gmdê3I '::,T:ûl

Grade I
Grade 2
Grade 3

48 77%
17 22o/o

68%
10
5'l
9

'l60/o

660/o

12o/o

46%
9 12o/o

60 8Oo/o

t5z

T7
75

1r*9
',.Rgà|.,

::iPtedict€d:

"Grade j rl Gralè2 crdê3 Gra&:4.:,,: T@l
Grade 1

Grade 2
Grade 3
Grade 4

5 17o/o

4 60/o

23%
O 0o/o

24
49
33
10

80%
78o/o

48o/o

2Oo/o

13%
9 14o/o

14 20o/o

12 24o/o

O Oo/o

I 2o/o

20 29%
28 56%

3U

63
69
50

Table 10: French resu/fs of testing procedure

Conclusion

Since plant quality now can be measured in an objective way, both at the half
grown and at the marketable stage, future research c€rn be concentrated on 'how to
produce a well defined quality of a plant in the most efficient way'. Ne).t challenge is
to control growth and development in the right direction towards the desired end
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quality. This can be done by modelling growth and development. Not only plant
features have to be brought in such a system, but also temperature and light. In this
project it is proven that leaming from data can result in very efficient systems. Why
not modelling growth and development of plant types with decision systems as
neural networks, even if we do not understand all physical aspects of plant growing
systems.

Plant grading seems to be the first step on the way to utilising a part of the
difference between the potential production and the realised production.
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A photogrammetric method to measure geometry of
standing tree stems

Méthode photogrammétrique apptiquée à ta géométrie des arbres
sur pied

R. Thomas

CEMAGREF
GIQUAL, BP 5095,
34033 Montpellier
Cedex 1, France

CIRAD Forêt, BP
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34033 Montpellier
Cedex 1, France

Abstnct: Adjustment and description of a photogrammetric process allowing to measure
trunk morphology of trees. This instrument computes clues of taper, tilts, slope, diameters
and volume that are the base of biomechanical studies.

Résumé : Larticle décrit la mise au point d'une méthode photogrammétrique pour
apprécier la morphologie du tronc des arbres. Cet instrument calcule des diamètres, des
volumes et des indices de décroissance, d'inclinaison et de courbure, qui sont à la base
d'un grand nombre d'études biomécaniques.
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1, lntroduction

An accurate measurement of the stem geometry in the standing tree is of great
interest for both wood quality appraisal and biomechanical studies. On the one
hand, foresters sell standing trees and the estimate of heights, diameters, taper,
sweeps... is necessary to value the commercial volumes [1]. On the other hand, a
good knowledge of the structure geometry and especially of lean (which is
impossible to measure on fallen trees!) is necessary to analyse i) the mechanical
behaviour of tree stems against extemal forces as winds, gravity ...121 , [3] , [4] and
ii) the relationships between extemal morphology and the formation of reaction
wood [5]. However, forest trees are tall structures that grow in a wild environment,
and thus morphometric measurements on the field are difficult [6]. Our work aims at
developing photogrammetric techniques (taking of photographs and image
analysis) adapted to commercial trunks (8 to 10 meters of height).

For clarification of the photogrammetric system, about fifty Scots Pines (Pinus
sy/vesfns ) from Lozère (uplands, South of France) were photographed. This
operation taken place in the research project between the CEMAGREF, lTMl, and
the AFOCEL. The system principle is to use the extemaltrunk morphology to study
wood quality.

2, Materials & methods

2.1 Photographic sub-system ,{

The first work was conception of the photographic sub-system. The latter must
deliver a sharp trunk image with a homogeneous lighting on the first 8 meters high.
The distance between the trunk and the focal plane, the focal axis slope are
necessary for the processing of the images. For each tree, two perpendicular
images are used to rebuilt tridimensional features of the trunk. To fit with these
needing, a special photographic device was developed. lt includes an horizontal
plate I
Figure 71, a common camera (Reflex , Nikon FM2) positioned vertically with a lens
of 20mm or 35mm, a ultrasonic;/infrared telemeter to give the exact distance
trunk/focal plane and a slopemeter. The film is also a common one (100 asa). A
distance of about 7 meters from the object for the 35mm lens, and 10 meters for the
20mm one, is necessary for a global capture of the trunk.
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An homogeneous lighting is necessary to facilitate the outline of the trunk. In the
natural site, daylight is variable and to mask shadows, a single flash isn't
satisfactory. lt's necessary to have a powerful light positioned near the trunk. Also,
the cable use on the ground slows down the operation. For this reason, a master
flash placed on the camera activates a photocell fixed on the mast which controls
two slave flashes I
Figure 21. This mast is displaced from the focal axis so that it doesn't perturbates the
trunk image acquisition. A good trunk illumination from the base to the height of
10m is obtained by using two flashes fixed on a mast at two different heights : 5,5m
and 2m. lt located at 4,5m from the trunk base (horizontal distance). As done in [7],
each tree is photographed in two perpendicular planes (stereovision). A vertical
standard ruler of 2 meters high put on the tree bottom uses as reference on
pictures.
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2 slave flashes
controled by photocell
2m and 5m hieh

/

4.5 meters# lOmeters

Figure 2: Lighting Sysfem

2.2 Analysis images sub system

For the analysis, a special software (QAP, "Qualité des Arbres sur Pied") was
developed (Figure 1) with lTMl. This software accepts images of trunk outline
photographs. The pictures are digitised from the negative film and saved as images
.TlFF. The outline is extracted with common graphic software.

The distance between the focal plane (film) and the trunk, and the focal of the lens
are necessary to compute the conversion meter/pixel. The height of the trunk cut is
necessary too compute the outline image.

After the extraction of contour, the skeleton (mean line) is calculated.
From the contour, skeleton points and the conversion, several parameters are
computed:
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2.2.1 The base bend

- on the skeleton line, the software
researches for the straight line
passing through the biggest number of
points (median method). This straight
line is different of the one resulting
from the first degree polynomial
interpolation of the skeleton;

- Computation of variation between
this lines.
The gaps and gap squares brings to
the fore the base bend.

2.2.2 The bend

- extraction of contour:

- research for the skeleton,

- 1st ,2nd ,3d and 4h degree polynomial
interpolation line of the skeleton;

- computation of holding currently gaps
from the skeleton to this polynomial
interpolation lines.

Polynomial coefficients are good
indicators of bend, and type of bend.

- a2no degree polynomial interpolation of
the skeleton is enough to describe a
single bend;

- if 3'o degree polynomial interpolation
described better the trunk, its bend is
double one:

- a 4th degree polynomial interpolation
describes trees with multiple bend

median line

least squares line

gaps
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2.2.3 The diameters

Computation of 1,30 meters (base) and 8 meters (height) diameters on the 4h
interpolated polynomial curve of trunk contour

2.2.4 The tilt

- contour extraction;
- research for the skeleton;
interpolation of the skeleton.

2.2.5 The estimated volume below I meters

- computation of diameter for each height (line by line) up to 8 meters high on the
4h interpolated polynomial curve of trunk contour;

-volume estimation.

2.2.6 The taper

- contour extraction;
- computation of the 1"t and 2d degree polynomial interpolation of the contour
points.

The polynomial coefficients show in mean way the diameter variation.

The softrare compiles all this results in a .TXT file, and gives coordinates Q(Z or
YZ) ot outline points in an other file.
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Figure 3: Numeical processing is pertormed to obtain the following geometical
parameters : diameters at different heights (volume and taper), slyeeps and leans

(on different spans)

3. Results

The method is validated (Figure 4) by comparison of the computed geometry with
direct measurements on the stianding stems (to measure the leans, we climb on the
tree with special ladders and use a digital inclinometer fixed on a 1 meter long bar)
and on the felled trunks (volumes, diameters, lengths, sweeps).

0,3 0,4 0,5 0,6 0,7

Measured Dianreter(m)

Figure 4: Example of results : compaison of measured and computed diameters

l_

0,5 -

o
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tr()
(g d)
o0È

=- 0
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4. Future prospects

Further works will concern the relationships between this external geometry and the
internal quality of wood : yield and quality of sawing, formation of compression
wood (estimated from LongitudinalStrains Measurements in the standing trees, and
from macro-anatomical studies on disks) ...
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Vision system for sorting paphiopedilum using
structural and statistical pattern recognition

Sysfème de vision pour le ti des orchidées en pots par des
méthodes de reconnaissances de formes structurelles ef sfafistiques

Toine Timmermans

Ag rotech nolog ical Research I nstitute (ATO-D LO)
P.O.box 17,6700 AA Wageningen, the Netherlands
e-mail: a.j. m.timmermans@ato.dlo. nl

Abstnct: A mufti-functional system for softing potorchid plants has been developed and is
now operational for six months in a Dutch greenhouse. The vision syslem grades half
grcwn plants on volume and width. Plants that show a bud are recognised and placed on
sepante containerc. The recognition process of small buds is suppofted by manual placing
of a stick and an information label. Plants that are rctumed to the greenhouse are aligned in
the same position to minimise the empty space at the containers. P/anfs with flowers are
softed on developmenf stage and height of the flower and are transpofted to the packaging
ôelfs.

The vision sysfem uses lwo colour cameras, a lightning box, image prccessing hardware
and specially developed software. The upper image and four side view images arc
segmented usi'7rg sfafisfical discriminant analysis, after tnining with example plants. The
sflckg sfems and buds are recognised with a structunl pattem recognition technique,
based on the Hough transform and a model description of the objects. Flowerc arc
recognised using the unique colour of a paft of the flower. This paft is used as a seed fo
identify the whole flower.

Keywords: lmage processing, computer vision, colour segmentation, discriminant analysis,
hough transform, pot plant grading, paphiopedilum.

Résumé : un système multi-multifonctions pour trier les orchidées en pot a été développé
et est opérationnel depuis plus de 6 mois dans une serre hollandaise. Le système de vision
trie des plantes à moitié développées en fonction de leur volume et de leur épaisseur. Les
plantes avec un bouton sont reconnues et placées dans un container différent. Le
processus de reconnaissance des petits boutons est réalisé en plaçant manuellement une
étiquette d'information. Les plantes qui sont renvoyées dans la serre sont alignées dans la
même position pour minimiser la place vide dans les containers. Les plantes fleuries sont
triées en fonction du développement et de la hauteur de la fleur et sont transportées vers
les tapis d'emballage. Le système de vision utilise 2 caméras couleur, une chambre
d'éclairage, une électronique d'acquisition et un logiciel spécialement développé. L'image
vue de haut et les images de 4 vues de coté sont segmentées en utilisant I'analyse
discriminante, après entraînement sur des exemples. Les étiquettes, tiges et boutons sont
reconnus par le système de reconnaissance des formes basé sur la transformée de Hough
et une description modèle des objets. Les fleurs sont reconnues en utilisant la couleur
d'une partie de la fleur. Cette partie est utilisée comme un noyau pour identifier la fleur
entière.
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1. Introduction

The sorting of pot plants on for example size, height, shape, quantity of flowers and
product quality was originally a task that had to be performed by humans. Besides
the high labour costs another disadvantage of human grading is the subjectivity of
the judgement. The human eye is very good in recognising different patterns but
has limited capabilities to perform objective estimates of for example size.
Computer vision techniques have proven to be successful for objective
measurement of pot plants 11,2,3,4,51. Since about five years automatic sorting
systems, mainly based on computer vision technology, have been introduced in
greenhouses to replace the human graders. At this moment about 25 automatic
sorting systems are realised in Dutch greenhouses for sorting plants and several
growers have the intention to implement such a system in the near future.

The performance of the sorting systems improves continuously, because of
evolution in computer hardware technology, but mainly because of the development
of more sophisticated software tools. For example the first operational system of
ATO-DLO only used one image to measure the flower percentage, flower colour
and diameter of Saint Paulia [6]. In one of the more recently installed systems two
colour cameras take seven images of each plant to measure not only the basic
plant features, like size, height and flowering percentage, but also recognise variety
and the bad quality plants [7].

2. Paphiopedilum

A Paphiopedilum is a varie$ of pot-orchid that has a growing period up to three
years before flowering. Many varieties exist with a different number of flowers that
appear in diverse colours. Because there is a large difference in the length of the
period before flowering, it is a labour intensive product. Sorting of half-grown plants
is necessary three to four times a year. \Men a plant develops a flower or a large
bud it is ready to be sold. Typically the plants are grown on aluminium containers.

The grouping of plants in the growth process with the same size and development
stage will improve the uniformi$ of the plants at the containers and reduce the
amount of labour involved in sorting and handling of the plants. Also the amount of
free space at the containers can be minimised. The leaves of the plants basically
are oriented in a more or less straight line. lf the plants are aligned in the same
position they can be put close together. Full grown paphiopedila are sorted on the
height of the flower and the development stage of the flower.

The goal of the research project was to develop a multi-functional vision system
that can be used in all growing stages of the plants. Half-grown plants will be sorted
on volume and width. Orchid plants that produce a bud will be separated in different
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groups based on the length of the stem and the size of the bud. And finally the
plants with mature flowers are sorted on the height of the flower and the
development stage of the flower. In all sorting processes the plants will be aligned
in the same direction and can therefor be put at close distance on the containers
without damaging of the leaves. In co-operation with several horticultural
mechanisation companies a complete transportation system for handling of the
plants is installed. Plants are taken from the containers with a handling robot, put in
transportation holders, are transported through the vision unit and divided onto six
different conveyer belts. Three belts are used to return the plants to the containers,
three other belts are used to supply the packaging lines. lt should be possible with
the vision system to easily switch from one sorting task to the other. Also sorting
criteria should be easy to adjust and be stored for different species. Depending on
the application the capacity of the system should be between 2000 and 3000 plants
per hour.

3. Description of the vision system

3.1 System requirements

In principle all sorting operations have to operate automatically. There is however a
limitation to visibili$ and the accuracy of recognition of the small buds in the plants.
A small bud is covered by leaves and can in some cases hardly be seen or
differentiated from a fresh leave with the human eye. In the feasibility stage of this
project it appeared to be impossible to construct a camera and lightning set-up with
a guaranteed visibility of the hidden buds given the system specifications for
capacity and budget. As a solution to this problem the sorting procedure is
supported with human action. ln the first step that a bud appears in the plant a
green stick is planted in the flowerpot. In the second step that small and larger buds
have to be separated a coloured labelwith product information is placed in the pot.
Both objects have to be recognised by the vision system. Since each plant is
always checked before passing the vision system, because dead leaves have to be
removed, this procedure is acceptable and hardly affects normal operation.
Because each full grown plant gets a supporting stick and an information label
before packaging, these object don't have to be removed from the plants at a later
time.

3.2 Equipment

A colour vision system is developed to analyse the pot-orchids. The vision system
operates as a stand alone system that gets a signal to start a new measurement via
serial communication from a PLC (Programmable Logical Computer). For each
plant the destination belt is send to the PLC, directly after the measurement cycle is
finished. A 3-CCD colour camera is used to take 4 side images of each plant at
different views. The plant is rotated in front of the camera while moving forward on
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a conveyer belt, using 2 parallel strings that run at different speeds. A second 1-

CCD colour camera grabs a single top view image of each plant. The top view
image is only used to determine the main direction of the plant. Using two parallel
strings, that are operated by a PLC, the plants are aligned at an angle of 45
degrees with the transportiation direction. This way plants can be positioned at
close distances without damaging the leaves. ln a closed cubic shaped box of
about 2 meters wide two lightning units with high frequency tube lightning are
attached to the ceiling. The images are being processed with a 20O MHz PC with
Pentium processor. A Matrox Meteor PCI-bus framegrabber is used to digitise the
images with a spatial resolution of 768.576 pixels in RGB format (red, green and
blue). All software is written in Watcom-C and operates at the MsDos platform.

Image Acquisition

€

Feature Extraction

€€

Figure 1: Schedule of the measurement procedure

3.3 Measurement procedure

ln figure 1 the schematic overview of the software is displayed. ln the top view
image only the main direction is calculated and a the rotation angle is send to the
PLC. All four side images are processed independently and information is
combined after feature e{raction. The segmentration of the colour images is based

0
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on a statistical pattern recognition technique. With representative example plants
the colour segmentation is trained, clicking object pixels with the computer mouse
and indicating to what colour group a pixel belongs. A colour segmentation function
is calculated in the 3-dimensional colour space with a classification tool. From the
image a runcode description of all objects is derived to represent data in a more
efficient manner. From this runcode description the relevant features are calculated.
The measurement features can be divided in two groups. First the group of objects
that have to be recognised and therefor have a Boolean value (true or false): stick,
bud, information label and flower. The other group contains the features that are
used to classifo the plant: volume, width, flower size, bud size, stem length and
flower height. The class and destination belt of the plant are read from a
classification and output table.

4. lmage segmentation

A Paphiopedilum is one of the most difficult type of plants to be analysed with an
image analysis system, because there is a large natural variety in colour and
appearance of the plants. For example a pixel with a yellow colour can either be
part of a leave, a flower or a label. Small buds are hardly visible and flowers can
have an overall light green colour. Segmentation of objects based on the RGB level
of a pixel only is not possible. A two step segmentation procedure is developed to
analyse the side view images. In a first step all pixels are classified as an object
group. In the second step of segmentation information about the neighbourhood
and position of the pixels is added. For the upper image a one step classification of
the pixels is sufficient.

A colour segmentation function is calculated in the 3dimensional colour space
using discriminant analysis t6,71. Statistical discriminant analysis construct
separating surfaces in the multidimensional variable space, such that different
groups are separated. Discriminant axes are calculated so that the projections of
the datia points of the classes on the axes are separated maximally. Two different
versions of this technique are used: linear discriminant analysis (LDA) and
quadratic discriminant analysis (ODA). Wth LDA linear separating surfaces are
calculated, with QDA the surfaces are curved [8]. Five different groups are
identified: background, leave, flower, leave/flower and flower/label. For the first
three groups only pixels with a unique colour are trained. Colour values that can
either belong to a leave or a flower (yellow leave, green flower, etc.) are trained is
the group leave/flower. Colour values that can be part of the information label or a
flower (white, red, etc.) are trained as flower/label pixels. To improve performance
of the clustering algorithm for each object group multiple object classes are defined.
In total 21 different object classes are used, as shown in table 1.
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Colour group Colour classes
background
leave
flower
leave or flower
flower or label

light blue, dark blue, shadow, pot
dark, bright, stick, dark stem, brown stem, green stem
pink, yellow
yellow, dark flower, light flower, dark brown , light brown
red, pink, yellow, blue

Table 1: Definition of colour groups and colour classes for image segmentation

Building the training set for colour segmentation of this type of plant is a elaborate
task. All different colours have to be shown to the system and be trained manually.
Especially the differentiation between pixels that could be part of the flower or a
leave was difficult. lf in the segmentation process large flower areas are identified
on the leaves, a non existing flower would be recognised. Also some orchid
varieties have a shiny surface that could disturb the segmentation process. Finally,
after retraining several times, acceptable results were obtained for the image
segmentation. This is however the first application area for pot plant sorting where
classification results were this low. In table 2 the percentage errors in assigning the
correct class and group are displayed. These data are based on a training set of
200 pixels and a test set of 400 pixels.

Technique Error in class assignment (%) Error in group assignment (%)
LDA
QDA

50.1
32.5

24.6
15.1

Table 2: Enor in colour segmentation with LDA and QDA for 400 data points

Finally the QDA classification technique is applied, because it gives the best
classification results. Information about the region of the pixels and its
neighbourhood is necessary to improve recognition results. This is especially
important for the recognition of the flowers in the image.

5. Object recognition

5.1 Stick recognition

A stick always has a dark green colour, but it has a shiny surface and the light
reflection can be influenced by shadow or differences in lightning. lt is not possible
to have a robust recognition of the stick on colour information only. The
classification results of colour clustering with the procedure of trained segmentation
were unacceptable. With QDA 25o/o oî the pixels of a stick are misclassified in the
test set and 12o/o of the leave pixels are classified as a stick. As a solution a
structural pattern recognition technique is used to recognise the presence of a stick.
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A stick can be seen as a part of the object with on both sides a straight contour and
a specific width. A popular technique to identify the existence of line structures is
the Hough transform. The Hough technique is useful for curve detection if little is
known about the location of a boundary, but its shape can be described as a
parametric curve. lts main advantages are that it is relatively unaffected by gaps in

curves and by noise [9]. The equation for a line is y = mx + c. All possible
combinations of a potential edge-point are transformed from the image space to the
rn-c space. In the m-c space a maximum appears for the pixels in image space that
lie on a straight line.

lmplementation of the Hough-technique for line detection is rather straightforward.
f n a 2-dimensional accumulatot affay the combinations for the m and c-value are
stored. Limits are set for the minimum and maximum values for m and c. In this
case a maximum slope of 45 degrees is set and the intercept with the basis should
be in the image area. A dynamic range of 128 different values in the accumulator
array tor both parameters is sufficient to detect all potential stick parts. In fact two
different accumulator arrays are defined, one for the edges on the left side of the
object and one for edges on the right side. Potential sticks in the image are
evaluated using the maximums in both arrays, using the information of the minimum
and maximum width of a stick. Figure 2 shows an example of an image with a
mature Paphiopedilum and a stick with an overlay of the Hough space. The highest
maximum, corresponding with the stick, and the second for the flower stem are
visible in m-c space.

:.#

Figure 2: Example of a full grown orchid with overlay of Hough space
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A more precise model is necessary to evaluate all potential sticks in the images.
Since the outer ends of the leaves can appear as a shape with the same width and
straightness as a stick, more information of the stick is included in a reference
model to improve robustness of the recognition. As a first step the line description is
used to detect the image pixels that are part of the stick. The position information is
matched with the runcode description of the object. All strokes in the object that
match the position of the line and the width of the object are selected as potential
object parts.

The following model information is checked:

- since a stick is put in the pot, the lowest part of the stick should be in the region of
the image where the flower pot is detected;

- a stick has an unbroken connection from the top to the pot level, this means that
in the runcode at every vertical position an object stroke must exist;

- at the upper point of the stick there should be no connection of a blob in a specific
size range, since this could indicate that a bud is connected and the potential stick
is in fact a stem;

- the outer end of the stick is not sharp, the direction of the edges on both sides of
the stick are calculated and the difference in slopes should be below an adjustable
value.

All potential maximums in the accumulator array are evaluated. All maximums that
correspond with a minimum length of 3 cm are investigated. After evaluation of a
potential stick object, using the matched runcode stroke, the points on the line are
removed from the m-c space.

5,2 Bud recognition

A bud normally has a light to dark green colour and can appear in different sizes.
Buds that are hidden between the leaves cannot be detected and are recognised
by means of the supporting stick and label. Buds that are in a stage that have to be
recognised are connected with a stem. The stem has a brown or green colour. As
with the recognition of the stick, detection on its colour is not possible. Since a stem
is more or less visible as an object with straight contours, each stem will show as a
maximum in the Hough-space. A method comparable with the detection of the
sticks is used to recognise the stem and bud. The information about the
appearance of a stem with bud cannot be modelled as strictly as a stick, since
stems can be bent, have different widths, buds have a different shape and size, etc.
Therefor a more global model with limits to the specific features is applied to
recognise a bud.
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The following modelinformation is checked:

- a potential stem part does not satisff the specifications of a stick;

- since a stem grows from the centre of the plant, the lowest part of the stick should
be in the region of the image where the pot is detected;

- a stem has an unbroken connection from the top to the pot level, this means that
in the runcode a connection with the base level must exist:

- at the upper point of the stem there should be a connection with a blob in a
specific size range, with a certain shape.

As a result of this method all stems with a bud that are visible as a separated object
in the image with a length of 4 cm or more are detected. \Men a stem is found the
size and shape of the bud are calculated.

5.3 Flower and label recognition

Flowers cannot be detected using only the colour of the flower-pixels, since flower
regions can have the same colour as parts of a leave. In most cases however each
flower will have a part that has a unique colour (white edge, red sepal, etc.). The
flower recognition is performed in three steps. First all blobs with a unique flower
colour are detected. These pixels belong to the flower or flower/label class. This is
possible because a label is never present in the region where flowers are expected.
These blobs are used as a seed to grow with all regions that have a possible flower
colour (leave/flower class). In a final step the blobs are analysed based on size,
shape, colour and position. The flower size and height are used to classiff the
plant.

Labels are recognised in the region of the image where the labels can be expected.
\Â/ith blob analysis for pixels that are classified in the flower/label class all labels are
detected. lf a blob with a adjustable size is detected it is concluded that a label is
present.

6. Measuring plant parameters and classification

6.1 Calculation of the main direction

The main direction of a plant is calculated to determine the optimal position to
rearange the plants on the containers. Two different techniques were implemented
to calculate the main direction: (a) moment mathematics to calculate the optical axis
and (b) the recognition of two extreme outer leave points. With the first method an

149



average main axis through the optical centre is calculated using all plant pixels.
\Mth the second method the directions from the two outer points to the optical
centre are calculated. To assure that not two leaves at the same side of the pot are
identified as outer points, a minimum angle of 90 degrees must exist between the
lines from the outer points to the centre. As main direction the average direction is
used. The results for both methods are good for normal plants, but with plants that
don't have a structure with two main leave parts the results with method two are
better. The method with detection of the outer points is finally selected.

ô.2 Measurement of plantfeatures

Depending on the sorting task, different plant features are used for classification.
For sorting of half-grown plants the volume and width are used. The volume is the
average plant area of the 4 side views. The maximum width in one of the 4 images
is defined as the width of the plant. For sorting of plants with a bud the size of the
bud and the height of the upper bud level are used for classification. Mature plants
are sorted on the size of the flower and the height of the highest flower level.

In principle the plant parameters are measured objective and reproducible. The
avenge area of the plant has a deviation of maximum 47o, because of different
positions during rotation. This is acceptable, because the plants are only graded in
three classes, and with sorting of plants always an area of doubt exists. The size of
the buds and flower are the features that cannot be determined accurately. The
variation in position of the bud and flower in front of the camera makes the
difference.

6.3 Plant classificatïon

Basically there are three sorting tasks, with different allocation of the transportation
belts. For sorting of half-grown plants three belts are used to retum plants to the
container in three different size classes. For sorting of plants with difference in
development stage one belt is used for plants without a bud, a second for small
stems and a third for the larger buds. For sorting of flowering plants the plants are
classified at six different heights.

In all classifications task the sorting criteria are adjusted in a two-dimensionaltable.
In the table thresholds for separation of classes can be set. Always a combination
of two features is used, for example flower height and flower size.
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7. Results

7.1 Overall pertonnance

The sorting system is implemented in a period of 6 months and is fully operational
since 6 months. Classification and recognition results are not only based on
research in a laboratory environment, but also gathered in operational
circumstances. The implemented system saves 4% of space on the containers and
only this advantages makes the investment worthwhile. Another advantage are the
estimated 30% lower labour costs. This is mainly due to the fact that because of the
objective sorting the half-grown plants only have to be sorted 2 times a year,
instead of 3 to 4 times.

7.2 Object recognition

The recognition results for detection of sticks are good. A 100o/o accuracy for
recognition of the sticks is achieved. A fialse detection rate of about 0.1% occurs in
one variety with long straight leaves. The results of the recognition of buds are
acceptable. All stems with a bud that are visible as a separated object in the image
with a length of 4 cm or more are detected. All smaller buds are supported by a
stick that is recognised in all c€rses. A problem is the detection of a bud in a plant
with a high density of leaves close to the stem. lf in none of the 4 images the bud
and stem are free from the leave, the stem is not detected. lf a bud is partly
opened, it will be recognised by the colour of the flower. However an enor in
detection is not fatal, because the detection of the bud is assured with the presence
of a stick and a label. This means that even if a large stem is not detected, it will
never be placed at a container for plants with no bud. W|'ren the containers are
sorted again a few weeks later a bud is more opened and the chance of being
recognised is much higher.

The accuracy for recognition of labels is 100%. When a label is present in a pot it is
in all cases detected in one of the four side views. Since a label has a size of about
25 cm2 no false objects are identified as labels. The accuracy for recognition of
flowers is 100% for most varieties. There is however a problem with flowers that
have an overall light green colour. These flowers have no part that has a unique
colour and therefor have no part that can be used as the seed that will grow with
the light green part. Because in the near future the variety with this type of flower
will be eliminated by breeding and reproduction techniques, this problem will be
solved. Except for green flowers all clearly visible flowers are detected and are
ûansported to the packaging belts. That means that no mature flowers are retumed
to the containers, which is definitely unacceptable, because when the containers
are sorted again a few weeks later the flower has probably finished blooming.
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Gonclusion

A sorting system for Paphiopedilum has been developed and is operational for six
months in a Dutch greenhouse. This type of pot plant has a large variety in colour
and appearance and is one of the more difficult plants to be sorted with a vision
system. With two colour CCD cameras of each plant in total four side view images
and one top view image are taken. The system performs objective measurement of
size, orientation and height. Also specific recognition tasks for stems, buds and
flowers had to be implemented. In general vision systems perform better as
humans in objective assessment of geometric and density parameters, but humans
are still superior to computers in specific recognition tasks. To improve the
recognition performance for small and hidden buds, manually a stick and
information label are placed.

Both statistical and structural pattem recognition techniques are implemented to
solve the classification and recognition tasks. Quadratic discriminant analysis is
used as pattem recognition technique for the image segmentation. The typical
shape of a stick and a stem are recognised using the Hough transform and a model
based recognition with a formal description of both objects. Flowers are recognised
using the unique colour of a part of the flower. The unique coloured part is used as
a seed to identify the whole flower. Based on the typical shape of the plants, with
two opposite leaves structures, the optimal position of the plants on the container is
determined. The plants are oriented in this position to minimise the empty space on
the containers.

The recognition results are good for flowers, sticks, buds and labels. Only problems
occur with the detection of light green flowers. This problem ærn be solved with
development of a specific structured recognition technique, but will not be
implemented because the problem will be eliminated with new reproduction
techniques. The estimation of flower and bud size is influenced by the orientation of
the object towards the camera, and this can in some cases result in a
misclassification of larger buds that are just ready to be sold. Altogether the sorting
system saves 4o/o of space on the containers and a reduction of the labour costs
with 30% is achieved for the sorting process.
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Abstnct: ln the domain of aftificial vision, many applications are based on the
discrimination of qualitative groups frcm features that are extracted from numeic images. ln
such situation, either disciminant analysis or multilayer perceptron network (MLPN) are
very often used. Probabilistic neunl networks (PNN), can be a relevant altemative to
MLPN. They offer the advantage to cope with non-lineaity and they are based on relevant
statistical rules. PNN fol/ows the Bayesian approach, in which the aftibution of an unknown
obseruation into a qualitative group depends on the conditional density probabilities
associated to each group. They give a heuristic making it possible to estimate these density
probabilities from the data of a training set. An example of application r.s shown, that deals
with the discrimination of seed species from their numeric images. In this expeiment, 2400
seeds of 4 species were studied. The collection was divided into a training and a validation
sef of respectively 1600 and 800 seeds. 73 features were extracted from the images.
Sfepwise disciminant analysis allowed the selection of 4 variables among the 73 available
ones. MLPN and PNN werc compared. MLPN incorrectly classifred 44 and 28 seeds of the
training and fesf sefs respectively. PNN gave 17 and 19 misclassiftcations on the same data
sefs.
Keywords: Probabilistic neural networks, aftificial vision, seed, artificial intelligence,
bayesian sfafisfics.

Résumé : Dans le domaine de la vision artificielle, de nombreuses applications sont
fondées sur la discrimination de groupes qualitatifs à partir de paramètres extraits d'images
numériques. Les analyses discriminantes ou les réseaux de neurone multi-couche sont très
souvent utilisés pour cela. Des réseaux de neurones probabilistes peuvent être une
altemative intéressante aux réseaux de neurones multi-couche. lls ont comme avantage de
répondre au problème de non-linéarité et ils sont fondés sur des règles statistiques. Les
réseaux de neurones probabilistes suivent une approche Bayesienne dans laquelle
I'attribution d'une observation inconnue à un groupe qualitatif dépend de la densité
conditionnelle associée à chaque groupe. Une heuristique peut être développée pour
estimer cette probabilité à partir d'un lot d'entraînement. Un exemple d'application est
donné. ll est lié à la discrimination d'espèces de graines à partir d'images numériques.
Dans cet exemple, 2400 graines de 4 espèces sont étudiées. La collection est divisée en
un lot d'entraînement et un lot de validation faisant respectivement 1600 et 800 graines. 73
paramètres sont extraits des images. Une analyse discriminante pas à pas permet la
sélection de 4 variables sur les 73 disponibles. Les réseaux de neurones multi-couche et
probabilistes sont comparés. Le réseau multi-couche classe de manière inconecte 44 et28
graines des lots d'entraînement et de validation. Le réseau probabiliste donne 17 et 19
mauvaises classifications sur les mêmes lots des données.
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1. lntroduction

In many applications, artificial vision is used for the prediction of the category
membership of a set of samples from the information that can be extracted from
their digitised images. This is the case for example for the grading of agricultural
products such as fruit and vegetables, flowers or meat products: the samples are
classified in quality classes from the processing of the acquired images. Such
applications generally involve two main steps.

The first one consists in extracting a feature vector from the studied images. This
vector x includes information such as shape, colour and texture features and is
supposed to be representative of one studied sample. The feature vectors of the
whole sample collection, including many observations, are gathered in a matrix X
dimensioned n x p, where n is the number of observations and p the number of
measured features. The goal of the second step of the application is to find a
procedure able to predict the category membership of a given observation from its
feature vector. The applied leaming procedure may be either unsupervised or
supervised. Supervised leaming, an aspect of which is presented here, refers to a
suite of techniques in which a priori knowledge (or assumptions) about the category
membership of a set of samples is used to develop a classification rule. The
purpose of the rule is to predict the category membership for new samples (Sharaf
et al., 1986). The classification rule is developed on a training set of samples with
known classiftcations. The model can then be tested on a validation set, which also
includes samples with known classifications, but which were not used for
developing the classification rule. Linear discriminant analysis (LDA) (Tomassone
et al, 1988) is one of the best known supervised leaming approach. However, LDA
has several limitations. In particular, it makes the assumption that the decision
frontiers of the available populations are hyper planes. This assumption is not
usually met, for example when the studied population has a non-convex
distribution.

Numerous methods have been proposed in order to cope with such problems.
Neural networks are based on parallel distributed processing (McOlelland and
Rumelhart, 1986). The most common neural network architecture is the multilayer
perceptron system, using the well-known back-propagation algorithm as a leaming
rule (Wdrow and Lehr, 1990). The method has proven to be useful in the domain of
artificial vision. Multilayer perceptron networks (MLPN) however present some
drawbacks. The leaming phase of MLPN can be very long. \Mren the system has
been developed, it is uneasy to update it by adding new observations in the training
set. Moreover, as the knowledge of such a system is distributed in the weights
associated with the inputs of each neurone, it is almost impossible to understand
the behaviour of the system. From examining a trained MLPN, it would be very
difficult to identiff the variables that play the most important role in the
classification. The probabilistic neural networks (PNN) (Specht, 1990) do not
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present these drawbacks. They are based on the Bayesian rule, which gives them
a clear stratistical foundation. The involved heuristic is simple and makes it possible
to adapt MLPN to new problems and situations. The purpose of the present
communication is to give the principle of PNN and to show how this neural system
can be used in the domain of artificial vision. The illustrative examples are about the
discrimination of the seed species from their digitised images.

2. Principle of probabilistic neural network

2.1 Bayesian rule

PNN can be seen as a heuristic making it possible to apply the Bayesian rule. We
will begin presenting PNN in an intuitive fashion. A clear and more complete
presentation of PNN can be found in the book of Masters (1995).

Figure 1: Example of biplot of two representative vaiables

Let us suppose we have observations belonging to one among two quality classes.
Each observation (or pattem), is described by a vector x which is the result of the
measurement of several variables. In the example presented below, x will be a
vector of characteristics extracted from the digitised images of seeds (such as the
length, the width, the texture features, etc). ïhe quality classes of the observations
will be the seed species. An imaginary example is shown on figure 1, in the case of
two predictive variables.

Squares represent the points of group 1 and circles represent those of group 2. An
unknown observation, represented by + is to be classified in one of the two groups.
The situation presented on figure 1 can not be satisfactorily handled with LDA
which assesses a single centroid for each group. As the group 1 is split into two
sets, it will be impossible to find a single representative pattem for the group 1.
Neural networks, which follow a non-linear approach, are able to cope with non-

Group 1
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linearity. The Bayesian method is illustrated on ftgure 2, with an imaginary example
about seed discrimination. Let us suppose that a single variable (say the length of
the seed) is used for the classification of each seed in one among 3 species. The
species t has two typical morphologies and can have two typical lengths
conesponding to very large or very small kernels. lf we have many samples on the
leaming set, it is very easy to establish the histograms of the lengths of the seeds
for each species. For each class of length, an observed probability can be
assessed. For classifoing an unknown seed, it is possible to measure its length and
to estimate, from the histograms, the probabilities of the seed to belong to the
different species. In the example, 3 probabilities, p.,, p, and pg €n be estimated.

lnâgtnaryempb:
dbcrtnlndon ot 3sed6 ttd|t tùslt l6glrr

ProbaUllV
Sfôd6 f

Spêda! 2

SFæla! 3

Ths ræd !E dælnsd ln t||o cpoclG ghtùrg tlE hbhcd
prebaUlhy

Figure 2: lllustration of the Bayesian approach on an imaginary example

The more relevant rule of decision consists in supposing that the seed belong to the
species conesponding to the highest probability (species 3 in the example). In fact,
this rule is only the best if we suppose that the 3 species are equiprobable in the
studied natural population of seeds. As, in general, the natural proportions of the
quality groups are not known, this assumption will be taken. The proposed rule of
decision is, in principle, very simple. However, its practical application is slightly
more difftcult. The more critical point is that the histograms associated to each
group are to be assessed from the observations of the leaming set. For example, it
is clear that if the class intervals are narowed, the histogram could be very badly
shaped, with some classes of length even not represented. lf we use the proposed
rule of decision, we will be, of course, unable to classiff a seed the length of which
lies into a class of null probabilities. The problem is accentuated if we use more
than one variable for classifoing the samples. For example, if the seeds are
classified by using two variables (the length and the width), the histogram is two-
dimensional and the risk to have a pair of values not observed in the leaming set is
important.
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2.2 Architecture of Probabilistic Neural Network

PNN gives a practicalway to smooth the histograms in order to avoid this problem.
The principle is illustrated on ftgure 3, for a one-dimension problem. The method
first requires the definition of a potential function or weight function W(d). In
principle, many functions can be used. They must only respect some conditions.
They must have their largest values at d = 0 and rapidly decrease as the absolute
value of d increases. In practice, the Gaussian function is almost always used. The
(unnormalised) Gaussian function is given by:

w(d) = e-d'

d is some distance measurement between an observation x, of the learning set,
and x, a point in the considered vector space. In the one-dimension case, d can
simply be the absolute value of the difference x - x,divided by a smoothing factor o

I X-Xi I

d(ax) = 5

The role of the smoothing factorwill be later explained.
The smoothed histogram (more exactly the probability density function) of a given
group k is proportional to the sum of the weight functions conesponding to the n*

observations belonging to this group:

1n
f (xlk) = 1)ôoç)W[d(x,x,)]

n*Ei

ô.(i) takes the value 1 if x, belongs to the group k, and 0 otherwise.
This method is applied for assessing the probability density function of each group.
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Figure 3: Estimation of probabiltty densrty by using a weight function

It is clear that, providing that the weight function is conectly chosen, the method
gives a way to estimate the probability functions from the data of the leaming set. lt
must be noticed that the shape of the weight function plays an important role. lf it is
very (narrow>, the assessed density functions will be very inegular. On the
contrary, if the weight function is very <<large>, the density function will be very
smooth. The value of the smoothing factor o regulates the extent of the functions.

Architecture of a probabilistic neural network

Input vecîor of variables of the unknown païem

Disûibution neurons

This layer contains the pattems
from the leaming set
Assesses the distance
Retums the \relue of the aciivation
funciion.

Summaton neutons

Thresholding neuron
Rêtum the number ot the dass
gMng the highest sum.

Figure 4: Architecture of probabilistic neural network
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Figure 5: Organisation of an activation neurone

The problem is then to optimise the value of o in order to obtain the best
classification results. This can be obtained from the application of PNN. A typical
PNN architecture is shown on figure 4. The system includes 4 layers, which are of
heterogeneous nature. As in MLPN, the ftrst one is a distribution layer. Each of the
input conesponds to an element of the feature vector x. The second layer is able to
assess the weight functions, which is, using the vocabulary of MLPN, the activation
function. The number of neurones in the second layer is equal to the number of
observations in the leaming set. Each activation neurone indeed conesponds to a
given observation of the leaming set. lt is necessary to give some details on the
inside organisation of the activation neurones (figure 5). Each activation neurone
contains the feature vector x, of an observation of the leaming set (leaming pattem).
The inputs of the neurone are the values of the elements of a feature vector x of
some other observation. The neurone assesses the value of the distance d(x, x,)
and then \Md(x, x,)1. The third layer is devoted to the summation of the outputs of
the preceding layer. There are as many summation neurones as quality groups to
be identified. The connection between the activation and summation layers is
particular. An activation neurone conesponding to an observation of a given group
is only connected to the summation neurone of this group. The outputs of the
summation neurones are therefore the functions f(/k) defined previously. The last
layer includes a single neurone. This unit compares the results of the summations,
and returns the number of the group giving the highest value.
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2.3 Learning step

\Â/hen, as usual, the feature vector is multi-dimensional, the distances can be
assessed from:

p ( - -- \2
d!(x,x,)=>l ryl*=i\ 6 i* )

where d'(x,4) is the distance of an unknown observation x to a learning pattem 4
belonging to quality group i, p is the number of variables.

When knowing di(x,\), it is possible to assess the conesponding weight W[d(x,x)].
It is then easy to assess the probability densities f(x/k) for each qualitative group k
according to the formula given previously. The problem is to find the values of the
smoothing factors os which give the best classification results. lt is possible to
develop 3 models of increasing complexity. The simplest one consists in having a
single smoothing factor for all the variables and all the quality groups. The second
one assesses a smoothing factor for each variable (p smoothing factors). The more
complex one includes a different smoothing factor for each quality group and each
variable (p x g smoothing factors, with g the number of quali$ groups).

The optimisation of the smoothing iactors is achieved by using an iterative
approach, very similar to that used in MLPN for the assessment of the weights. At
first, the smoothing factors are set at an initial random value. An iteration includes
several steps:

- Random Selection of a pattem of the training set.
- Presentation of the selected pattem as an input of the PNN.
- Calculation of an enor that estimates the accuracy of the cunent model.
- Slight Modification of the vector o in order to reduce the enor.
- Continuing the process until some stopping criterion is met.

The activation neurones that conespond to the currently selected input pattem are
temporally removed from the activation layer.

It is easy to develop an efficient enor criterion from the outputs of the summation
neurones. lt can be assessed from:

e(x) =tr- f (xtk)1, +zl.f (xt jlz
j#k

For x actually belonging to group k.
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This criterion simply means that the best results consist in having a value of the
density probabili$ function f(x/k) equal to 1 for the output conesponding to the
expected class and 0 for the other outputs.
As the error criterion e(x) is of a continuous nature, many optimisation techniques
can be employed for optimising the vector o . In our work, we have used an
iterative optimisation method, the well known conjugate gradient algorithm ( Specht,
1990;. Schioler et al., 1992).

3. Examples of applications

Before their commercialisation, seed batches must be controlled in order to assess
their quality and to guarantee that they are not contaminated with foreign material
and adventitious seeds. The examination of the batches is cunently performed by
human visual assessment. lt was therefore interesting to investigate the
potentialities of artificial vision as an altemative to the human expertise. The
.presented example has been published elsewhere in more details (Chtioui, 1997;
Chtioui et al., 1996, 1997). The relative interest of MLPN and PNN architectures
was compared.

3.1 Material and methods

Samples of four species were provided by a French national seed station (Station
Nationale d'Essais de Semences, Beaucouzé, France). The studied species were
two adventitious seeds (namely wild oats and rumex and two cultivated seeds (red
fescue and perennial rye grass). The objective of the experiment was to attempt
discriminating seeds from their digitised images.

The seeds were placed in the field of a CCD colour camera in random orientation
and in non-touching position. The numeric images were formed o1512 x 768 pixels
and represented a spatial resolution of 6 x 9 cm. ln this way, the images of 600
seeds were acquired for each of the four species. Applying a median filter reduced
the noise of the images. An algorithm of binarisation was used for extracting the
images of the seeds from the background.

In order to characterise individual seeds, 73 features were measured on each seed.
These features included 25 size and shape parameters, and 48 texture features
(16 x 3 colour channels).

3.2 Mathematical proce:ssing and classification by neural
networks

The results of the measurements were randomly gathered into two matrices: a
matrix of sire 1600 x 73 for the training set and one of 800 x 73 for the test set. As
some variables may have no predictive ability, it was necessary to select a subset
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of relevant variables before using the neural networks. This selection was
performed by stepwise discriminant analysis (SDA) (Romeder 1973). SDA is able to
order the variables according to their discriminant abilities.

The 4 selected variables were the inputs of the tested neural networks, MLPN and
PNN. The MLPN had four inputs, one hidden layer with four units and four outputs.
Each output conesponded to one of the four qualitative groups representing the
seed species. The activation function was the sigmoid. The PNN models were
implemented with standard Gaussian function as activation function.

3.3 Resulfs

SDA made it possible to select 4 variables from the 73 measured ones. The
selected variables were two shape features (elongation and length) and two texture
features (blue channel skewness and long run emphasis of the blue channel).
Elongation is the ratio of the width to the length of the seed. Blue channel skewness
characterises the degree of asymmefy of the grey level histogram of the blue
channel. The long run emphasis of the blue channel is an indication on the
homogeneity of the texture. lt gives a high value for a homogeneous texture.

MLPN and PNN were applied with these variables as inputs. On the training set
both methods gave satisiactory results, with 97.6 and 98.9 percent of conect
classifications. The more important results, which were the result of classification
on the verification set are shown on table 1. On this table, the row indicates the
actual nature of the seed, and the column the species predicted by the networks.
For example, in the case of MLPN, 15 seeds of rye grass (among 200) were
misidentified as red fescue. The wild oat and rumex species were well identified.
However, PNN performed better than MLPN. MLPN inconectly classified 28 seeds,
whereas PNN gave only 19 misclassifications.

Table 1: Compaison of the classification results obtained with multilayer
perceptron and with probabilistic neurones networks (verification set)
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M ultilaver perceptron network Probabilistic neurones

Actualspecies Red
Fescue
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Grass
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Oat

Rumex Red
Fescue

Rye
Grass

wtd
Oat

Rumex

Red Fescue 188 12 195 5

RyeGrass 15 185 '14 186

\Mld Oat 1 199 200
Rumex 200 200



Conclusion

ln our studies, and in many other situations not presented here, PNN performed as
well or slightly better than MLPN. PNN seems to present several advantages in
comparison with MLPN. MLPN requires that the user a priori defines the network
topology. ln particular, it is necessary to choose the number of neurones in the
hidden layer of MLPN. This choice is rather arbitrary, and may lead to many
experiments for determining the optimal number. The most interesting aspect of
PNN is that the applied statistical rules are easy to understand, and bridge the gap
between the distributed processing approach followed in the domain of artificial
intelligence and the more traditional statistical approach. However, a drawback of
PNN comes from the fact that there are as many activation neurones as
observations in the training set. We have attempted to reduce this drawback by
using a few numbers of weighted activation neurones (Chtiouiet al., 1996).
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Abstract Grading pistachio nuts using machine vision in conjunction with pattem
rccognition techniques, including neural networks, offers many advantages over the
conventional optical or mechanical softing devices. When neural networks are used as
pattem c/assrfers, the sofling device can be equipped with a training option through which
the machine can be trained for rccognizing new grades or for different products. The main
objective of this research is to compare the ditrerent classifrcation schemes for classifying
pistachio nuts into four c/as.ses of "Grade One" (G1), 'Grade Two" (G2), "Grade Three'
(G3), and "Unsplit" (UN). Methods used for classifrcation arc sting matching technigue,
fourier desciptor method, gny level histogram method, multi-layer neural network, and
multi-structure neunl netwotk. The discrimination power of the individual set of features for
separating the four c/asses was investigated using Gaussian c/assrfers. Features
considered are gray levels, morphological features and fourier descriptors. Ditrerent feature
selection methods including foruatd selection, baclouard elimination, Fisher criterion, and
graphical analysis were applied. The selected features were used as input to different
c/assders such as Gaussian, Decision trees, Multi-layer neural networks (MLNN), and
Multi-structure neural networks (MSNN). The MSNN c/assders were the most suitable
method for this multi-category classiftcation problem. ïhese classfers leamed their input-
output mapping faster and were more robust compared to the MLNN c/assrfers.

Keytords: Neural networks, pattem recognition, pistachio nuts, classification.

Résumé : L'agréage de noix de pistache utilisant des systèmes de vision combinés à de la
reconnaissance de formes incluant les réseaux de neurones présente de nombreux
avantages par rapport aux procédés optiques ou mécaniques conventionnels. Lorsque les
systèmes à réseaux de neurone sont utilisés comme des classifieurs, I'appareil de tri peut
être équipé d'une option d'apprentissage qui permet à la machine d'être entraînée à
reconnaître de nouvelles qualités ou différents produits. Le principal objectif de cette
recherche est de comparer les différents schémas de classification pour classer les noix de
pistache dans 4 classes : classe 1 (G1), classe 2 (G2), classe 3 (G3) et fermées (UN). Les
méthodes utilisées pour la classification sont basées sur du "string maching" et
descripteurs de Fourier, la méthode des histogrammes de niveau de gris, les réseaux de
neurones multi-couche et les réseaux de neurones pluri-struclure. Le pouvoir de
discrimination des ensembles de paramètres individuels pour identifier les 4 classes est
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analysé à partir des classifieurs Gaussiens. Les paramètres considérés sont les niveaux de
gris, les paramètres morphologiques et les descripteurs de Fourier. Différentes méthodes
de sélection des paramètres incluant la sélection pas à pas, l'élimination pas à pas, les
critères de Fisher et I'analyse graphique sont appliquées. Les paramètres sélectionnés sont
utilisés comme entrées dans différents classifieurs, tel que classifieur Gaussien, arbre de
décision, réseau de neurones multi-couche et réseau de neurone multi-structure. Le réseau
de neurones multi-structure est le plus facilement applicable pour ces problèmes de
classification multi-catégorie. Ces classifieurs apprennent leur cartographie entrée/sortie
plus rapidement et sont plus robustes comparés aux classifieurs réseau de neurones multi-
couche.
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1. lntroduction

Inspection and grading of pistachio nuts by machine vision is an attractive
alternative to conventional methods because it offers the potential for high speed,
non-destructive classification of the nuts using a single machine. The continual
improvement of price/performance of digital computers has made it practical to
automate visual inspection in many areas. Much of the on-going research in food
and agricultural processing is focused on the application of machine vision to
quality control. Examples include maturity detection of peanuts, sorting of dried
prunes, and potato inspection. These industries are extremely competitive, hence
efficiency and quality are primary means to increase market share and profit.
Automation is not a luxury in these industries, but an essential requirement.

Cunently, on-farm separation of split from unsplit pistachio nuts is accomplished by
flotation methods. The United States Department of Agriculture (USDA) standards
for pistachio nuts designate size grades of "Extra Large", "Large", "Medium", and
"Small" for these nuts. Grading pistachio nuts using machine vision in conjunction
with pattem recognition techniques, including neural networks, offers many
advantages over the conventional optical or mechanical sorting devices. Multiple
sensors can be used to gather the necessary information from the nuts and send
suitable signals to a computer where they can be decoded for multi-category
classification. lmage processing algorithms can be used to extract higher-level
information from the input signals for improved classification performance. The
classification parameters can be easily modified to take into account annual
variations in the product. \Men neural networks are used as pattem classifiers, the
sorting device can be equipped with a training option through which the machine
can be trained for recognizing new grades or for different products.

An extensive literature search and direct communication with industrial sources
have indicated that no pattern recognition machine or neural network-based system
has been used for sorting or grading of the pistachio nuts. Bench-mark studies are
thus needed to develop an efficient and a practical machine vision-based method
for grading pistachio nuts. Research must be conducted to determine suitable
image features and proper classification methods for accurate grading of pistachio
nuts.

The main objective of this research was to study the feasibility of classiffing
pistachio nuts into four classes of "Grade One" (G1), "Grade Two" (G2), "Grade
Three" (G3), and "Unsplif' (UN) using a machine vision system. Specific goals
were:

-to investigate the feasibility of classiffing pistachio nuts into their appropriate
classes using the selected features by (a) Designing or selecting appropriate
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statistical pattem classifiers and (b) Designing suitable multi-layer neural network
based classifiers;

- to compare the performance of the applied classifiers and determine an efficient
classifi cation technique.

2. Background

Machine vision is a technology that has arisen from a union between camera and
computer. A video camera acts as an eye to a machine vision system [1]. Analog
signals generated by the camera are digitized into a sequence of numbers and
stored as an image in the computer. lmage processing algorithms are used to
extract a pattem from the image to represent the object. The pattem is classified by
a classification algorithm, which in tum may generate a signal to activate an
actuator to direct the object into its proper route.

An image is stored in a computer memory as an aray of numbers that may contain
over 300,000 elements. Therefore, image processing and/or image analysis
algorithms are applied to the gray scale images to extract some quantitative
information known as "features". The features are used as inputs to a classification
algorithm to determine the class of the object. A complete survey of shape
algorithms for analysis is given by Pavlidis [2,3]. He distinguished two main
categories of image extracted features, namely, extemal and intemal features.

Extemal image features are those type of features which encode the boundary
information (Pavlidis 1978). Examples of extemal image features are morphological
features, Fourier descriptors, boundary chain code, and boundary sequences. The
intemal image features are obtained by analysis of the pixels within the boundary of
an image. The location of a pixel and its gray level may play an important role.
There are many different types of features that may be considered for different
applications. Moments, textural features, and gray-level histograms are examples
of intemal image features.

2.1 Feature Selection

The performance of a classification system depends chiefly on selecting an
appropriate set of features which best describe their associate classes.
Mathematicalfeature selection techniques are classified into two major categories :

(1) feature selection in the measurement space, and (2) feature selection in the
transformed space. The methods in the first category are refened to as "feature
selection" and the methods in the latter category are known as "feature extraction"
methods. Feature extraction methods include lnterclass/lntraclass. fonnrard
selection, and backward elimination methods.
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2.2 Classifiers

Classifiers are algorithms implemented on digital computers for purposes of
classiftcation. Classification algorithms are developed and applied in two stages. In
the first stage, called the training stage, the required classification parameters are
estimated ftom a set of pattems called the "training sef'. During the second stage,
called the test stage, the algorithm uses the parameters to determine the class of a
new set of pattems called the "test set'. Once a classifier gives an acceptable
accuracy for the test data, it can then be used for the real world applications.
Examples of classifiers are the Bayesian classifier, Discriminant function classifier,
Nearest neighbor classifier, Minimum distance classifier, and Decision tree
classifier.

2.3 Neural netvYork c/assifrers

Artificial neural networks are synthetic networks inspired by the biological nervous
system found in living organisms. Due to the limited knowledge available about the
nervous system, the conespondence between these systems and artificial neural
networks is still rather weak. Neural networks leam to perform a specific task.
Leaming in a neural network is accomplished by a systematic procedure for altering
the connection weights in order to reduce the network erors. Leaming is performed
in either supervised or unsupervised mode. ln supervised leaming the desired
response for an input is provided to a "teache/'. The teacher implements a reward-
and-punishment scheme to adapt the network weights. ln unsupervised leaming,
the desired response is not known and the network must discover possible existing
pattems, regularities, separating properties among its inputs.

2.4 Multi-layer neural networks

Multi-layer neural networks are created by cascading neurons in layers. Continuous
activation functions such as sigmoids are used in the neurons. Here, the input
vector feeds into each of the neurons in the first layer. The outputs of the first layer
feed the second layer neurons and so on. Often the neurons are fully
interconnected between the layers and flow of information is from the inputs toward
the outputs (feedforward). lt has been demonstrated that two-layer feedforward
networks are capable of forming a close approximation to any nonlinear decision
boundary [4]. However, many problems are solved more efficiently using 3-layer
networks [5,6].

2.5 Back-propagation training for MLNN

Error back-propagation is the most common training algorithm for MLNN. ln this
training procedure the network weights are randomly initialized with small values,
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usually between 0.0 and 1.0. Then the inputpattems and theirdesired outputs are
sequentially submitted to the network. lf the output of the network for a pattem is
not equal to the desired output, the connection weights are adjusted to reduce the
network enor. The weights are adjusted from output layer through the hidden layers
toward the inputs.

2.6 Application of MLNN classifrers

Neural network classifiers are being considered and applied for quality inspection of
different agricultural products. Elizondo et al. [] presented two neural network
models for predicting the flowering and physiological maturity of soybeans. Delta
leaming rule and back propagation algorithm were used to train a three-layer
network. The models performed well in predicting the phonology of soybean crop.
Other examples include the neural network modelfor determining the maturity level
of green tomatoes [8] and that for determining the maturity level of green tomatoes
at harvest [9].

Park and Chen ['10]applied different neural network models to develop an accurate,
reliable, and economical sensor for on-line inspection of cadavers and detecting the
infected carcasses at poultry processing units. They used spectral reflectance data
obtained by a diode anay spectrophotometer as the discrimination features. They
compared feedforward back-propagation, self-organization map with back-
propagation and counter-propagation methods with classical discrimination
methods such as multiple linear regression, closest cluster mean, k-nearest
neighbor, and principle component analysis with Mahalanobis distance.
Feedforward back-propagation network was also superior to these classical
classifiers.

Dowell [11] used a feedforward neural network for classification of damaged and
undamaged peanut kernels. The spectral reflectance from 400 nm to 700 nm in 10
nm intervals were used as the recognition features. Sayeed et al. [12] used
feedfonryard neural network to develop a methodology to evaluate quality of a snack
product through nondestructive analysis. Inputs to the network included visual
texture and morphological characteristics. Stepwise linear regression was used to
reduce the number of features. The neural network was shown to predict the
sensory attributes of the snack with a reasonable degree of accuracy.

3. Methods and materials

A sample of pistachio nuts was manually sorted into four classes of "Grade One",
"Grade Two", "Grade Three", and "unsplit nuts". The images of the nuts were
captured using a Macintosh-based machine vision system. Classification features
including morphological features, Fourier descriptors, and gray-level histograms
were extracted from the images using image processing softrarare. The potential of
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the features for classification and capabilities of various classification schemes in
recognizing the four classes were investigated.

The extracted image features, after being put in proper file formats, were used as
the inputs to Gaussian classifiers to investigate their potential in recognizing the
different classes of nuts. The Gaussian classification of the features was performed
using the DISCRIM procedure of SAS [13] software which was installed on the
VAXA/MS computer. Then, based on the primary classification results, various
feature selection methods were applied to the features in order to select an
optimum subset of features for this classification problem. The selected features
were then used as inputs to different classification schemes such as Gaussian,
decision trees and two types of multi-layer neural networks. Details on the
Gaussian and decision tree and MLNN classifter are available [14,15]. The MSNN
is presented below.

3.1 The MSNN classifier

A MSNN classifier consists of C parallel discriminators conesponding to the C
classes followed by a maximum selector (Fig. 1). Each discriminator (Fig. 2) is a
multi-layer feed-forward neural network with multiple inputs but only one output.

Class ofthe
pattern

Input
pattern

Figure 1: TypicalMSNN for four-class classification
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Input
lst layer

Figure 2: Typical disciminator of a MSNN

The intemal structure of a discriminator depends on the complexity of the input
pattems. In this research multi-structure neural network (MSNN) classifiers were
applied to recognize the four classes of pistachio nuts. An MSNN class discriminator
is individually selected and trained. The procedure for selecting a network topology,
a proper leaming rate, and training the MSNN discriminators are the same for
MLNN. However, to maintain a smaller network for the discriminators, the number of
neurons in the hidden layers of a discriminator are increased only if the addition of a
neuron causes a significant increase in its classification performance. The
discriminators are trained to respond "high" (+11 to the pattems belonging to their
own class, and to respond "low" (-1) to the pattems belonging to other classes.

In this method of training which is refened to as "bias training", the training set
consists of more pattems of the class of that discriminator and less pattems of other
classes. With bias training, the discriminators more rapidly leam their input pattems
and their ability in detecting the pattems of their own class increases and
subsequently decreasing the probability of enor of the discriminators.

fn this study the training set consisted of 12O pattems from the discriminato/s class,
and 12O pattems (40/class) from other classes ananged in an altemate form. After
training all of the discriminators using a particular set of features, the weights of the
trained discriminators were saved in separate files. For testing the MSNN, a UNIX
shell script was used to send the test pattems to the trained discriminators and
reroute their outputs to the maximum selector.

3.2 Computational complexity calculations

3.2.1 Computational complexity for Gaussian classifier

ln calculating computational complexity for Gaussian classifiers, it was assumed that
the covariance and its determinant. and the mean for each class. were determined
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using the training set and were stored in the computer memory. The Gaussian
classifier is given as:

p(Xlor,) = \.*il-*(X-Fr,)'2;'1X-p,)l (1)

where

l!=
(zn)''" lx,l"'

ln Eq. (1) the parameter k; is constant for each class and, for computational
complexity measurements, it was assumed to be stored in computer memory. The
bracketed term in Eq. (1) consists of following: a constiant number, 0.5, an N-

dimensional row vector ((X-p,)t), an NxN square matrix tI,'), and a 1xN
column vector ((X-p,)). Multiplication of these terms requne g2 + N +1,)

multiplication operations. Here N is the number of features in the input pattern X.

The number of multiplications for calculating ex is calculated using the series
approximation (Kreyszig 1 988):

2t

(2)

n!
(3)

(4)

Since the denominators are constant they can be stored in computer memory and
the Eq. (3) reduces to :

Pr Pz P: Pn

where (5)

P; = i!, i:1,2,""n

The above approximation requires (Zn-'l) multiplications. ln calculating the time
complexity, the first 10 terms (six digits accuracy) of the series were used, so that

approximating d required 19 multiplications. With this analysis the computational
complexity, TCg,for Gaussian classifter (Eq. 1) is given by

TCu = C(N2 +N + 2l) (6)

where C is the number of classes. As an example, when a three-feature (/\l=3)
pattem is used for a three-category (C=3) classification, a Gaussian classifier
requires 99 multiplication operations for classifuing this pattem.

3.2.2 Computational Complexity for MLNN and MSNN

For a MLNN shown in Fig. 2, the computational complexit!, TCm for a threeJayer
neural network can be defined as:

TÇ :N'', +\z +N,, +\n
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where Nm1, Nm2, N1719 are the number of multiplication operations in the first,
second and third layers, respectively, and Npn is the number of multiplications
taken place within the set of neurons. Since the neurons use the activation function
(sigmoid)), each neuron requires two multiplications and one ex approximation (19
multiplications). Considering a bias input to each neuron in addition to the other
inputs, so Eq. (7) may be refined as:

rC, = [(N + lXLl)] +[(L1 + lXL2)] +I(Lz+ l)(L3)l + t\(2t)l (8)

where Ll, 12, and L3 are the number of neurons in the first, second, and third layers
of the network, respectively, and Np is the total number of neurons in the network.

As an example, the MLNN shown in Fig. 2 has three input features (/Ë3), three
neurons in the first layer ([1=3), five neurons in the second layer (L2=5), and three
neurons in the output layer (t3=3). Substituting in Eq. (8), this network requires 281
multiplications for classiffing one pattern. An identical procedure can be used for
calculating the computational complexity of individual discriminators in a MSNN
classifier. The summation of computational complexity of the discriminators was
taken as the complexity of that MSNN classifier.

4. Results and Discussion

4.1 Comparison of Classlfrers' Pertormances

The average classification performance and the time complexity of the classifiers using
selected features are summarized in Table 1. lt can be seen that the classifiers'
performances were very close to each other and they ranged from 81.1To to 95%. The
MSNN classifiers had the highest performances and were closely followed by the MLNN
classifiers. In terms of computational complexity, the decision tree classifiers required the
minimum, and the MSNN the maximum, computationaltime.

Features GL-5ô & A FD's & A
Classifiers
Gaussian
Tree
MLNN
MSNN

Performance Complexity Performance Complexity

x 320 x 385

Computational complexity is in terms of the number of multiplications

Tabte 1: Compaison of pertormance and computational comptexity" of the
c/assrfers using GL-56 & A and 7FD's &

178



4.2 Pertonnance of Gaussian classifrers

These classifiers are based on the assumption that the individual features in a class
are normally distributed. Thus when observations are concentrated near the mean,
they are better classified by Gaussian classifiers. However, when the spread in
data increases, or when the classes' distributions deviate from normality, the
classification performance of these classifiers degrades.

In the experiments with classification of pistachio nuts, it was noticed that G2, with
its tight distribution, was better estimated by the Gaussian than by any other
classifiers. This classifier did not, however, have high performance in recognizing
G1 and G3, because their distributions deviated highly ftom normal. ïo explain this
in more depth, consider here a sample of split pistachio nuts. The sample naturally
contains various amount of small, medium, large, and extra large nuts. The whole
sample can be approximated by a normal distribution function. The portion of a
hypothetical normal distribution of the split pistachio nuts that contains G1, G2 and
G3 is presented in Fig. 3. The small and the large nuts lie on the extreme side of
this distribution and clearly they do not have normal distributions. ïherefore a
Gaussian will not be a suitable classifier choice for classification of G1 and G3. On
the other hand the medium nuts which are selected from the middle region of the
distribution have a distribution which can be described fairly well by a normal
distribution so they can be accurately classified by the Gaussian classifier.

Area (mm )'

Figure 3: The location of G1, G2 and G3 c/asses on a hypothetical normal
distribution curue
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43 Pertonnance of decision tree classifers

When using a decision tree classifier, one needs to have some prior knowledge
about the relationship between the features and the classes. For example, the FD's
can separate split pistachios from unsplit, or that the G2 class generally lies over a
certain range of areas. \Mth this type of knowledge one can construct a decision
tree classifier. The decision tree classifiers are easy to implement and usually
require small processing time. However they have two main drawbacks. First, they
form abrupt decision boundaries between classes whereas in reality, the
boundaries are"fuzzy". Second, the probability of error increases as more nodes
get involved in making decisions. The effect of the abrupt decision boundaries was
noticed when the tree based classification results using GL-56 & A were compared
with the output of MLNN using the same set of data. ln general, the decision tree
classifiers are the most suitable for problems where the processing time is more
important than obtaining high accuracies and when a affirmative thresholds can be
defined between the classes.

4.4 Perfonnance of the MLNN classifrers

In general, the performances of MLNN classifiers were higher than the other
classifiers, using the same inputs. The high performance of the MLNN classifiers
stemmed from their high power in approximating the a posterior density functions.
For example the MLNN classifiers approximated the distributions of G1 and G3 with
higher accuracy than the Gaussian or tree classifiers. As mentioned earlier, these
two classes had skewed distributions.

ln theory, the MLNN's should attain 100% classification accuracy when a sufftcient
number of neurons are used in their hidden layer. These networks, in this research
never gave 100% accuracy, except for the UN class. ln fact their accuracy
decreased when the number of neurons exceeded an optimum. Results of these
experiments showed that when the classes described by the features are 100o/o
separable, e.9., UN, then using a sufficient number of hidden layers and a proper
training procedure will result in 100% classification. But when the classes, as
described by the features, have some overlap, then the MLNN will not yield 100%
classification and the final accuracy is govemed by the data rather than the
network. In this research, since the classes based on the considered features, e.9.,
area, had some overlap, the classification results using the MLNN gave some
percentage of misclassifi cation.

The MLNN, using GL-56 & A, estimated the boundaries separating the area of
three classes of split nuts with high accuracy. However, for the decision tree
classifier threshold values ( i.e. the area thresholds) had to be estimated and
supplied to the classifier. Several trial and error methods were used to estimate
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these thresholds. However, boundaries estimated by the MLNN were superior to
what was obtained by our best estimate.

The MLNN classifiers demonstrated their high classification power when they were
used to classiff the nuts using 7FD's & A. ln other classifiers the 7FD's were used
for distinguishing the split nuts from the unsplit and the area for separating G1, G2,
and G3. The MLNN could go even further, and found useful information contained
in the FD's for more accurate separation of G1, G2, and G3 classes. The high
classification performance was an indication of the power of MLNN in mapping their
inputs and outputs.

4.5 Perfonnance of MSNN classifrers

The performances of the MSNN classifiers in this research were almost identical to
those obtained by the MLNN classifiers. This was because a threshold of 0.0 was
considered for interpreting the output of the networks. For example, if a MLNN
classifiefs outputs for a particular pattem were -0.65, -0.36, 0.01, and 0.06, the
pattem would be assigned to the class associated the neuron that had the output of
0.06. This is would not be the case if, for example, a threshold value of 0.5 had
been set for accepting the outputs. ln this case the pattern would be considered as
"Unclassified". When a threshold of +0.6 was considered for interpretation of the
neural network classifiers, the performance of the MLNN using GL-56 & A was
reduced. Classification accuracies for G1, G2, G3, and UN are 89.2, 48.8, 76.0,
and 100 respectively, while MSNN retained the same performance as those given
in the Table 1.

The discriminators in the MSNN classifiers generally had a high output (over 0.90)
for the pattems of their respective classes. \Â/hereas the neurons in output layer of

the MLNN classifiers had an output between 0.0+ to 0.9+ for the patterns of their
respective class, with a higher concentration around 0.35. The high output of the
MSNN discriminators in tum make them more reliable in making decisions.

The MSNN classifiers required significantly lower training cycles than MLNN
classifiers. This was because of the bias training of the MSNN discriminators. Bias
training makes the discriminators more reliable for detecting their corresponding
pattems and reduces the training burden.

In general, the MSNN classifiers are more suitable for multi-class classification
problems because each class has its own discriminator. Since MSNN are designed to
be implemented in parallel, the processing time does not increase with the number of
classes. Another advantage of MSNN is that the small network topology of its
discriminators makes them more suitable for both software and hardware
implementation. The use of small topologies for discriminators increases their
generalization power and subsequently makes them less sensitive to variation in input
pattems.
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Summary

The main classiftcation schemes used in this research were Gaussian, decision
tree, MLNN, and MSNN. The input to these classifiers were morphological features,
Fourier descriptors and the gray level histograms of the nuts. From the
morphological features, area had the highest discrimination power for separating
G1, G2, and G3 from each other. The FD's had high discrimination power to
separate the split nuts from the unsplit nuts.

The preliminary classifications and feature selections results indicated that 7FD's & A and
also GL-56 & A were the most suitable features for classification of the four considered
classes. ln general, the MSNN classifiers had the highest performance and they were
closely followed by the MLNN. Gaussian classifier had the lowest performance in
recognizing the four classes of pistachio nuts. In terms of computational complexity, the
MSNN required longer processing time than other classifiers.
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Abstract: Potato appearance quality assessmenf, a highly subjective exercise, is today an
impoftant factor for the food ma*et. Woft undeftaken by Cemagref in cooperation with
ITPT has lead to the validation of an expeimental classifrcation method based on the
potatoes appearance. This method based on two colour component analyses which
pefforms a classification function related to tuber bightness and blemishes. The software
developed in this pro;ject has allowed us to validate the method against human expeftise,
with a 80% success rafe.

Keytords: Potato, quality, vision, machine vision, image analysis, classification,
identification.

Résumé : Fortement subjective, la notion de qualité de présentation des pommes de tene
est aujourd'hui un point important pour leur commercialisation. Les travaux du Cemagref
menés en collaboration avec l'ITPT ont permis de valider une méthodologie expérimentale
de classification de la qualité d'aspect des pommes de terre. Cette méthode basée sur
l'analyse de deux composantes colorimétriques permet de réaliser une classification
fonction de la clarté et des altérations superficielles du tubercule. Le logiciel développé a
permis de valider la méthode sur des échantillons préalablement classés par des experts
de l'ITPT, avec un taux de réussite proche de 80%.
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1. Introduction

In France the potato is a product representing about 15% of the fruit and vegetable
supermarket profit margin. Consumers demand undamaged products. Today
quality evaluation of potato appearance must be carried out for both commercial
and hygiene reasons. This classification or agreement is undertaken on samples
through a subjective manual operation. Cemagref and ITPT have co-ordinated their
efforts to develop an objective method using Machine Vision [1] to sort potatoes
based on colour and defects. This study has focused on the brightness of the flesh
and on the computation of blemish areas [2]. No particular research had be done
on shape analysis I3l t4l.

This automatic agreement method permits the classification of potatoes using an
indication of brightness while appreciating the percentage of alteration through
colour machine vision.

2. Materials and method

This study has focused on several varieties of potatoes provided by ITPT i.e.
Ostara, Record, Agria, Nicola, Monalisa, Mondial, Early Nicola. They are used to
create an important image database including healthy tubers with different
brightness and tubers suffering from different diseases.

Concurrently CTIFL has developed a color reference pattern data base
representing the basic tints of the different potato varieties (figure 1).

Figure 1: CTIFL colour chaft
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The machine vision system used (Figure 2) consists of:

1. a CCD colour camera, Sony XC77 (Mono sensor with stripe filter),
2. a fluorescent high frequency lighting system (Philips E98 tube),
3. a RGB frame grabber: IMAGRAPH Precision from IMASCAN,
4. image processing software : OPTIMAS 6.0.,
5. an Avenir Zoom lens 12,5-75mm F1.8,
6. a Gateway 166Mhz computer.

The project has been devided into 5 steps:

1. lighting system design,
2. building of image data base,
3. brightness classification,
4. determination of defect levels.
5. experimental validation of the classification model compared to expert

classification.

È-fà

Figure 2: The basic principles of the sysfem

2.1 Lighting system design

This study has been conducted to create a specific lighting system that can
generate a uniform level of lighting around the potato surface. To illuminate the
external volume of the tuber as effectively as possible, we have used a strong
indirect lighting system based on a diffusing bell (figure 3) and four high frequency
fluorescent tubes placed just under the level of the potato.
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Figure 3: Grabbing sysfem

2.2 lmage data base

Each potato image has been grabbed and digitalized separately on one side, with a
resolution oI 712 x 548 pixels on 24 bits. Each of the color components (Red,
Green and Blue) has been stored separately on 8 bits level. The data bank contains
approximately 300 files, related to 7 varieties.

3. Experimal results

3.1 Brighfness classification

The first study has focused on potato colour characterization. A Minolta
spectrophotometer has been employed to measure the La*b'value of 10 potatoes
by variety, on three different healthy locations of the skin. Experimentation has
shown that the Luminance value (L) correlates well to the human assessment of
brightness.

This observation has led us to work directly on the green component of the image.
The green plane is comparable to the Luminance plane. Each grabbed image
contains three zones, the background, the healthy surface and the defective
surface.

The background is easily discriminated by using a background support different
from the color of the potato. For example, in our experiment we use a dark blue
background.
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The healthy part has used to appreciate the brightness index. The identification of
the altered part of the tuber is more difficult if the blemished area is significant.
Indeed, in this case, the healthy part of the skin can not be clearly seen.

Working on the smoothed histograms (figure 4) has shown that <the most frequent
grey level> (the most common surface tints) and <the brightness level of grey> (the
brightness tints) are strongly linked to the human assessment of brightness.

Original histogm
m6t frcquot

thc brighnss lcvcl

Figure 4: Histogram of grey level

A more accurate analysis of these two components (figure 5) showed that it can be
possible to use only one of them. We have chosen <the brightness level of grey>
because it offers the advantage of being practically independent from the degree of
alteration. The only exception of this rule occurs with <Silver scurô> on dark flesh. lt
will have to be processed in a different way.
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These first results show that:

1. the green colour or the luminance is heavily discriminent;
2. the blemish surface does not affect the results obtained by analyzing <<the

sharpest level of grey).

To obtain 6 classes of brightness in accordance with ITPT's demand. lt is
necessary to combine the red component and the green component classification,
as can be seen in figure 6.

Each of 6 colour references defined by ITPT corresponds to a class of brightness
assessed by human: the colour code n"3 corresponds to the class of brightness
no3.

To determine the limits of each class the average of <the brightness levels of grey>
in the luminance plane is caculated for each coloured surface belonging to this
cfass. For example in the figure 6: the colour code n"1 is equal to 152.

A similar computation is made to determine the frontiers of class 3 and 4, but this
time in the Red plane.

Then, to determine the class limit between two classes, we evaluate the distance
separating the grey levels average of these two classes. For example, the frontier

between the crass 1and2i. 9:139.
These limits allow the definition the membership of each class.

Êed

Plrne

t4
139

135

6s 73 Bs 106 rrl t26 Bg 152 rdt

Figure 6: Green and red planes c/asses repartition

For example, if the average of <the brightness grey level> of potato A2 is 135.5.

Thepotatoisassignedtothec|assn"2becausetheresu|tingu"t,"@|
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Green plane Red plane
Variety mrn max sensitivity Varietv mtn max sensitivityl
ostara 78 88 10 ostara 111 127 16
record Té 87 9 record 112 125 13
agna 104 114 10 aqna 151 155 4
nicola 107 122 15 nicola 153 170 17

monalisa 12'l 138 17 monalisa 1ô8 182 14
mondial 122 139 17 mondial 169 179 10

n Dnmeur 134 149 15 nlcnmeur 179 194 15

Table 1: Example of resu/fs given by the grey levelanalysis calculated by variety

3.2 Blemish classification

The visual analysis of damaged potato is more difficult than the previous
classification. lt consists essentially of calculating the percentage of the blemish
surface. Human beings are very sensitive to spatial distribution : small defects
distributed evenly on the tuber surface do not provoke the same sensation than
when they are aggregated. We have observed that data given by experts relating to
blemish areas are, in some cases, overestimate these defects and strict
comparison with the system output is difficult.

To evaluate blemishes ITPT uses a 5 category classification (table 2). The frontier
between classes is particularly difficult to appreciate by human beings. lt is the
principal value of the machine vision system.

Table 2: ITPT blemishes classification

To be able to identify blemishes on the potato surface it is necessary to
automatically segment the image. The observation of different histograms of CTIFL
colour chart, shows that each 6 brightness class have the appearance of gauss
curves.

1 sensitivity = threshold variability with no resultinq incidence

Blemish categories with area percentaqe of defect
Gateoorv A Cateqory B Cateqory C Cateqorv D Cateqorv E

No defect < 5o/o 5%à 25% 25%à75% > 75o/o
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Figure 7: Luminance histogram (8 bits) for CTIFL reference pattems

These gauss curves can be modelised by:

A, Gauss area
y0, interior limit value of Gauss curve
w, half height width of the Gaussian curve
Xc, center of the gaussian curye

CTIFL colour chart represents an ideal case. For real cases the Gauss curve
factors have been computed for each variety on a healthy and representative
surface of the tuber, to do this 10 samples have been used.

For example, the following parameters were obtiained for the Nicola variety:
A=8277,7 y0=0 w=26,4 Xc=96,1

Experimental results shown that pixels related to the ideal color are found within an
interval centered on the peak of the gauss curve. Values outside of this interval are
assimilated to blemishes.

This last experimentation allows the identification of blemishes through a simple
image processing label of surf;aces using a brightness index computed beforehand.
The case of the <<silver scurf> on darker potatoes is a unique case that is
processed separately.

Blemish discrimination is calculated automatically by the threshold:

Threshold = averaqe of level - size of < ideal > gauss curve
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A learning process is necessary to determine the <Gray brightness level values> of
each class. This operation is conducted with tubers free of blemishes and
representative of the class.

The percentage of blemish area is calculated by simple image segmentation
applying the threshold formula above:

%Blemish = (blemish area) l(tuber area)

Final organigram of the process is shown below:

I Areaofinterest i

Blemish threshold

blemish areas identif cation

Figure 8 : Program organigram

Results:
1) Brighhessclass

2) % Blemish
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3.3 Data validation

A software (figure 9) is developed with this method to help us to validate results
during an experimental campaign undertaken by ITPT.

1 ,-T14e dc ùaltemqrl 
- 

---
Load lmage I

f- St t6tqucs.

RÉsultats

Nom da l'lmagc

PRO22G.BMP

Clas* dc couleur Z

Aheration 5.6 X

The system has been tested in real conditions on fifty potatoes identified
beforehand by two ITPT experts. lt has been previously calibrated directly on
reference samples of potatoes.

lmages have stored on hard disk and then processed automatically by the software.
Values extracted as well as results of classification are given in table 4.

Experimental measurements
Defects

% Potato Bfemishes Yo gap % Potato

<2.5

0.25 2.5à5

Brightness class
eror

36 26
22

20à30
>30

Tableau 3: Software classification in comparison with expeft's (see table 4)
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Table 3 summarizes the errors between the expert and the automatic classification.
Results show that 760/o of potatoes present an absolute enor inferior to 0.5 class
between the value predicted by the system and the class provided by experts.
During the validation of the system, no potato is classified outside its true class.

Conceming blemishes the results are also very satisfactory: 7A% of tubers have
been classified with an error rate inferior or equal to 10% in comparison to the
expert classification. The system does not take into account all the small defect
sizes , this point can be parametered using software.

It's worthwhile to compare the automatic classification and the difference between
the two expert (figure 10).

Figure 10: Expeft conelation

On 47 tested samples, conelation coefficients as high as 0.863 for brightness and
0.79 for blemish areas were obtained. The last coefficient is also close to the
conelation between the two experts, 0.765 as shown in figure 10.

Conclusion

The system has given results close to human assessment which means that
around 80% of potatoes are classified conectly according to colour and 70o/o tor
blemishes. These results can be considered as satisfactory, and they do not take
into account the subjectivity of human assessment. Differences can be observed
when defects are small and numerous. ln these cases, the defect areas are
overestimated by operators. This phenomenon is due to reasons linked to human
behaviour characteristics .

It seems possible to improve results by looking more closely at the non-linearity of
human perception, ifs one of the new research objectives of our laboratory.
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Classification data

Table 4: Experimental results of computer
for brightness and ô/esmishes

versus human expertise
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Absbact: ln Korea, quality evaluation of died oak mushrcoms are done firct by classifying
them into more than 10 different categories based on the state of opening of the cap and
the sufface pattem and color of the cap and gill. And mushrooms of each category are
fufther classifted into 3 or 4 groups based on its shape and size, resulting into total 30 to 40
different grades. Quality evaluation and softing based on the extemal visual features are
usually done manually. Since visual features of mushroom affecting quality gndes are
distibuted over the entire surtace of the mushroom, both front(cap) and back(stem and gill)
surfaces should be inspected thôroughly. ln fact, it is almost impossible for human to
inspect every mushroom, especially when they are fed continuously via conveyor

ln this paper, considering real time on-line system implementation, neuro-net based image
processlng algorithms for the quality gnding of a mushroom has been developed. The
neuro image processing utilized the raw gny value image of fed mushrooms captured by
the camerc without any complex image processlng such as feature extraction and
enhancement to identify the feeding state and to grade the quality of a mushroom.
Developed algorithm was implemented to the prototype on-line grading and sorting sysfem.
The prototype was developed to simplify the system requirement and the overall
mechanism. The system was composed of automatic devices for mushroom feeding and
handling, a set of computer vision sysfern with lighting chamber, one chip microprocessor
ôased controller, and pneumatic acfuatorc.

The proposed gnding scheme was fesfed using the prototype. Network tnining for the
feeding state recognition and grading was done using static images. 20O samples(2O grade
Ievels and 10 per each gnde) were used for tnining. 300 samples(2O grade levels and 1 5
per each grade) were used for verification of the trained network. By changing orientation of
each sample, 600 data sets urere made for the test and the tnined network showed around
91% grading accuracy. Though image processlng fse/f required approximately less fhan
0.3 second depending on a mushroom, because of the actuating device and control
response, average 0.6 to 0-7 second was required for grading and softing of a mushroom
resulting into the processing capability of 5,000/hr to 6,000/hr.

Keywords: Automatic softing and grading system, dried oak mushroom, computer vision,
neural net, gray image processing.
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Résumé : En Corée, la qualité des champignons secs de bois de chêne est évaluêe en
classant les champignons en plus de 10 classes en fonction de l'ouverture du chapeau et
de l'état et de la couleur du chapeau et des lamelles. Dans chaque catégorie, les
champignons sont classés en 3 ou 4 groupes (en fonction de la forme et de la taille), ce qui
fait 30 à 40 groupes en tout. L évaluation de la qualité et le tri en fonction des paramètres
extemes sont génêralement faits manuellement. Comme les paramètres visuels des
champignons qui régissent les classes sont distribués sur toute la surface du champignon,
à la fois le dessus (chapeau) et le dessous (lamelle et pied) doivent être analysés avec
soin. En fait, il est impossible pour un humain d'inspecter chaque champignon, surtout
quand ils sont amenés continuellement par un convoyeur.

Dans cet article, des algorithmes basés sur I'analyse d'image à base de réseaux de
neurones sont développés. Le traitement d'image neuronal utilise les niveaux de gris bruts
des champignons, après acquisition par une caméra, sans traitement complexe tel que
I'extraction de paramètres et I'amélioration des contrastes. L'algorithme a été implanté sur
un prototype de tri, développé pour simplifier les spécifications du système et le mécanisme
complet. Le système est composé d'une alimentation automatique, d'un système de vision
avec chambre de mesure d'un contrôleur à micro processeur et d'actionneurs
pneumatiques.

Le protocole d'agréage a été testé sur le prototype. L'entraînement du réseau pour
reconnaître l'état physiologique et pour trier a été fait sur images statiques -200 exemples
(20 niveaux de qualité et 10 échantillons par niveau) sont utilisés pour l'entralnement ;

300 échantillons (20 niveaux et 15 échantillons par niveau) sont utilisés pour la validation.
En changeant I'orientation de chaque échantillon, 600 données sont enregistrées pour le
test et un bon classemqnt de 91 o/o est atteint. L'analyse d'images demandant 0,3
secondes, du fait des actionneurs, un cycle de 0,6 à 0,7 secondes par champignon est
nécessaire, soit une capacité de 5 000 à 6 000 pièces/h.

200



1. lntroduction

Most bio-production processes involve labor intensive and tedious simple repetitive
tasks. ln fact, automating simple repetitive task handling bio-products often requires
realtime computer image(gray or color) processing, Al information processing, and
sophisticated handling maneuver because of their various and irregular shape
characteristics. Since amongst of various agricultural processes, the process of
quality inspection and control has been one of the most labor intensive and time
consuming operations, R&D for quality grading and sorting automation of bio'
products have been very active throughout the world.

Generally, human expert is the best in grading an individual object in a sense of
precision, adaptability, and robustness. Human grading, however, usually suffers
from the speed and the lack of consistency because of the fatigue, illusion, and
time-varying emotional state, which are popular symptoms of the mential state
caused by the long{asting continuous work. As a result, the overall productivity
gets usually lower as the amount of objects to be graded increases.

Considering the inherent quality factors of bio-products, grading and sorting system
should be developed in a manner of being capable of human like robust and
efficient visual data processing while keeping in real time speed. As a substitute of
human vision, computer vision technology has shown great potential in the
evaluation of different quality attributes of agricultural and food products. Cunently
computer image processing has been incorporated with the emerging Al
technofogies such as expert system, neural network, genetic algorithm, fuzzy logic,
etc. and resulted into the improvement of the information processing capability.
Since quality of bio-products can not be precisely defined in an objective manner
because of the inherent fuzziness and inegularity and it is usually determined
synthetically from various features, this kind of approach is very effective in quality
control of bio-products.

In Korea, dried oak mushrooms distributed in the market are classified into many
different categories based on its extemal visual quality. They are classified into
more than 10 different categories based on the state of opening of the cap and the
surface pattem and color of the cap and gill. And mushrooms of each category are
further classified into 3 or 4 groups based on its shape and size, resulting into total
30 to 40 different grades. However, only size sorting is done partially by a series of
ænveyor and vibrating feed plate having different sizes of punched round holes.
Since visual quality features of a dried mushroom are distributed over both sides of
the gilland the cap surface, precise grading used to be done manually one by one
via shape and texture. In fact, it is almost impossible for human to inspect every
mushroom, especially when they are fed continuously via conveyor.
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In this paper, considering real time on-line system implementation and the
hardware, neuro-net based image processing algorithms for quality grading are
presented. The neuro-net based mushroom identification and grading utilized the
raw gray value image of fed mushrooms directly captured by the æmera without
any complex image processing such as feature extraction and enhancement. The
proposed algorithms were implemented to the prototype automatic grading and
sorting system, which has been developed in our laboratory. Results of grading and
sorting performance of the proposed system are also presented.

2. Materials and method

2.1 Neuro grading

Quality grading of bio-products via extracting visual features often'requires too
much computing and timeconsuming operation. Real-time and on{ine image
processing constraint used to be a bottleneck to the successful system
implementation of quality evaluation algorithms. And visual features extracted from
certain image processing may sometimes lose some important information due to
the enhancement and the simplification processes resulting into inaccurate results.
!f a pattem can be recognized without extracting quantitative features, the real time
and robust system implementation can be easily achieved. The neural network
based image processing was devised to realize the quality grading of a mushroom
without employing the complex feature extraction.

Since visual quality features of a dried mushroom are distributed over both sides of
the gill and the cap surface, nce visual quality features of a dried mushroom are
distributed over both sides of the gill and the cap surface, both side images should
be captured and inspected. To automate the grading process first, the side
recognition should be done from the image captured by the camera. ln this paper,
the well known BP network was utilized to identiff the feeding state of a mushroom,
whether the mushroom is fed as the tront side(cap) up or back side(stem and gill)
up. Also BP network was used for quality grading of a mushroom.

For the front and backside recognition, two $pes of network inputs were previously
tested. First, the segmented binary image obtained from the combined $pe
automatic thresholding was tested for network inputs. And gray valued raw camera
image was tested directly as an input to the network. Since the segmented binary
image by the combined type thresholding may lose important details of the gray
valued image or distort some information, the recognition performance of the
network with the binarized image input was worse than the network with the raw
gray valued image[2].

Once the fed mushroom was identified fom the optic sensor, the image was
captured. Using the captured Etw gray level image, location of the mushroom was
identified and the network input region was assigned from the measuring
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window(170x180) by scanning gray level difference between the background and
the mushroom pixels. The network input region was determined from the Min/Max
pixel coordinate obtained after scanning. The network input region was converted
to the rectangular input grids being composed of 6 (8xB) grids. Though the size of
rectangular input grid varies according to the size of the fed mushroom, the total
number of grids is kept same. Value of each grid was computed by averaging the
gray values of pixels that belong to each grid and was normalized between 0 and 1.
Using these converted input values the feeding states of mushrooms were
identified as either tont side up or not via network processing. The converted
network input values were kept for further processing.

Then, mushroom was reversed and the image was captured again. Exactly same
process was repeated for the reversed mushroom. The converted network input
values of the reversed mushroom were also kept after identifying the feeding state.
Two sets of the converted network inputs, 128 normalized grid values with
normalized I size factors(x, y, lx-yl, x+y) computed from two measuring windows
were used for the network input for quality grading. verted network inputs, 128
normalized grid values with normalized I size factors(x, y, lx-yl, x+y) computed
from two measuring windows were used for the network input for quality grading.
The size difference of two images (before and after reversing) caused by the
distance difference from the camera was compensated at the initial system set
identiffing the feeding state. Two sets of the converted network input performance
is sensitive to the illumination condition. The brightness level of the camera input
gray level image varies very sensitively to the lighting condition, the average
brightness of the input window was measured. And then according to the
predefined values at the initial stage of training, gray values of input image were
compensated. The compensation process provides nearly the extemal lighting
invariant consistent input image to the trained network. Fig. 1 shows the grading
scheme and the network structure.

Network training for the feeding state recognition and grading was done using static
images. etwork training for the feeding state recognition and grading was done
using static images. 200 samples (20 grade levels and 10 per each grade) were
used for training 300 sample mushrooms (20 grade levels and 15 per each grade)
were used for verification of the trained netword. By changing orientation of each
sample, 600 ample data sets were made and used for the test.

2.2 lmplementation

The previously mentioned neuro image processing algorithm was implemented to
the prototype automatic grading and sorting system. The prototype was designed
and built first, to meet the requirements of the developed algorithm and then to
improve the grading performance and sorting capacity while simpliffing the system
requirement. As mentioned previously, the proposed grading algorithm utilized both
side images of a mushroom. Since simultaneous acquisition of both side images of
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the incoming mushroom required two cameras and was quite difficult from the
viewpoint of the system implementation, the scheme of the sequential image
acquisition of the mushroom was adopted. Either side image of a fed mushroom
was acquired sequentially via automatic side reversing device. One set of vision
system was used and the field of the view of the camera was adjusted enough to
cover the both side images of mushrooms before and after reversing. And then
both side images were utilized for quality grading of a mushroom.

4 size & shape inputs 4 sze & shape inputs

o oo o ozlrs zlrs zlts zôt\
ooo..ooo.. ooo..ooo

zlr\ zlrs z/1ts zlt\
OO OOOOOOOOO- OO OOOOOOOOO Input Layer
11 1111,1.1111 11 111114.111

Size Factors(Front) Size Factors(Back)
xq y, x+y, lx-yl x, y, x+y, lx-yl

6 (8xB) grids of 64(8x8) grids of
front side back Side

Figure 1: Grading scheme and network structure composed of 136 input

Once the fed mushroom was checked from the optic sensor, the image was
captureOd. Using the raw gray level image capfured fom the camera, the location
of the fed mushroom was identified and the network input range was assigned from
the predetermined measuring window(170x180) by scanning the gray level
difference. Fig. 2 shows the schematic diagram of the process that generates the
network input from the mushroom fed on a conveyor. Then recognition of feeding
status(either tront or back side up) was done first via trained network and the
network grid input data and size data were kept with side labeling.

OuÇut Layer

Hidden Layer

68 grid Inputs
+ +
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Major modifications were made from defects of the previously developed 1$
prototype[3,4]. The developed prototype was composed of vibrating hopper and
feeder for storage and feeding, variable speed conveyors, one set of computer
vision system, automatic side reversing device, and multi-stage sorting device. Two
vibrating feeders were installed to control the amount of mushrooms being fed and
to feed one by one in a row while avoiding overlapping each other. The pendulum
type nanow thin plate with the proximity switch was installed over the vibrating
feeder to control the feeding amount of mushroom from the storage/feeding hopper.
When the amount of mushrooms in a feeder was too much to be aligned in a row,
the pendulum switch was turned on. Then, the vibrating storage/feeding hopper
was tumed off and stopped feeding to the next vibrating feeder until the signal
backed up. By adjusting the height of the tip of the pendulum plate, the amount of

Figure 2: Schematic diagram of the process generating network input from the
mushroom fed on a conveyor

Measuring Window l: l70xl80
Measuring Window 2: l7ûx180

mushrooms to be fed was controlled. The <<U> shape cross-sectioned plate was
specially designed and mounted on the vibrating feeder to make mushrooms feed
in a row. Utilizing the speed variation of feedings between the vibrating feeder and
the conveyor, mushrooms were isolated each other and fed at a certain distance
apart.

A (V) shaped plate driven by DC motor was devised and installed between the two
feeding conveyors to automatically reverses the side of continuously fed

205



mushrooms. This reversing device allowed capturing each side image sequentially.
Fig.3 shows the functional sequence of the automatic grading and sorting process.

An illumination chamber was designed and 4 high frequency(20,000H2) inverter
fluorescent lighting was installed in the chamber to reduce the shade. Oculus BÂA/

frame grabber(TO-MX, CORECO Inc.) was used to digitize and store the incoming
video signal with an accuracy of eight bits at a rate of 30 frames per second. ln a
case of processing dynamic image, the captured image is usually bluned. Though
bluning effect could be compensated through filtering by convolution theorem, high-
speed electronic shutter was adopted to reduce the bluning effect and to save the
processing time. Generally, high-speed shutter requires more intense illumination.
For the developed prototype, considering response time of actuating parts, the
shutter speed of 1/500 second was good enough. The area variance from the
bluning effect was testified using the sample square primitive(side length: Scm) with
various conveyor speeds. Measurement enors of the sample square under 1/500
second shutter speed at the speed of 150mm/sec conveyor speeds was less than
2.5o/o.

Five sorting stations were built and each sorting station was composed of a set of
air nozzles mounted over two-channel bucket along the conveyor. The crevice $pe
pneumatic cylinder was used to move the inside guide plate of the twochannel
bucket. The position and blowing angle of the air nozzle at each sorting stage was
adjusted based on the size of mushrooms to be sorted. Each sorting station was
designed to handle 4 grading categories. The optic sensor was mounted at each
sorting station to check the mushroom passing. Bad mushroom was sorted to the
bucket located at the end ofthe conveyor.

An automatic multi-station-sorting algorithm was developed to handle mushrooms
being fed randomly and continuously on the conveyor. The controller for sorting
mechanism was built using one chip microprocessor(Chips F8086, Chips Tech
Inc.), l/O board, and driver for solenoid valves. Fig.4 shows the block diagram of
the function of the controller.
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Figure 3: Functional sequence of automatic grading and softing process
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3. Results

Network training for the Front and Back side recognition was done using static
images of 200 samples(2O grades and 10 per each grade). Results of feeding state
recognition for training samples showed near 100% accuracy. 300 sample
mushrooms(20 grades and 15 per each grade) were used for verification of the
trained network. By changing orientation of each sample, 600 sample data sets
were made and used for the test. And the trained network showed around 91%
grading accuracy for the static images.

Grading performance of the network, which was trained by 200 static samples, was
then tested for moving mushrooms. And it showed around 94o/o accuracy of
grading. And 10 untrained samples per each grade(2O grades), total 200 samples
were arbitrarily selected and tested. Grading accuracy was around 88% with the
conveyor speed of 150.6mm/sec. As a result, it could be seen that the bluning
effect of the camera captured moving image under the 1/500sec shutter speed was
negligible in grading performance.

Figure 4: Block diagram of the function of the controller
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Considering the actuator including the reversing device and control response,
average 0.6 to 0.7 second was required for grading and sorting of one mushroom
resulting into 5000/hr to 6,000/hr processing capability. Fig. 5 shows the
developed prototype, which the proposed neuro image processing algorithm was
implemented to.

Figure 5: Developed realtime on-line automatic grading and sorting sysfem

Gonclusion

According to the previous research, grading scheme based on the rule set up with
some experimental heuristic utilizing quantitative features showed the inherent
deficiency of the robustness and the problem of real time implementation. Since all
oak mushrooms have their own unique shapes and unfortunatly some of those
have fuzzy and abnormal features, recognition rules could not handle all shape
patterns correctly though they were enforced by the heuristic. Neuro image
processing for the mushroom grading was developed to satisfy the real time on-
line processing and to overcome the robustness problem.

The gray valued raw camera images of both sides of mushrooms were directly
input to the network without extracting any visual features. The neural net based
gray valued raw image processing showed successful results for our grading task
in its processing speed, grading accuracy, and the robustness. The prototype was
developed to implement the proposed neuro-grading algorithm appropriately.

The system was composed of one set of computer vision system and automatic
handling devices such as feeding in a line, side reversing, and simultaneous
sorting. A series of a set composed of two pneumatic air nozzle and two two-
channel buckets were designed and built to reduce the activation and reset time of
the sorting mechanism,
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sorting. A series of a set composed of two pneumatic air nozzle and two two-
channel buckets were designed and built to reduce the activation and reset time of
the sorting mechanism.

The proposed implementation scheme for automatic grading of dried oak
mushrooms fed on the conveyor belt revealed successful results of more than 88%
grading accuracy, the sorting capabiliÇ of around 5,000 to 6,000 mushrooms/hr per
each line i.e. average 0.6-0.7sec/mushroom. The major constraint of the processing
speed was due to sequential acquisition of the image followed by the reversing
mechanism. To improve the system performance, more efficient mechanism for the
acquisition of both side images of mushrooms fed on the conveyor should be
developed.
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Application of neural networks in quality control of
'Jonagold' apples

Application des réseaux de neurones pour le contrôle de la qualité
des pommes "Jonagold"

V. Leemans F. Bieuvelet M.F. Destain

Faculté universitaire des Sciences agronomiques de Gembloux
Passage des déportés, 2 - B 5030 Gembloux Belgium
e-mail: leemans.v@fsagx.ac. be

Abstract: This paper sfudies the possibilities to grade the 'Jonagold', a bicolour apple,
using neural networks and Fishels linear discriminant analysis. ln a first step the pixels are
softed into three areas, the blush colour area, the intermediate colour area and the ground
colour area; the accuracy rcached 95% with the neural networks. ln the second step the
fruit are gnded into four categoies on their ground colour basrs; the accuracy reached 68%o

whatever the method used. lt is a/so shown that there is no need to separate the ground
colour and the intermediate colour to compute the grcund colour classiftcation parameters.

Keyuords: Computer vi sion, colour vision, coulour sorting, apple.

Résumé : Cet article étudie les possibilités d'apprécier les pommes Jonagold, bicolores, en
utilisant un réseau de neurones et une analyse discriminante linéaire de Fisher. Dans un
premier temps, les pixels sont triés en trois classes : la couleur du blush, la couleur du fond
et une couleur intermédiaire. Puis les fruits sont triés en quatre catégories en fonction de la
couleur du fond. Une précision de 68 % est atteinte.

ll n'est pas nécessaire de séparer la couleur du fond de la couleur intermédiaire pour faire
un bon tri.

211



1. lntroduction

The apple colour has a major influence on qualiÇ grading. Most of the studies
devoted to colour sorting of apples by machine vision concerns monochrome fruits,
like'Golden Delicious'. To sortthese apples, Heinemann et al. [1] converted the R,

G, B values issued from a colour camera to the HSI (hue, saturation, intensity).
They used the only hue information to grade the fruits in two categories. Leemans
et al. [2] sorted the fruits into four categories and showed that better classification
results were obtained when taking into account 3 colourimetric parameters instead
of 1, whatever the chosen colour space. Furthermore, they indicated the interest of
using a single sorting parameter, the canonical variate, which expresses the
independence between the 3 colourimetric values. Classification of apples
presenting several external colours ('San Fuji' apples) was studied by Nakano [3]
who used a method based on neural networks. The precision of the classification
varied according to the categories : the grade judgement ratios for 'superio/, 'poor
colour' and 'injured' categories were very high, but the ratios for 'excellent' and
'good'categories were much lower.

This study addresses the colour classification of 'Jonagold' apples. In the European
and Belgian standards, two criteria may be distinguished to classify these apples
according to the colour. The first one is related to the percentage of blush area. The
second one sorts the fruits into four classes on the basis of their ground colour
(classes noted ++, +,' ' i.e. normal and r), from the greenest to the ripenest. The
present work focuses on this latter problem. In a first stage, the frequency
distribution of the fruit colour was studied. After that, ground colour sorting was
operated in three steps:

l. sorting the pixels of the images in one area "ground colour'', "blush colou/'or
other;

2. computation of the mean ground colour;
3. discrimination in sub-classes "++" to "l'' on the ground colour basis.

Two different methods were considered for the classification of the pixels and for
classification of the fruits into classes "++" to "r'' : neural networks and Fishe/s
linear discrimininant analysis.

2. Material and method

Measurements were performed with colour machine vision. lmages were taken
under diffuse illumination provided by two fluorescent tubes (36W each, Philips
model 33, colour temperature 4100K), positioned in the lower part of an horizontal
reflector cylinder (1.25 m long, diameter 0.5 m). The interior surface of the cylinder
was painted flat white. A window at the top of the cylindrical chamber was made so
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that a 3-CCD camera (XC-003P - Sony) can acquire an image of the upper part of
the fruit. The camera was placed at about 400 mm from the top of the fruit and was
fitted with a 16 mm lens. A dark conveyor belt was chosen to provide a high
contrast between the fruit and the background. The camera acquired colour images
with three sensors R, G, B (red, green, blue)whose spectral response curves peak
in the red, green and blue regions of the spectrum. The images were converted by
a frame grabber (lmascan Chroma - lmagraph) with the maximum colour resolution
(3-8bits) and a spatial resolution about 1.9 pix/mm. The images were reframed to
eliminate unnecessary background area. A 5*5 median filtration was applied in
order to remove small spots (lenticels,...). The fruit boundaries were eroded to
avoid the darker parts of the fruit image (10 pixels were removed all around the
boundary). The remaining "patches" (stem, ...) were eliminated by an operator. Fig.
1 presents the original image and the pre-treated one. The basic pre-treatments
were made using lmagePro software (Media Cybernetics), while other algorithms
were developed in ç++ (Visual C++ - Microsoft Corporation). The neural networks
were developed with MatLab (The Math Works, lnc.). The statisticaltreatment were
made using SAS (SAS Institute Inc.) and Minitab (Minitab, inc.).

Figure 1: Original fruit image (left) and the same after the pre-treatment

A set of 400 fruits belonging to the class A3 was studied. This class was chosen as
it ensured good representation of the ground colour (at least 25Vo of the surface is
in blush colour; in practicewe noted a ratio of 46% forthe blush colour and44Tolor
the ground colour). These fruits were sorted by professional controllers of the
"Belgische Fruit Veiling" (St. Truiden, Belgium) into four ground classes (A3++,
A3+, A3 and A3r) and presented no external defects. Four images of the cheeks of
each fruit were acquired (in a whole 1600 images were considered).

3. The frequency distribution of the fruits colour

The first step consisted to define on each image the ground colour area (9.c.) and
the blush colour area (b.c.). The remaining area was called the intermediate colour
area (i.c.). This operation was made by an operator using the software, an example
of result is presented in Fig. 2. On this basis, the R G and B frequency distribution
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was computed, for each area, on a basis of 50 fruits per class (800 images = 11 1Oa

pixels). The result is shown in Fig. 3 where the frequency distribution was projected
on the planes defined by the axis R-G and R-8. On the upper diagrams (Fig. 3a), a
dark area indicates an important frequency, which means that the colour was often
observed. On the lower diagrams (Fig. 3b), the grey level indicates into which area
a colour belongs : the blush colours are in black; the intermediate colours are in
light grey; the ground colour are in medium grey.

Figure 2: The three areas on a fruit : blush colour area (b.c.); intermediate colour
(i.c.); ground colour (9.c.). Left: pre-treated image. Right: image after

segmentation

Figure 3: R-G and B-G projections of the colour frequency distribution
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The frequency distribution showed a complex shape:

It was bimodal, presenting two local maxima, one around the R, G, B co-
ordinate (59, 28, 28) representing the blush colour and the other one around
(137, 146,52) conesponding to the ground colour;

The central area i.c. was in a "pass" between the two maxima (Fig. 3a) : it has a
lower frequency than the blush and ground colours. On an other way, the i.c.
area filled a larger surface which represents a wider range of colours (Fig. 3b).

The distribution was not symmetrical.

The areas b.c., i.c. and g.c. represented respectively 46To, 10o/o, 44o/o of the total
numbers of the pixels belonging to the images. On the other hand, amongst the 16
millions available colours (a colour is coded on I bits in each R, G B channel), 264
182 represented the apples. The colours were grouped into classes (the class
interval was I units for each parameter R, G and B) and the grouped frequency
distribution was used to compute the decision functions : it included 1116 classes.

4. The classification rnethods

4.1 Pixels classification

The problem consists in finding the decision function able to sort the pixels into one
of the three areas : b.c., g.c. or i.c. This was performed by Fishe/s linear
discriminant analysis (LDA) and neural networks classifiers (NN). The first method
assumes that theoretical populations are gaussian, with the same covariance
matrix, and equal prior probabilities. The frequency distribution shown above (Fig.
3) indicated that these hypothesis were not satisfied. Nevertheless, LDA was
retained because linear decision functions seemed acceptable to sort the pixels as
it came from Fig. 3b. A neural network with a single layer of neurones was also
used. As the LDA, it provides a linear decision function, but without assumptions
about the theoretical populations.

The neural network structure was quite simple, as shown in Fig. 4. lt included a
single layer with 3 inputs, one for each colour channel, and two outputs, one for
each discriminant function. The transfer function was of sigmoïdal type. The R, G, B
data used to compute the frequency distribution were introduced during the
supervised leaming, and the output of the neurones were compared with the target
value. This latter is a binary value for each neurone : 0 for one class and 1 for the
other. The different possible combinations for the two outputs are:

0 0 for b.c.;
0 1 for i.c.;
1 1 for 9.c..
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(1)

The backpropagation with momentum and adaptive leaming rate was used during
the leaming phase. The amount of data restricted the use of more powerful leaming
methods. The leaming parameters were:

starting leaming rate: 10'10;

leaming rate increase : 1.05;
leaming rate decrease : 0.7;
momentum: 0.9.

The leaming rate was chosen very small, but it is multiplied by the sum square eror
computed on around 11 million terms. The output of the ih neurone was given by :

,,=.f(w,*x+4)

with: z, the output value of the ih neurone;

f the transfer tunction of type tl(t + exp(-x)) ;

w,the weight vector joined to the ih neurone;
b, the bias joined to the im neurone;
x the column vector (R, G, B) of the studied pixel.

After the training, the linear combination w, *x+b,of the R, G, B parameters
(equation 1) gave the decision function.

Figure 4: Neural network structure used for pixels classification

The linear discriminant analysis used the mean value of each channel (R, G, B)
computed on each class (b.c., i.c., g.c.), and the pooled covariance matrix to
compute a similar decision function.
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4.2 Fruit classification on the ground colour basis

When the decision functions separating the three colour areas were known, the
pixels characterizing the ground colour were automatically identified and treated to
grade the fruits into four classes noted ++, +, ' ' (normal) and r. In a first time, the
discrimination was based on the mean of the three variables R, G and B computed
on the g.c.+i.c. area. This required the use of only one decision function for the
pixel classification amongst the two computed above. The results obtained with the
neural networks and those obtained with Fishe/s linear discriminant analysis were
compared. These tests were performed with two leaming/validation ratio (50/50 and
80/20) in order to test the influence of the leaming sample size. In a second time,
the classification, using the statistical linear discrimination, was based on the
means computed only on the g.c. area (this required the use of the two decision
functions previously computed). The fruits into the leaming or validation sets were
randomly selected.

The neural network used in this case was similar to the one used for the pixel
classification. The structure is presented in Fig. 5. The linear discriminant analysis
used the mean value of each channel (R, G, B) computed on each class (++, +, ' ',
r), and the pooled covariance matrix.

Figure 5: Neural network structure used for fruit classification

5. Results

5.1 Pixels classification

Table 1 gives the percentrage of conectly classified pixels on the leaming data by
using NN and LDA. The results were quite similar, with a slight advantage for the
neural network. This latter sorted better the pixels belonging to the b.c. and gc

217



areas but clearly worst for the i.c. area pixels. During the ûaining, the parameter
adjustment took into account the enor on the whole data. As the i.c. area is lesser
represented than the other one, an error on the pixels of this class had a lesser
influence on the whole error, or a bigger error on the pixels of this class had a
comparable influence on the whole enor. The neural network took thus into account
the prior probabilities. This was not the case for the linear discriminant analysis.

Area
b.c.
i.c.
gc

Total

Neuralnetwork
95
76
99
95

Linear discriminant analysis
85
97
90
88

Table 1 : Pixels classification rate (%) wîth the neural networks and the linear
disciminant analysis

5.2 Fruit classification on the ground colour ôasis

When using a leaming/validation ratio of 50/50 the global classification
performances were almost the same for the leaming data either with linear
discriminant analysis or with neural networks (79o/o ot the fruits conectly classified
with NN, 71 with LDA). However, the linear discriminant analysis was more robust
since it presented better values with the validation datra (56% and ilo/o of the fruits
correctly classified respectively with NN and LDA).

Table2 presents the results for a leaming/validation ratio of 80120.In this case, the
leaming classification rate and the validation classification rate were quite similar
whatever the method used. The global results were the same with 68 percent of the
fruits conectly graded. However, the enor was better shared with the neural
networks.

Ground colour
class.

Neural

Learning
95
60
53
74
71

network

Validation
80
70
50
70
68

Linear
analysis
Leaming

100
53
46
80
70

++
+
ll

r
Total

Validation
95
65
45
65
68

Table 2: Fruit classification rate (%) with the neural networks and the linear
disciminant analysis; Ieaming fualidation ratio=8020; the colour parameters are

computed on the g.c.+ i.c. area
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Table 3 presents the classification rate obtained with the linear discriminant
analysis, a leaming/validation ratio of 80/20 and the mean R G B parameters
computed only on the gc area. The results obtained on the validation data (65%
fruits corectly sorted) were lesser accurate than those obtained previously (68%,
Table 2). This shown that there was no interest to consider separately the ground
colour and the intermediate colour.

colour Leaming Validation
class.

++
+

97
67
56
83
76

95
45
30
90
65

r
Total

Table 3 : Fruit classification rate (To) with the linear discriminant analysis; the
Ieaming fualidation ratio=802.0; the colour parameters are computed only on the

g.c. area

Conclusion

'Jonagold' apples present a complex colour frequency distribution. The neural
networks and Fishe/s linear discrimant analysis were compared to sort pixels into
three areas on the fruits (blush colour, intermediate colour, ground colour). The
neural networks gave more accurate results than discriminant analysis (7%
enhancement). This was due to the complex situation which was far from the
statistical discriminant analysis assumptions. Grading of the fruits into 4 categories
(++, +, ' ',r) based on the ground colour was achieved with the same methods. Both
of them gave the same precision (68% of the fruit were conectly classified).
However, the neural networks require more data to reach the results of the linear
discriminant analysis. lt was also shown that there is no interest to separate the
ground colour and the intermediate colour to compute the ground colour
classift cation parameters.
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Abstract The European Project <<New lmage Processing for Characteisation of Olives and
Other Fruit> is aimed at solving two major problems in the agrofood secfor produce softing
and adequate quality control. At present, rf is possrô/e to frnd both manual and semi-
automatic commercial sysfems, but these sysferns are expensive and slow. Moreover, their
accuracy is incompatible with existing matuet demands. Wth the objective of improving the
existing technology, several disciplines developed in other industfial secfors sucâ as
robotics, artifrcial vision and automated sysfems are being used in this project. The main
result of this work will be to develop a system that will be applicable directly or indirectly to a
wide nnge of agricultural products, but it focuses on two specific products in line with the
interest of the SMEs pafticipating in the project: olives and pofafoes.

Encounging resu/fs have been obtained duing the preliminary wok, which has been
devoted to develop a softing sysfem for olives after fermentation. One of the major
prcblems solved is related to the fact that the produce is wet. Ditrerent segmentation
procedures to discriminate the olives after fermentation from the background and to detect
skin blemishes have been tested. Furtherwofu will consist in improving these algorithms to
achieve real-time requircments and treating moving images.

Keywords: Olives, produce softing, machine vision, real-time.

Résumé : Le projet européen "New lmage processing for characterisation of olives and
other fruit" a pour objectif de répondre à 2 problèmes majeurs du secteur agro-industriel : le
tri des produits et le contrôle de qualité adequat. Actuellement, il est possible de trouver
des systèmes commerciaux semi-automatisés ou manuels pour le tri. Les systèmes
commerciaux sont chers et peu rapides. De plus, leur fiabilité est incompatible avec la
demande du marché. Dans I'objectif d'améliorer ces technologies existantes, plusieurs
disciplines développées dans d'autres secleurs industriels tel que la robotique, la vision
artificielle et les systèmes automatisés sont utilisées dans ce projet. Le résultat principal de
ce travail est de développer un système applicable directement ou indirectement à une
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large gamme de produits agricoles. Cependant, dans un premier temps, on se focalise sur
2 produits dont l'intérêt est grand pour les PMEs qui participent au projet : olives et pommes
de tene. Des résultats encourageants ont été obtenus durant les travaux préliminaires qui
ont eu pour objectif de développer un système de tri pour les olives après fermentation. Un
des problèmes majeurs résolus est lié au tait que les produits sont humides. Différentes
procédures de segmentation pour séparer du fond de I'image les olives après fermentation
du fond et pour détecter les défauts sur la peau ont été testées. Les travaux futurs
consistent à améliorer ces algorithmes pour réaliser un travail en temps réel et traiter des
images en mouvement.
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1. Introduction

Cunently, several manufiacturers have developed manual and semi-automatic
commercial systems for quality control and sorting that can be adapted to
processed olives. However, the relative low added value of the produce and the
speed required for the process, make these systems to be expensive and slow for
the Spanish agro-food enterprises. Moreover, their accuracy is incompatible with
existing market demands.

The major problem that arises when classiffing these products is related with the
important variability of defects to be analysed, which introduces a great level of
complexity in the vision system. Consequently, image analysis has to be fast
enough to amortise the equipment, by maintaining a very high productivity. A
survey showed that final users only can afford these systems if the cost is lower
than 70 kECU. For this reason, several commercial multipurpose systems have not
succeeded.

Olives for consumption at table are classified after harvesting, in order to select
specific ripen stages that are suitable for being fermented without loosing their
particular properties. The major added value is obtrained by processing green fruits.
These are picked before they ripen, when they reach a green-yellow colour, and
always before they start changing to brown. Then, they are treated in lye and
immersed in brine, where lactic fermentation takes place. After fermentation, they
are sorted by size and category, for further processing (stuffing) or immediate
packing. \Mth the existing machinery and methodology, these processes are
expensive, slow and do not allow individual inspection of fruit. Moreover, manual
sorting damages the olives and causes pitting. An important added value that can
be obtained through automatic classification consists in improving the homogeneity
of the colour of fruits that are contained in each can.

2. Materials and methods

2.1 Category charactertsafion

Olive variety employed along the present work is called Manzanilla (Olea europea
pomiformis), which has an average weight of 200 to 280 fruits per kg. After being
harvested, ripe fruits are separated from the green ones because ripe fruits
produce a low quality, soft product after fermentation, that can not be marketed.
Once olives are fermented, they are classified into four categories, depending on
their size, colour and the number and extension of their skin defects.

First category presents a skin surface without stains and an homogeneous colour.
Second category shows a few skin defects, such as small stains and dark green
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spots. Third category has the same kind of defects, but are widespread. Fourth
category shows very heterogeneous colours and a large number of stains.

A preliminary study has been conducted in order to objectively characterise the
differences in colour between olive categories. For this purpose, 100 olives from
each category were individually weighted, with an enor of less than t 0.5 g, and
size (diameter and height)of each olive was measured using a slide calliper, with
an error of less than t 0.02 mm.

Colour of each olive was determined with a colorimeter, using a circular plastic box
with black background (8 cm diameter), optical glasses and a rubber fastener.
Olives were cut longitudinally to the stone and placed in the box. Several colour co-
ordinates were calculated (L* â* b*, Lch, HSl, etc.), under different illuminants
(D50, D60, D75, A, C, TL84, FCW ) and two standard CIE observers (10o and 8o).

The surhce measured was 5026 mm2. Analysis of the variance (ANOVA) was
employed to study colour differences.

In parallel, different images of olives were digitised using different colour co-
ordinates (RGB, (R-Y)Y(B-Y) and Yuv). Then, a study of colour differences
between the sound skin of the four classes was canied out. In this case, a human
operator selected different windows containing pixels of sound skin of olives from
the 4 categories, then ANOVA was applied to these data. A similar study was
conducted on the blemishes and the background, in order to determine which
colour co.ordinates increased the contrast between the skin of the olives and the
blemishes, and between the olive surhce and the background.

2.2 The softing machine

A prototype of a machine for fast speed classification of olives has been built.
Olives move through the system in small orifices on a specially designed roller
band. The basic architecture of the prototype is shown in figure 1. lt consists of

- A mechanical system that individualises the fruit,
- a roller conveyor that transport the olives,
- one machine vision system that analyses the quality of fruit, installed on a PC,
- an ejection system capable of separating fruit in classes,
- a PC that controls the whole line, by regulating the speed of the roller conveyor

commanding the ejectors and providing an interface to the user,
- a computer network that connects both PCs through TCP/IP.
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VISION
SYSTEM

Figure 1: Scheme of the prototype

2.3 The vision sysfem

One of the major constraints of the vision system is its targeted final price, which
has to be lower than 6.000 ECU in order to allow a competitive price for the
machine . Currently, it is based on a PC containing one conventionalframe grabber
board connected to a 3 CCD colour camera. The soflrruare basically consists in
three modules: Off-line training, Simulation and lnspection.

the Off-line training module is used to generate the segmentation model that will be
used by the vision system to inspect the surface of the olives. lt consist in two
steps: during the first one, a human operator manually selects, using small
windows, the different regions of interest of an image: the background, the sound
skin and the blemishes. During this phase, the operator tries to show to the system
the colour variability of each of these regions or classes in several pre-stored
images. The second step consists in generating a model, based on Bayesian
Discriminant Analysis, in order to assign the RGB colour components of each pixel
to one of the three pre-defined classes during image segmentation.

The Simulation module has been developed to observe the results of segmentration
after training with the previous module. lt consist in applying all the algorithms for
artificial vision inspection in pre-stored images, measuring the processing time,
storing the data obtained or passing them to the controller using TCP/IP as in the
on-line operation of the machine. lf results are not satisfactory, a new model must
be generated.

Y
t-

> 
II 
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LINE
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Finally, the /nspecflon module is used for on{ine operation. The machine vision
system is able to discriminate background, olives and blemishes in the image. After
applying morphologicalfilters, it can separate olives that are touching and provides
data of each fruit to the line controller.

The vision system normally works with three views of each olive, in order to explore
an important percentage (close to 85 %) of its surface. Table 1 summarises other
specifications of the vision system.

Views
per olive

lmage field Resolution Processing
speed

3 108 olives
(384x288 mm)

0.5 mm/pixel 160 ms per
imaqe

Table 1: Vision sysfem specifications

3. Results

3,1 Category characterisation

Tests canied out for finding significant differences between the average values of
classes by means of ANOVA were similar for all the illuminants and observers.
Table 2 shows the average and standard enor of each parameter and class.
Significant differences (cr=0.05) for L* b'c and h were found between all categories.
However, co-ordinate a* gave different results depending on the illuminant.

Table 2: Values of cuordinafes L, a, b, h and c for different categoies of olives

ln the second study, the following co-ordinates demonstrated to have the best
d iscrimination capabilities:

- for differentiating categories based on the colour of the sound skin: R,
- for detecting the stains: B-Y,
- for separating the olive from the background: Y.

Category r a' b* h c*

1st 50.3111.81 5.24!0.73 29.68!2.28 1.40+0.03 30.15!2.27

2nd 47.82!2j3 5.22!0.63 26.02!2.85 1.3710.03 26.5512.80

3rd M.26!2.66 5.4810.60 21.0513.38 1.3110.06 21.78!3.22

4th 43.22t2.72 5.8210.81 17.45!3.49 1.24=0.09 18.4513.26
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Thus, the features that have to be determined for each olive are based on:

- the average of the R component of the total surface,
- average of the R component after a greyJevel self-adjustment,
- the total area of the object in the Y space,
- the total area of defects obtained through thresholding in the B-Y space.

3.2 The machine vision sysfern

Encouraging results have been obtained during the preliminary work, which has
been devoted to develop a sorting system for olives after fermentation. One of the
major problems solved is related to the fact that the produce is wet. Different
segmentation procedures to discriminate the olives after fermentation from the
background and to detect different skin blemishes have been tested. Further work
will consist in improving these algorithms to achieve real-time requirements and
treating moving images.

The current system is able to separate the background, the olive sound skins and the
stains. The major problems encountered are related with the lack of illumination of the
boundaries of the olives that are confused with some stains, due to the similarity
between their RGB co-ordinates.

Current average processing time is 593 ms per image. Table 3 shows time consumed
by the different image analysis procedures on the current system. These times were
measured in images having 768x576 pixels, conespondingto 108 olives.

Table 3. Average processing time of the vision system
Hardware: Pentium 200 MHz, Matrox Meteor. Image with 108 olives

, OPERATION
ACQUISITION IMAGE ACQUISITION 60 ms

IMAGE ANALYSIS SEGMENTATION

OLIVE SEPARATION

FEATURE CALCULATION

200 MS

33 ms

300 ms

TOTAL PER IMAGE 593 ms
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Originalimage

segmented image

Detection of rows

Olive singulation
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Gonclusion

Preliminary developments of a low cost machine vision system for green olive
sorting after fermentation has been presented. lt is based on a colorimetric study
using different colour co-ordinates and illuminants. Cunently, the machine vision
system can be easily trained by an operator, who trains the algorithms by
presenting examples of background, sound skin and blemishes to a Bayesian
classifier. Processing time consumed by the vision system is over the requirements
(593 ms instead of 160), although it will be easily decreased by dividing the image
in 108 small windows, coresponding to individual olives. More effort will be put in
improving the decision algorithms in order to distinguish between different kind of
blemishes.
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Abstnct: Objective sensing of quality attibutes (color, sufface cracks, broken beans,
foreign materials) of edible beans is very critical for both frcsh and canned food mafuets.
This paper provides an overuiew of a bean quality sensing sysfem that integntes different
advanced information technology including computer imaging technology and intemet
technology. The development of computer imaging sysfem and associated color
classifrcation algorithms for color classifrcation of red beans are presented. Different color
classifrcation models were evaluated. They used histogram-based color difference
measures in n g, and b color coordinates and two derived features in Hue, Saturation and
lntensity color coordinates. The development of color classifrcation algorithms and the
assocrafed sfafisûca/ analyses for evaluating their pefformances arc described. The
classiftcation accuncies of the developed algorithms for classifying any red bean sample
into one of the three possib/e color grcups (light, medium and dark) are presented. The
highest accuracy obtained for color classifrcation of red beans was 100%".

Keywords: Color computer vision, food products, beans, paftem recognition, color.

Résumé : L'appréciation objective des attributs de qualité des haricots (couleur,
craquelures de surface, haricots cassés, corps étrangers) est cruciale pour les marchés du
frais ou des conserves. Cet article offre une revue des systèmes d'appréciation de la
qualité des haricots intégrant différentes technologies avancées telles que la vision
artificielle et Intemet. Nous présentons des systèmes de vision artificielle et des algorithmes
de classification couleur associés. Plusieurs modèles de classification couleur sont évalués.
lls intègrent des différences de couleur d'histogrammes en R, V, B et deux caracléristiques
dérivées dans le référentiel Teinte, lntensité, Saturation. Le développement d'algorithmes
de classification en fonction de la couleur et les analyses statistiques pour les évaluer sont
présentés. La précision de la classification obtenue par ces algorithmes pour classer un
échantillon de haricots rouges dans un des 3 groupes possibles (clair, moyen, foné) est
présenté. La meilleure précision obtenue est 100 %.
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1, lntroduction

Edible beans are important leguminous crops that have many different food
applications. Wth the increased awareness of health and nutrition, their use in
different food products has increased over the years. A few of their important food
applications are for fresh and canned food. Though it often sounds trivial, different
quality parameters of the beans are used to select their appropriateness to be used
as fresh or canned food products. Quali$ attributes such as color, surface cracks,
diseased beans, and foreign materials( i.e; such as stones, soil clods, and broken
beans) play a very critical role in their marketability in the domestic as well as in
intemational markets.

At present, the bean processors evaluate bean qualities by taking a small sample
and making a decision on the bean quality. There are many problems associated
with this present evaluation process. Human beings are often subjective and
therefore, the quality evaluation process lacks in consistency and is prone to enor.
Again, the lack of a consistent quality evaluation process poses difficult challenges
in domestic as well as intemational marketing of the beans. Sometimes, this issue
causes unexpected economic losses for the sellers. On the contrary, the lack of a
consistent and accurate quality sensing system might cause the buyers to pay
higher prices for low quality beans.

Therefore, there is a need for developing quality sensing system for objective
evaluation of edible beans. To fulfill this need, a research project was developed at
North Dakota State University, Fargo, ND for developing and integrating different
advanced sensing and computer-based information systems technologies for
quality evaluation of beans.

2. Objectives

The objectives of this paper are to: 1) present an overview of the proposed quality
sensing system, and 2) develop and evaluate a computer imaging system for color
evaluation of edible beans.

Objective 2 focuses on the color evaluation and classification of only red kidney
beans, a type of widely used edible bean. Generally, good quality red beans have a
dark red color and the low quality red beans have light red color. Many times, the
dark and light colored red beans are mixed in different proportions to create another
undesirable color group <<mixed>.Thus, in the second objective, our goal was to
develop and evaluate different image processing techniques for color evaluation
and classification of three different color groups (dark, light and medium) of red
beans.
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3. Overview of the bean quality sensing system

A schematic representing an overview of the bean quality sensing system is
presented in figure 1. The bean quality sensing system consists of three modules:
1) color evaluation module, 2) defect detection module, and 3) information delivery
module. The color evaluation module consists of a color computer imaging system
to evaluate different quality attributes (e.9.; color group of bean sample, uniformity
of color in a given bean sample) related to the color of beans. This module requires
500 grams of bean per sample.

Figure 1: Overuiewof bean sensingsysfem

The color evaluation module is interfaced with the defect detection module through
a specially designed material conveying system. The beans are separated into
three, single row streams by the conveying system and are conveyed at a rate of
26-28 beans per second per row. A high speed progressive scan camera captures
the images of the beans (in three rows) in a single image (512 x 480 pixels) by
another PC-based computer imaging system. The images of the beans are
captured when the beans are still in the air after they leave the conveying system
and before they touch the ground. The associated computer imaging system
analyzes the images of the acquired beans for different defects such as presence
of foreign materials, broken beans, surface cracks, etc.

The quality information of bean sample, as evaluated by the two modules, along
with its color image are then passed into the <information delivery module>. This
module is an internet-based information management subsystem based on HTML
and VRML. This module stores the quality information along with the bean image in
a worldwide web site. This module also has the capabilig to develop and display

Infornation delivery modûle
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photo-realistic 3-D images to be displayed on the intemet. The module creates a
database using different quality attributes of the beans and the conesponding
image. The user can interactively search through the database and visualize
different bean samples and conesponding bean qualities. This module is designed
so that the bean sellers and buyers can interactively communicate and evaluate
bean products for exporting/importing process. The sellers can objectively evaluate
bean samples using color evaluation and defect detection modules and post the
quality related information in the information delivery module. The buyers, ftom any
part of the world, c:rn use this information to make a buying decision.

4. Development and evaluation of imaging system for
color evaluation of beans

4.1 Color computer vision and its application

Color computer vision or imaging technology has the potential to fulfill the
requirements of accurate and objective color evaluation of agricultural and food
products. Several researchers have investigated the applications of color imaging
technology for color evaluation and classification of different agricultural and food
products. Panigrahi et al.[2] developed a color imaging system for evaluation and
subsequent classification of french fries using image processing and neural network
techniques. Panigrahi [1] has also investigated the applicability of color imaging
technology for automatic evaluation and classification of com. Shearer and Payne

[3] reported the sorting of bell peppers based on color using a computer imaging
system. Unklesbay et al. [5] developed image analysis techniques for intemal color
evaluation of beef ribeye steaks. The development of a generalized computer
vision system and the use of L*, â*, b" color coordinates for color evaluation of food
products has been investigated by Ling and Ruzhitslq t6l. However, no work has
been done to investigate the applicability of color imaging technology for color
evaluation of beans. Though many computer imaging related investigations have
been made for color evaluation and classification of different agricultural and food
products, the inherent color variability, and the use of different color-based features
to define product specific acceptance or rejection parameters often creates the
situation, where the color imaging system developed for com might not work with
the same accuracy and efficiency for evaluating beans. Thus, it often becomes
necessary to develop computer imaging system independently for specific
agricu ltural/food products.

4.2 Development of the color imaging system

A PC-based color imaging system was developed in the Biosensing and lmaging
laboratory of North Dakota State University, Fargo, ND. The imaging system
consisted of a PC (Pentium-166 MHZ) with an image processing board (lmage 640
series board with image CLD from Matrox) capable of digitizing color images with a
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resolution of 8 bits per pixel. The imaging system used a CCD high resolution color
camera (Panasonic) with a tele-zoom lens. The zoom lens has the magnification
capability of 14x. A specially built lighting chamber was used for providing uniform
and diffuse illumination to the beans samples because of the importance of diffuse
illumination in color accuracy [4]. The inside of the cylindrical lighting chamber (66
cm diameter with 50.8 cm length) was painted flat white and there was a square
hole (15 cm x 15 cm) on the topmiddle region of the chamber for the camera to
look at the bean samples. Two tungsten halogen lamps (with 12V and 12 watts)
were provided inside the chamber to act as the two light sources for providing
illumination. Provisions were made for adjusting the configuration of the light
sources to adjust the direction of lighting. A special object tray ('10 cm x 12 cm x 3
cm) was built to hold the bean samples and was coated with flat black paint. The
object tray was kept on the object platform located in the middle of the chamber at a
distance of 10 cm from the bottom surface of the chamber. The camera was
located at a distance of 13 inches from the top surface of the bean sample. The
imaging system was calibrated for color using the procedure mentioned in
Panigrahi [1]. A total of 150 color images of bean samples (50 from each color
group i.e. dark, mixed and light) were acquired.

4.3 Color evaluation and classification techniques

The acquired color images were captured in R, G, B color coordinates. Preliminary
investigation were conducted in determining suitable features based on R, G, and B
color coordinates and were found less promising. Thus, RGB color images of bean
samples were converted to HSI (Hue, Saturation and Intensi$) color coordinates.
Subsequently, they were also converted to r,g,b (normalized RGB) color
coordinates. To discriminate any bean sample into one of the possible three color
groups, two different approaches were used. Figure 2 shows the flow chart of the
color classifi cation techniq ue.
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Acquire bean images

@GB Color Coordinate)

Color group ofbeans
(medium, dark, light)

Color group ofbeans
(medium, darh light)

Figure 2: Flowchart for color classification of red beans

4.3.1 Approach 1

Color features based on saturation and intensity (HSl color coordinate) histograms
were calculated using the following equations:

C1 = Sqrt (Sm *lm ) (1)

C2 = (Sm " In )/(S,n + l,n1 e)
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where S, and I'n represent the mean values of the Saturation and Intensity

histograms respectively.

These two features were determined for all 150 color images of beans. A stepwise
discriminat analysis was used to identiff features significant at the 95% confidence
interval t7l. A linear discriminant classifier was then developed for classiffing
unknown bean samples into one of the three possible color groups.

4.3.2 Approach 2

ln this approach, rgb images were used. Three standard images (one fom each of
three color groups) were identifted and their information were stored in rgb color
coordinates. The color differences of the any bean sample from these three
standard (reference) images were determined based on their histogram differences
in rgb color coordinate. These color differences were determined using the
following equations:

rsubk=(1t256){sub{i=0}sup255{SQRT(rsubu(i)-rsubsk(i))isup2} (3)

gsubk=(1t256){sub{i=0}sup255{SQRT(gsubu(i)-gsubsk(i))}sup2} (4)

bsubk= (11256){sub{i=0}sup255tSORT(bsubu(i)-bsubsk(i))}sup2} (S)

Where. k= dark, mixed and light colors respectively,

ru, 9u, and bg = normal2ed red, green and blue histogram of any bean
rmage

t sk '9sk' and b sk = 
normatzed red, green and blue histogram of standard bean
image for any, k.

Consequently, for each bean image, nine color difference features (rd, rm, rl, gd,
gm, gl, bd,bm, and bg) were determined and stored. A stepwise discriminant
analysis was again used to identiff features significant at the 95% confidence level.
These features were then used to build a linear discriminant classifier for classiffing
unknown bean samples into one of three possible color groups. lnternal
(resubstitution) and extemal (leave-one-out cross validation) enor rate estimation
were used to asses the accuracy of this classifier [8].

4.4 Bootstrap analysis of features for color classification

Bootstraping is another technique that
estimation. ln this study, the developed
evaluated by bootstrap analysis.

may be used in extemal enor rate
color classification models were further
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Let the available sample, F , be representative of some multidimensional
distribution, F. A single bootstrap sample is selected from F^, by randomly drawing,
n, observations with replacement. The simplest approach to bootstraping the
estimate of prediction enor in discriminant analysis is as follows [11].

1 generate B bootstrap samples, 50-100 seem to be sufficient for this $pe of
problem [9];

2 estimate the model for each bootstrap sample (i.e., use the bootstrap sample
as the training set for building the model);

3 apply the fitted modelto the originalsample, F^ (i.e., use the original sample as
the validation set). This yields B estimates of the prediction enor;

4 average the B enor rate estimates to get the overall prediction error estimate.

Eton [10] carried out simulations to compare the performance of cross-validation
and bootstraping in enor rate predictions. He determined that cross-validation
estimates of the enor rate tend to be unbiased but highly variable. The simple
bootstrap method described above tends to have lower variability but is biased.
Etron and Tibshirani [11] describe a simple bias conection method that can be used
to improve the quality of the bootstrap enor rate estimates.

Let en(x,F^) denote the enor rate when we use the original sample as both the
training and validation sets. Let en(x",F^*) denote the enor rate obtained when we
use a bootstrap sample as both the training and validation sets. ln addition, let
en(x",F ) be the enor rate associated with using the bootstrap sample as the
training set and the original sample as the validation set. We can define the bias or
optimism of the simple bootstrap as the difference between err(x*, F^) and en(x*,
F^*) averaged over the B bootstrap samples. The refined bootstrap estimator is
then simply the optimism added to en(x, F^).

5. Results and discussion

5.1 Evaluation of linear discrtminant color classifier

The color features G1 and C2 were both determined to be significant features at the
95% confidence level. Based on these two feature models, the accuracy of
classiffing a bean image into the conect color group was found to be 100% using
leave-one-out cross-validation. Separate tests were also conducted to identi! the
color classification capability of each individual feature. Again using leave-one-out
cross validation, the feature C1 provided a color classification accuracy of 100% for
all three color groups. Using color feature C2, all the medium and light colored bean
images were corectly classified in their respective classes showing an 100%
classification aæuracy. However, one of the dark colored bean images
misclassified into the mixed color group, thereby showing 98% accuracy
classiffing dark bean images.

was
for
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Stepwise discriminant analysis showed that eight of nine histogram-based color-
difference features ( rl, rm , gl, qffi, bl, bd, bg) were significant at 95o/o confidence
level. This eight feature linear discriminant classifier yielded an accuracy of 1O0%
using leave-one'out cross validation when applied to the 150 bean images.

5.2 Boobtrap analysis of different classification models

Tables 1 through 3 show the different enors (as estimated by bootstrap analysis)
associated with several color classification models. The refined estimators (enor)
for nine different color classification models, each based on a single histogram-
based color difference measure (i.e; rl,gl, b/ etc.) are shown in table 1. The model
based on bm shows the lowest erors rate of 8% compared to the highest estimated
enor rate (56.7To) provided by the model based on r/. On the other hand, the
highest estimated enor provided by three histogram-based color difference
measures is 7 o/o (Table 2). The lowest estimated eror was less than 1% (0.7o/o)

and was provided by 3 histogram-based color difference measures from the
standard mixed color bean sample (rm, gm, bm). From both these tables it was
found that histogram-based color difference measures (rm, gm, bm) provides low
error rates compared to other features.

Table 1: Bootstrap enor analysis of different color classification
models based on r, g, b histogram differences

Color
Classification

Model
en (X,F^) en (X",F^") err (X*,F^)

Bias /
Optimism

Refined
Estimator

bt 0.280 0.263 0.29'l 0.028 0.308
bm 0.053 0.038 0.066 0.028 0.081
bd 0.193 0.130 0.156 0.026 0.219
ol 0.153 0j23 0.154 0.031 0.1u

gm o.240 0.226 0.263 0.037 0.277
gd 0.373 0.383 0.447 0.064 0.437
rl 0.293 0.086 0.360 0,274 0.567

rm 0.080 0.053 0.085 0.032 0.112
rd 0.093 0.086 0.124 0.038 0.131
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Color
Glassification

Model
en (X,F^) err (X",F^*) en(X*,F^)

Bias /
Optimism

Refined
Estimator

bl
gl
rl

0.040 0.040 0.048 0.008 0.048

bd
gd
rd

0.046 0.047 0.072 0.025 0.071

bm
gm
rm

0.006 0.008 0.009 0.001 0.007

Table 2: Bootstrap enor analysis of 3 features-based color classification models

The bootstrap error analysis based on C1 and C2 showed very promising results
(table 3). The highest enor estimated was only 1.3%. The color classification
models based on feature Cl and C2 showed less than 1o/o êrîor (O.2To), Though the
color classification model based on rm, gm and bm also showed similar enor
(O.7o/o), the hardware implementation of the color classification model based on C1
or C2 will be more efficient because of the less computational complexities involved
in calculating C1 or C2 compared to rm, bm and gm.

Color
Classification

Model
en (X,F^) err (X*, F^*) en (X*, F^)

Bias /
Optimism

Refined
Estimator

c1 0.0 0.0 0.0002 0.0002 0.0002
c2 0.0067 0.0014 0.008 0.006 0.013

Table 3: Bootstrap enor analysis of two color classification models ôased on S & /

Conclusion

A study was conducted in developing a color computer imaging system for color
evaluation and classification of red beans. Two color features C1 and C2 based on
saturation and intensity histogram showed 100% color classification accuracy for all
three color groups of beans. The second approach used the histogram-based color
differences (from three standard images in three color groups) in rgb color
coordinates and resulted in a total of nine color features (rl ,rg ,rd ,gl, gm, gd, bl, bd,
bg). Eight of them (except feature, gd) were found to be significant based on the
statistical analyses and the developed classifier using these eight features could
also provide a 100o/o color classification accuracy for all three bean color groups.
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Based on bootstrap analysis for extemal enor rate estimation, it was also confirmed
that color classification model based on C1 and C2 could provide high accuracies
with the estimated enor of less than 1o/o. The color classification model based on
three histogram-based color difference measures (rm,gm,bm) also showed low
estimated error (bootstrap analysis) of less than 1o/o. From hardware
implementation view points, the color classification model based on C1 or C2 would
be prefened because of the associated low level of computational complexities.
Future work will involve integrating this algorithm for real-time color classification of
bean images.
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Mealiness in apples. Comparison between human and
instrumental procedures and results

Fainosité des pommes : comparaison entre les mesures humaines
et instrumentales
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Abshct: Mealiness has been descibed as a sensory texture attribute. Two years of
collaborative work between instrumental and sensory research groups allowed to propose a
destructive instrumental procedure for mealiness assessmenf : Confrned Compression.
lnstrumental mealiness has been defrned as a multidimensional panmeter gathering the
/oss of cnspnesg hardness and juiciness. Within this wotk an integntion criterion for
cnspnesg hardness and juiciness, measured by means of Confrned compression, is
proposed following human priorities in mealiness perception The mealiness sca/e
proposed (based on Golden and TopRed samples) shows a high corelation when
compared to the sensory desciptor (<hainosidad> ; t=0.87 and 0.82 for Golden and Top-
Red respectively in a sample by sample compaison). It allows to extract features on the
stonge effect and therefore build some rccommendations for professional purposes: only
small size Golden apples should be stored 6 months. For Top-Red apples only the earliest
date of haruest can be submifted to a 6 months storage peiod without controlled
atmosphere.

Résumé : La farinosité a été décrite comme un attribut de texture. Après 2 ans de travail en
collaboration entre des groupes d'évaluation sensorielle et des groupes travaillant en génie
insirumental, un appareil destruclif pour apprécier la farinosité des pommes est proposé :

Cest la compression confinée. La farinosité a été définie comme un paramètre multi-
dimensionnel regroupant la perte de croquant, de fermeté et de jutosité. Dans ce travail, un
critère intégrant le croquant, la fermeté et la jutosité mesuré au moyen de compression
confinée est proposé pour répondre aux perceptions humaines de farinosité. L'échelle de
farinosité proposée basée sur des échantillons de goldens ou de top-red margue une forte
conélation lorsqu'elle est comparée à un descripteur sensoriel (R=0.97 et 0.82 pour les
échantillons golden ou topred respectivement). Cette étude permet d'extraire les
paramètres reliés à l'effet du stockage et ainsi de donner quelques recommandations aux
professionnels. Seules les goldens de petites tailles devraient être stockées 6 mois. Pour
les pommes topred, seules les dates précoces de récolte peuvent être soumises à un
stockage de 6 mois, hors atmosphère contrôlée.
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1, lntroduction

Mealiness is a negative attribute of sensory texture that combines the sensation of
a dis-aggregated tissue with the sensation of lack of juiciness. Since January 1996,
a wide EC Project entitled: <<Mealiness in fruits. Consumers perception and means
for detection> is being canied out. \Mthin it, three sensory panels have been trained
at: the Institute of Food Research (lFR, United Kingdom), the lnstitute of Agro-
chemistry and Food Technology (IATA, Spain) and the Institut voor
Agrotechnologisch Ondezoek (ATO-DLO, Netherlands) to assess mealiness in
apples. ln all three c€rses, mealiness has been described as a multidimensional
sensory descriptor capable of gathering the loss of consistency and of juiciness
(lndividualAnnual and 18 months Reports). Also a Repertory Grid has been canied
out on 4 countries (Belgium, Denmark, Spain and UK) and 5 languages (Danish,
English, French, Flemish a Spanish) on 120 consumers per country. The result can
be summarised by saying that the consumers perceive mealiness in apples as the
loss of crispness, of hardness and of juiciness (18h month Report).

Also within the EC Project several instrumental procedures have been tested for
mealiness assessment. In this sense the Physical Properties Laboratory (ETSIA-
UPM) has focused its aims on performing instrumental tests for assessing some
textural descriptors as crispness, hardness and juiciness. To do so the results
obtained by Paoletti in 1993 have been taken into account. This study showed that
Magness-Taylor firmness (measured as maximum penetration force) had a 0.91
conelation coefficient with the sensory <dureza> (hardness) ; failure stress during
compression showed a O.92 conelation coefftcient with the sensory <ftatturabilita>
(crispness) ; instrumental juiciness fiuice area of the spot obtained during
compression) showed a 0.74 conelation coefficient with the sensory assessment of
<<succosita> (uiciness).

The results obtained by UPM in the instrumental assessment of crispness,
hardness and juiciness have shown to correlate well with the sensory
measurements (Barreiro et al, 1997) in apples, but also have succeeded when
trying to generate several texture degradation levels on peaches from which
mealiness appears to be the last stage (1$ Year Report). Also, it has been
confirmed that mealiness does not appear for all fruits at the same time (1$ Year
Report) and therefore it is essential to assess mealiness on individual fruits.

2. Objectives

- To define a instrumental mealiness scale reproducing human perception of
mealiness;
- To extract features on the storage effects by means of the insfumental mealiness
scale.
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3. Materials and methods

Apples cv Golden and Top-Red have been studied for mealiness assessment.
Apples were grown in Lérida, the main area of pome fruit production in Spain by
UdL-IRTA according to the following factorialexperimental design :

- harvesting date: three different dates of harvest corresponding to early, common
and late harvesting dates;

- size of the ftuit: two different sizes: < 75mm and > 75mm;

- storage temperature: three different temperatures have been tested under non-
controlled atmosphere: -0.5, +0.5 and2oC respectively;

- storage period: three different modalities have been tested for this factor: at
harvest, 3 month storage and 6 month storage period.

Apples were stored in commercial chambers. The apples were sent along the 96/97
season during the harvesting period (September 96) and after 3 and 6 months of
storage (December 96/ January 97 and April 97 respectively). Considering a
sample size of 10 fruits, the total amount of fruits that have been tested per variety
has been: no samples = 3 dates * 2 sizes (at harvest) + 3 dates * 2 sizes * 3
temperatures * 2 periods (under cold storage) = 42 samples =====> 420 apples
per variety.

Figure 7; Resu/fs of the lodine testfor starch content assessmenf of Golden
apples at ealy and late haruesting date

The tests carried out on these samples can be summarised as follows:

- weighting of samples,
- mechanicaltests:

- Maoness-Tavlor penetration test: Carried out with a Texture Analyser XT2 on
whole fruits. Magness-Taylor flesh penetration test (without skin) was performed
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with a 8mm diameter rod. A maximum penetration of 8mm was applied at 20
mm/min speed rate. The maximum penetration force was registered and will be
used as Magness-Taylor firmness (MT, N).

- Confined compression test lt was carried out with the same Texture machine on
cyfindrical probes of 1.7 cm height and 1.7 cm diameter. Probes were confined in a
disc of 1.7 cm height, with a hole of the same diameter as the probe (see Figure 2).
A maximum deformation of 2.5 mm was applied at 20 mm/min speed rate. The rod
used in this test had a 15.3 mm diameter in order to avoid rod/disc contacts during
compression. Deformation was immediately removed at the same speed rate; one
repetition was made per fruit. The following parameters were registered through
these tests:

- maximum Force (N, CF1) corresponding to a 0.5N threshold if failure occurs or to
force at 2.5mm;

- deformation at CFl (mm);
- force at 2.5mm deformation (N, CF2);
- force/deformation ratio within the elastic behaviour (N/mm, CFDI), this magnitude

will be used as instrumental hardness.

Juice area (mm2, JUICE) of the spot accumulated in a filter paper placed
underneath the probe during the test, and this magnitude will be used as
compression juiciness (Paoletti, 1 993).

- Comoression rupture test lt was carried out with the same ïexture machine on
fruits probes of similar sizes as the previous test; one repetition was made per fruit.
In this case a flat plate is used (diameter 3.2 cm). A non confined probe (1.7 cm
diameter and 1.7 cm height) was compressed at a 2Omm/min speed rate until
rupture point was achieved, registering the maximum force (resistance) at that
point.

- Shear ruoture test: To perform this test a special device developed in 1992 by
Jaren and Ruiz-Altisent was used. lt is formed by a metacrilate cubic box (8cm
wide), with a prismatic hole in the centre (3x8x0,7 cm). Inside this hole a longer
prism of 3x9x0.7 cm can be placed, and slid. Both the rectangular part and the
cube have a transversal cylindrical hole where a fruit probe is placed in order to be
cut by the rectangular element when pushed by the Texture machine. Two
cylindrical nylon pieces joint together by a rubber band compress the probe to
maintain it in a fixed position during the test (see Figure 2).

This test was carried out on probes of 1.4 cm diameter and 2.0 cm height. In this
test an increasing deformation was applied at a 2Omm/min speed rate until probe
rupture was achieved; one repetition was carried out per fruit. The maximum force
(resistance) at the shear rupture point was registered, which will be used as shear
crispness (N), (Paoletti, 1993).
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Chemicaltests:

- soluble solids content (SS), measured by a digital refractometer PR-101 ATAGO,
-titratable or total acidity using NaOH 0.1 N and phenolphthalein indicator,
calculating meq/|.

Also a sensory profile of duplo samples has been carried out by the Institute of
Agro-chemistry and Food Technology (18'n months Report) for samples stored 3
and 6 months.

Figure 2: Confined compression (eft image) and shear rupture (right image)
fesfs on fruit probes

4. Results

4.1 Mechanical and chemical characbrtsation of samples

The results lor Golden apples are shown in Table 1:

- the most important effect for Acidig, Magness-Taylor firmness and Soluble Solid
content is storage time (F=1218.8 ; 163.4 ; 91 .3 respetively);

- the date of harvest is the 2nd most important factor (F-25). The interaction storage
time/harvest date deeply affects Acidity (F=60.7) & Soluble Solids Content (F=58.1)
and less to Magness-Taylor Firmness (F=5.3);

- fruit size is the 3'd factor. For Acidi$ size (F=30.9) is more important than the
harvest date (F=16.1);

- the effect of storage temperature (-0.5oC, +0.5oC & +2oC) is not significant for
Magness-Taylor Firmness and AcidiÇ. lt shows a minor effect on Soluble Solids
Content (f=4.3);
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- as for the non-standard test for texture assessment, the ranking of effect of factors
is similar to the standard tests: 1) storage time, 2) date of harvest, 3) size and 4)
temperature. However, Not always Crispness (SF) & Harness (CFD1) evolve in the
same way. Date of harvest affects more to Crispness (SF, F=81) than to Hardness
(CFD1, ns);

- juiciness (JUICE) is not affected by the date of harvest or the size of the fruit, it is
affected by the interaction date of harvesUstorage time (F=9.7);

- storage temperature affects Crispness (SF, F=5.5) and Hardness (CDF1, F =5.3),
unlike Magness-Taylor Firmness.

The resufts for Top-Red apples in comparison with Golden apples are shown in

Table2:

- only for Soluble Solids Content, fruit size (F=315.5) is more important than storage
time (F=75.0);

- the effect of storage temperature (-0.5oC, +0.5oC &+2oC ) is significant for
Magness-Taylor Firmness (F =12.2);

- juiciness (JUICE) is not affected by the storage temperature (-0.5oC, +0.5oC
&+2oC), but the same interaction as for Golden is found for date of harvesUtime of
storage (F=11.4);

- storage temperature affects Hardness (CFDI, F=17.6) slightly more than to
Magness-Taylor Firmness (F =12.2).

Golden Time Temp Harv Size 12 13 23 14 24 U 123 124 1U 2U all
1234

Weight 29.0 ns 47.3 3634 ns 3.8 3.3 26.2 ns 47.4 9.0 ns ns 2.5 6.8
MT 163-4 ns 33.5 17.6 3.2 5.3 3.4 ns ns 7.4 2.3 ns 3.6 ns ns
SS 91.3 4.3 20.3 13.0 ns 58.1 6.1 ns ns 4.6 2.O 2.2 3.9 18.4 6.0

Acidity 1218.8 ns 16.1 30.9 ns 60.7 ns 26.8 ns ns ns ns 6-0 4.2 ns
CFD1 861.7 5.2 ns 24.2 5.5 8.1 ns ns ns ns ns ns ns ns ns
CF2 352.2 9.4 74.3 50.4 6.7 28.4 5.6 ns ns ns 3.'l ns 4.7 1.3 1.4

JUICE 148.9 6 7 ns ns ns 9.7 2.5 ns ns 3 6.3 ns 3.2 ns 3.1
RF 1360.6 5.5 81 .0 ns 3.7 5.3 ns ns ns 17 .3 ns 2.4 7 .8 ns ns
SF 401 1.9 5.3 81.5 16.1 2.6 5.3 ns 20.7 ns 13.4 ns ns 1O.4 ns 2.O

Table 1: Analysis of Variance (F values) of Golden 96 for the mechanical and
chemical parameters
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:Iop-Fted ïme Temp
.12

Harv Size 12 13 23 14
34

24 U 1n P4 1U 2y all

'f35.8 3451. 2.8 4.3 4.3 25.5 ns 45.5 3.0 ns ns 4.1 5.2

1æ.1
20.0
ns

59.7
126
30.0
1682
169.1 U.1 5.4 2O.2 3.7 ns ns 7.8 r{; ns ns 3.0 2"O

Table 2: Analysis of Variance (F values) of TopRed 96 for the mechanical and
chemical parameters

4.2 Studying ffie sensory perception of meariness

The feature that sensory mealiness (<<harinosidad>) is a combination of loss of
crispness, of hardness and of juiciness has also been conoborated by the sensory
panel at the lnstitute of Agrochemistry and Food Technology (2nd Year Report) on
the sensory profile performed on duplo samples (3 & 6 months) of this study:

- TopRed: mealiness is a lack of crispness (r=-0.90), of denseness (r=-0.87), of
hardness (r=-0.84) and of juiciness (r=-0.76) combined with an increase of
granularity (r=0.76). lt is associated with a loss of acidity (r=-0.68);

- Golden: mealiness is a lack of crispness (r-0.91), of hardness (r=-0.92), of
denseness (r=-0.80) and of juiciness (r-0.83), combined with an increase of
granularity (r=0.8a). lt is associated with a loss of acidity (t=-0.82) and of the
intensity of flavour (r--0.74).

The above mentioned results indicate that sensory <Harinosidad> (Mealiness) is
mainly related to a decrease in sensory crispness and hardness and to a second
extent related to juiciness decrease. This priority was also chosen in order to build
up a mealiness scale,

4.3 Generation of an instrumental mealiness scare

A general overview of the three instrumental parameters (Shear resistance, Force-
deformation ratio and juice area) that can be matched to sensory crispness,
hardness and juiciness respectively indicates that crispness is the first texture
attribute to be lost. In the case of Golden apples (See Figure 2) there is a very
quick transition between very crispy fruits (SF>=60N) and lower stages of
crispness. This fact is also confirmed by previous ANOVA analysis as samples

weight t18.E

IVIT 631.5ss 7s.o
Acidity 742.0
cFDl æ7.8
cF2 891.2

JUTCE s05.5
RF 436.7
sF 671.1

0
56.1 3.7 8.9 4.6 ns ns 5.1 3.3 ns 6.5 ns ns
315.5 2.7 2..7 ns 6.9 5.7 9.3 ns ns 7.1 6.0 3.3
ns 4.9 50.3 6.3 43.2 '12.7 lu; ns 8.3 4.6 11.3 10.0

30.5 9.0 æ.9 3.7 ns ns ns 5.0 ns ns ns ns
23.5 6.3 6.8 ns 3,8 ns ns ns ns ns ns ns
52.5 ns . 11.4 ns ns ns ns ns ns 4.4 ns ns
78.5 8.9 14.7 5.4 ns ns 127 Z9 ns 6.6 ns ns

ll5

12.2
ns
ns
5.0
qo
ns

17.6
12.5

251



belonging to different harvest dates show at harvest a significant difference in the
instrumental crispness (F= 81.5) while there is no significant difference for the
instrumental hardness.

Lea$ 5q|æ Sufæe
SF E. CFDI 6 ..n lcE

-l -89.161

- 
iort

f---l 98.s84
[= tso.ot
t= æ3.1æ ,
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â4æ214 r
@ 562.347
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@ 7484s2
E 84t.565
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Figure 3: General Overview of lnstrumental Cispness, Hardness and Juiciness
for Golden apples (lefr image) indicating a very quick transition between very cispy
fruits and lower stages of crispness ôefore hardness and juiciness decrease. This
quick transition a/so /eads to a bimodal histogram of SF fight image)

The fact that the texture parameters do not evolve at the same time indicates that
instrumental crispness, hardness and juiciness should not be gathered all together
at a time when trying to describe the texture degradation towards mealiness but
sequentially within several intervals. Therefore the following stage consisted of
segment instrumental crispness, hardness and juiciness into several categories.
The histograms of those variables were used to discretize the instrumental texture
parameters (see Figure 4). A common discretization for both varieties was
searched in order to build general mealiness scale.

The final categorisation for the instrumental texture parameters is summarised in

Table 1. ln it, a compression resistance boundary equivalent to the shear
resistance one is given to allow further mealiness assessment through a single
instrumental test : Confined Compression.

Once the categorisation of the texture parameters had been canied out, it was the
time for achieving a combined criterion for crispness, hardness and juiciness. For
this purposes it was decided to reproduce the human priorities within a
classification tree shown in Figure 5. Juiciness is only considered when the texture
attributes go down to hard nor crispy fruits, that is, it is considered not to be
important for very crispy or very hard fruits. A nine degrees mealiness scale (see
Figure 6) has been built based on the classification tree shown in Figure 5.
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Figure 4: Use of histograms to categorise instrumental hardness in Golden
(image to the left) and Top-Red (image to the right)

Hardness

Juiciness

Not very crispy

Very Hard
Hard
Soft
Very Soft
Very juicy
Juicy
Low juicy
Non iuicy

Compression Resistance (CFZp=70p
Shear Resistance (SF)<60N or
Compression Resistance (CF2)<70N
Force-Deformation Ratio (CFD 1 ;>=3411trnt
24N/mm<=Forc+.Deformation Ratio (CFD 1 )<34N/mm
1 4lrl/mm<=Force-Deformation Ratio (CFD 1 )<24N/mm
Force-Deformation Ratio (CFD 1 )<14N/mm
Juice area >= 500mm2
400mm2<=Juice area<500mm2
300mm2<=Juice area<300mm2
Juice area < 300mm2

Table 1: Categoisation of texture parameters to generate a mealiness scale

4,4 Comparison between human and instrumentdl mealiness
scares

A comparison between Sensory (<Harinosidad>) and instrumental (MEALLEV)
mealiness scales has been performed for Golden and TopRed apples. lt is based
on average sample by sample (n=12) comparison as there is no possibility of
making a fruit by fruit (n=12A) comparison. The minimum amount of fruit needed to
perform a sensory profile is one quarter of fruit per assessor and at least 12
assessors should be included in a panel.

There is a significant conelation between the instrumental and sensory mealiness
scales for both Golden and Top-Red apples (10.87 and F0.82 respectively, see
Figure 7). The lack of use of texture references in the sensory profiles leads to a
low sensory mealiness index for Golden apples that already had lost their
crispiness (not so low instrumental mealiness index). This is not the case of lop-
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Red apples were at least one of the samples remained very crispy (very low
instrumental and sensory mealiness index) after 3 months of storage. lt is also
significant that no average instrumental or sensory sample could reach the top of
the mealiness scale which does not indicate that none of the fruits became mealy
as it will be shown in the next paragraph.

Figure 5: Classification tree for instrumental mealiness assesstnenf. Jaiciness is
only considered when consistency goes down to hard

Figure 6: Final mealiness scale combining discrefe c/asses of instrumental
cnspness, hardness and juiciness. The decrease in height of the column refers to

decreasing qualrty in texture
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4.5 Use of the instrumental mealiness scale to extract features
on storage effects

The instrumental mealiness scale has been used to extract features on mealiness
onset as a function of harvest date and fruit post-harvest treatments combining with
different storage temperatures and periods. The results of a Anova analysis are
shown tor Golden apples in Figure 8. In it only the experimental factors that showed
a significant effect (Fruit size and storage period : F=739.37 and 34.91 respectively)
are displayed ; therefore 30 is the number of items averaged at harvest (storage 0)
and 90 fruits are averaged for 3 moth and 6 month samples. Figure 8 indicates
within brackets the number of fruits for each average which lay in the 3 highest
instrumental mealiness classes. This value helps to quantify the effect of
treatments: for larqe size apples (size=1) 60 fruits out of 90 became verv mealv
after a 6 months period while onlv 30 fruits out of 90 became verv mealv for small
size Go/den apples. The critical storage period appears to be between 3 and 6
months as there is a sudden increase in the number of very mealy fruits between
both periods.

WlNOSlm6.gLB/
lcÂlg/r 3.4t8. l.læl r WllOSl

CqÉb:?ræô0
7n

o-a

ù
i63
262

4!

D!tri Car qt6,

1 tt 22 28 3.4 4 4.6

HâRrN0slltÂO

\. Rog@ioû
e5t d'fd.

Figure 7: Compaison between sensory (<Harinosidad>) and instrumental
(MEALLEV) mealiness sca/es for Golden (left image) and Top-Red fight image)
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Figure 8: Extraction of features on mealiness onset for Golden apples. Size 1 & 2
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refer to the number of fruits within the three highest levels on instrumental
mealiness
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Figure 9: Extraction of features on mealiness onset for Top-Red apples. Size 1

& 2 refer to big and sma// szes respectively. Haruest 1 ,2 & 3 refer to early
commercial and late harvesting dates. Sforage 0, 3 and 6 referto the number of

months under cold storage. At harvest (storage 0) 10 items are averaged while in
the rest of samples 20 items are averaged. Numbers within brackets refer to the

number of fruits within the three highest levels on instrumental mealiness

Figure 9 shows the results of the ANOVA analysis for Top-Red apples. In this case
three experimental factors show a significant effect: storage period, harvest date
and fruit size (F=269.69 ; 42.87 & 34.91) respectively. As before only the significant
fiactors are displayed, therefore samples at harvest (storage 0) average 10 fuits,
while the rest of samples average 30 items. When looking at the number of fruits
within the three highest mealiness classes there is no clear effect of the size of the
fruit. Nearlv none of the Top-Red samples after 3 months of storaqe showed verv
mealv fruits. After 6 months of storaqe show. commercial and late harvest dates
there are around 10 verv mealv fruits out of 30. while earlv picked Top-Red apples
onlv show 2 verv mealv fruits out of 30.

Gonclusion

The use of selected non-standard texture tests allows to assess crispness,
hardness and juiciness by instrumental means.

The categorisation of the individual texture attributes followed by an integration
criterion that reproduces human sensing of mealiness can be used to generate an
instrumental mealiness scale

The instrumental mealiness scale shows a high conelation with the sensory
mealiness (r=0.87 and r=0.82 for Golden and lop-Red apples respectively).

(1)

rul +T-
(1)

(0rI
.Ï, r:r
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The instrumental mealiness scale allows to build recommendation for picking and
storaging conditions : there is no high risk of mealiness after a 3 months of storage
period. Only small size Golden apples or early picked Top-Red apples should be
stored for a 6 months period without controlled atmosphere.

Acknowledgements

To the European Project FAIR CT 9*0302 : Mealiness in fruits.

References

Barreiro P.; M. Ruiz-Altisent; C. Ortiz; V. De Smedt; S.Schotte; Z. Bhanji;
l. Wakeling. 1997. Comparison between sensoial and instrumental measurements
for mealiness assessment in apples. A collaborative test. Submitted to the Joumal
of Texture Studies

Jarén C.; Ruiz-Altisent M. 1992. Clasificaciôn de la madurez de los frutos mediante
impactos no destructivos. Acfas de Ia 24 CIMA pp:545-552Zaragoza 14 Abt''l.

Paoletti, F.; Moneta, E.; Sinesio F. 1993. Mechanical properties and sensory
evaluation of selected apple cultivars Lebensm.-\Ms. u. - Technology 26:264-270

Various authors. 1996, 97 & 98. Mealrness in fruits, consumer perception and
means for detection ; lndividual Annual Repoft, 18 months & 2nd Year Repoft. EC
Project FAIR CT960302

257





Detection of mechanical stress and damage of fruit
and vegetables

Détection des contrainfes mécaniques ef des meurtissures sur fruits
et légumes

Herold Bernd Oberbarnscheidt Bernd Truppel Ingo Geyer Martin

lnstitute of Agricultural Engineering Bomim
Max-Eyth-Allee 1 00, D-14469 Potsdam / Germany
e-mail: atb@atb. un i-potsdam.de

Abstuct: Detection of mechanical sfress in handling technique r.s necessary to improve the
handling technigue. Aftifrcial frufts are used to detect the mechanical sfress and potential
damage sources in practical handling. The produce damage isk can be estimated ôased
on signifrcant relations between data of artifial fruits and stress response of real products.
Speciftc effect of different pressing surfaces on produce can be detected by means
of tactile thin-film sensor. ftrs sensor allows to determine the contact pressure
distibution as well as beginning rupture failure of cellfissue on the produce surtace
e.g. on apple fruits.

Detection of mechanical ôrurbes on produce is reguired to evaluate the damaging effect of
handling and to complete the fruît quality softing. Extemal produce damage can be
detemined by using computerized image analysis.

Keywords: Mechanical sfresg damage, fruit handling, sensing techniques.

Résumé : La détection des chocs mécaniques lors du convoyage est nécessaire pour
améliorer ce demier. Des ftuits artificiels sont utilisés pour détecter les choqs mécaniques
et les sources de meurtrissures potentielles. Le risque d'abîmer le fruit peut être estimé sur
des relations signiftcatives entre la réponse du truit artificiel et celle du produit réel. L'effet
spécifique de différentes surfaces de compression sur le produit peut être déterminé au
moyen d'un film tactib. Ce capteur permet de déterminer la distribution de la pression de
contact ainsi que le début de la rupture des cellules du tissu physiologique du fruit (pomme
par exemple). La détection de meurtrissures sur le produit est nécessaire pour évaluer
l'effet de la manipulation et pour accomplir un tri à la qualité. Les meurtrissures peuvent
être identifiées en utilisant un système d'analyse d'images.
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1. Mechanical stress during handling processes

Mechanized harvest and postharvest handling cause a considerable mechanical
stress on perishable fruits and vegetables. In many cases the use of nongentle
handling technique results in produce damage and high quality losses.

Previous engineering research has been directed to developing objective methods
for detection of damage sources by use of artificial fruits. Artificial fruits are
designed as instrumented spheres and used to mimick real fruit and to acquire
information on mechanical loads applied to fruit during handling. Since several
years two types of instrumented spheres have been available that are able to
record mechanical load datr together with time from an intemal clock. Both spheres
were developed for basically the same purpose.

The PMS€O system presented here was developed at ATB and consists of a
Pressure Measuring Sphere, an interface device for data transfer from and to a
personal computer, and the software to operate the system and process the
recorded data (Figure 1).

Optionally a remote control unit is available which allows to record time markers on
the PC by pressing a special hardware key for wireless operation up to 100m
distance. The pressure measuring sphere's diameter is 62 mm, and its mass is 180
g. The sphere consists of a rubber ball ftlled with silicon oil, whose hydraulic
pressure level changes in response to extemal mechanical load. An electronic data
acquisition unit is embedded inside the sphere. lt is able to detect pressure caused
by both static and dynamic mechanical load events, if they exceed a preset
threshold. The measured data are stored, together with time from an internal clock.
Size, mass and elastic compliance of the PMS are similar to that of onions and
potatoes, although the sphere's avercge density (p -- 1.4 g/cm3) is higher than that
of these commodities. lt should also be noted that the spherical shape causes the
PMS to roll more easily.
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Figure 1: PMS-60 measuring system

The measuring sphere was calibrated in relation to the compressive force between
parallel plates under static load conditions. Under these conditions the measuring
range is 0 to 100 N, and the measuring error is approximately 5%. Under dynamic
load conditions (dropping the sphere at random orientation onto horizontal surface)
the measured pressure values depends strongly on the direction of load
application. Therefore the measuring error is higher, and 10 to 15 measuring runs
are required to obtain representative average results. Presuming the existence of
mechanical similarity between PMS€O and bulb onions and potato tubers, the
PMS-60 load data could be used to describe approximately their impact behaviour.
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Figure 2: Definition of parameters of a mechanical load event ôased on data of
PM3-60

From measured data of each mechanical load event three parameters could be

derived:

(1) duration of the load event,
(2) peak force (i.e. the maximum value of the load event), and
(3) load integral (i.e. the area under the force-time curve for the load event).

An example of an load event and definition of load parameters is shown in Figure 2.

The number of recorded mechanical loads or impacts, the peak force and the load

integral of each load event were used to evaluate the measured handling process.

For data acquisition under laboratory drop tests as well as under practical

conditions the sampling rate was set at 3 kHz (sufficient to acquire both static loads

and short impacts), and the preset sampling threshold was 20 N (load values below

20 N were assumed to be without damaging effect, and so only load values
exceeding 20 N were recorded).

The main alternative to the PMS-60 is the impact recording sphere 1S100. The
1S100 shell consists of bee's wax or plastic and is relatively rigid. The sphere was
originally developed to detect causes of apple bruises and is not very robust. Inside

the sphere accelerations are measured with a triaxial acceleration sensor. The
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15100 is calibrated under dynamic load conditions using drops from different
heights onto horizontal surface. lts measuring range is 0 to 500 g's (g's expresses
the earth's acceleration, g = 9.81 ms-2) corresponding to drop heights onto steel
plate from 0 to 25 cm, and the measuring error is nearly 5%. The 1S100 measures
impact acceleration, but it cannot detect static load events.

An analysis of stress data acquired by means of PMS-60 allows to define the
causes (locations) and the influence parameters of mechanical stress during
mechanized handling and to derive measures for stress reduction (reduction of
drop height, use of cushioning material, change in design of produce flow).
Comparing the mechanical load data of different technologies to perform the same
operation, e.g. the sizing, it is possible to evaluate their stress effect and to select
the most gentle technology.

Based on the relation between the stress data acquired by means of artificial fruit
under well-defined stress conditions and the data of stress response of real
produce under equivalent conditions (increased respiration rate, additional storage
losses) the allowed threshold of mechanical stress can be defined, for instance of
bulb onions and carrots [2].

Load integral, Ns

Figure 3: Classification of mechanical load regions for bulb onions in
dependence on number of mechanical loads, peak load and load integral measured

by means of PMS-60

ln Figure 3 the data irom21 measuring runs of PMS€O through onion harvester (Â)

and the following transition onto truck (x) are entered. Each load event is
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represented by a point in the diagram. The given load regions have been derived
from results of drop tests with bulb onions. They reflect the percentages of
additional onion storage losses in dependence on the mechanical stress
parameters (number, peak value and integral value of mechanical loads). The load
regions 1,2 and 3 represent insignificant impacts and compressions. But impacts of
increasing damaging potential are placed in load regions 4,5 and 7, and
compressions of increasing level in load regions 6 and 8, respectively.

2. Contact pressure distribution and rupture failure on
superficial fruit tissue under compressive load

A tactile thin-film sensor was used to determine the dimensions of contact surface
and the change of contact pressure distribution during compression of fruit by using
different-shaped pressing tools. This tactile sensor, consisting of a pressure
sensing grid deposited onto thin flexible film, can be placed between fruit and
pressing surface. The PC controlled system scans the sensing grid and provides
results as sequence of two-dimensional pressure profiles [3].

Compression tests were carried out on apple fruits cv. 'Elsta/ and 'Boskoop' at
room temperature under gradually increasing load (speed 30 mm / min) by means of
a universaltesting machine (Figure 4).

Figure 4: Arrangement for compression test on apple
(thin-film tactile sensor rs placed between plate and upper fruit part)
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Each fruit was taken with horizontal stem-calyx axis and embedded in moist sand,
and pressed from above by different surfaces: steel rod (A 10 mm), steel rod coated
with rubber profile (A 18 mm), steel rod coated with soft profile of hollow rubber (A
24 mm), and flat steel plate.

Pressure distribution on the apple surface was detected by using a sensor Type l-
Scan 75, Tekscan, Inc., with measuring range of 50 psi (= 0.35 MPa)[3]. This
sensor consists of a conductive gridwork of 44 rows and 44 columns in distance of
0.075-in (1.9 mm).

Using Tekscan software, changing pressure information was displayed in real time
on a PC screen. The sampling rate was 10 frames per second.

During the test the sensor Type l-Scan 75 was placed between pressing surface
and upper part of fruit. Comparison of results of tactile sensor with those of force
sensor (load cell) shows that differences exist mainly in lower load range. Here the
tactile sensor seems to be more sensitive, but the sensors are rather similarly in the
medium and upper load range. Considering that the error of load cell is 0.1% the
measuring error of tactile sensor is estimated to be about 6%.

Figure 5: Pressure distributions for compression of apple fruits under different
surfaces (1 to 4) at force level of 80 N

Figure 5 shows the 2D plots of pressure distribution caused by the four above
mentioned pressing tools at a force level of about 80 N on 'Elsta/ apples. Below the
80 N level no significant tissue failure was observed. As expected the ,,print< of 10
mm steel rod (1) has a longish shape and highest peak value of pressure. The

"prints<< 
of steel rods with coating of rubber (2) and of hollow rubber (3) exhibit

larger contact areas with significant lower pressure levels. The steel plate (4)
causes a relatively small and nearly circular contact area with in average high
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pressure level. lts pressure gradient over the contact area is smaller than in the
case of steel rod [4].

An analysis of fruit tissue failure was canied out based on the histogram of contact
area proportions at different pressure load levels measured by tactile sensor. The
distribution of contact area over the load levels changes with increasing
compression. lf rupture failure of fruit cell tissue occurs, then proportions of contact
area move from higher to lower load levels. The level of highest load level covered
before failure corresponds to the fruit firmness and depends on apple variety and
other factors. For the varieties 'Boskoop' and 'Elstar' the critical pressure levels
were determined. Data were selected from nine examples of 'Boskoop' failure and
from twelve of 'Elstar' failure during compression under flat plate. The critical
pressure level is defined as the lowest of high load levels, in that the proportion of
contact area is decreased due to failure. The critical pressure level for'Boskoop'
was found to be 170 to 190 sensor units, and for'Elsta/ 150 to 170 sensor units,
respectively [4].

At present the sampling rate of this sensor is restricted to a maximum of 100
frames per second. Therefore impact conditions could not be studied. lt is
estimated that the use of this sensor could promote the development of advanced
three-dimensional theoretical models to describe the damage behaviour of fruit, and
the more gentle design of handling and packaging technology.

3. lmage analysis for bruise detection

CCD camera and computerized image analysis are used not only to determine size,
shape and colour of fruits but also to detect bruises on apple fruit.

A special project was directed to apply the stripe projection technique for
visualization of deformed but not discoloured parts on fruit surface. The
triangulation principle was used to transform the original three-dimensional
information into two{imensional data, which are taken by video camera (Figure 6).
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Figure 6. Binary stripe projection images of non-deformed (left) and bruised
6ght) apple surface

The detectivity for deformations depends on projection angle and on distance
between projected stripes. The detectivity can be increased by a great projection
angle, but in this case a greater number of pictures is required in order to cover the
entire fruit surface. lf the pixel resolution and pixel congruence of camera, frame
grabber, and memory card are not sufficiently, then undesired Moiré-pattems can
occur, and the spatial resolution is reduced. The distance between the stripes
detected by camera have been analysed and classified related to typical
parameters for nondeformed, and deformed fruit surÊace, and calyx and stem
areas as well. Preliminary results (projection of parallel stripes with distance of 1

mm on apples surface under an angle of 35 to 45 degrees) show that deformed
parts with depth of about 2 mm can be detected. An adaptation of classification
parameters to apple variety seems to be necessary [5].

Another project is dealt with application of diffuse illumination onto apples and RGB
camera to measure the colour data of fruit surface. The RGB colour data are
transformed into ClElSB colour space in order to evaluate them adapted to human
perception characteristics. By using of experiences in the colour television
technology special transformation equations have been developed and tested on
apple fruits. ln comparison with calibrated colourmeter (MINOLTA type CR-300)
high conelations were found for the parameters L" (R2 = 0.95) and a* (R2 = 0.91),
while the parameter b* showed less conelation (R2 = 0.68). The camera data of
parameter b' could be improved by using nonlinear camera transfer function
instead of usual linear transfer function. Additionally the detectivity for defects on
fruit surface depends on type of illumination source. lllumination by a fluorescent
lamp (narrow band spectrum) was found to be more efficient than by an
incandescent halogen lamp (broad band spectrum). Further work is necessary to
define the thresholds for defect detection.
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Woolliness assessmenf in peaches. Comparison
between human and instrumental procedures and
resulfs

Fainasité des pêches. Comparaison entre les mesures humaines et
instrumentales
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Abstact: Woolliness, a negative attribute of sensory texture, is characterised by the lack of
juiciness without variation of the tissue water content an incapacity of ripening although
there is extemal ripe appearance. ln this study, peaches w Springcrest (early and sofr flesh
peaches) and Miraflores (late and hard flesh peaches) conesponding to three different
maturity stages at harvest, stored 0, 1,2, 3 and 4 weeks at 1 and SoC have been tested by
instrumental and sensory means. A Instrumental classiftcation of woolliness has been
compared to the sensory assessment. For Springcrest peaches the sensory results match
with those found for the instrumental procedure. ln this case , Woolliness appears after 2
weeks of storage at SoC, changing abruptly from crispy to woolly. Miraflores peaches did not
develop woolliness during storage. After comparing with sensory results, it is shown that a
common instrumental scale may be appropriate to classiff forwoolliness all peach varieties.

Résumé : La farinosité, attribut négatif de la teXure, est caractérisée par le manque de
jutosité, sans variation de la teneur en eau du tissu et une incapacité à mûrir alors que
I'apparence exteme est mûre. Dans cette étude, des pêches Springcrest (précoces et à
chair molle) et Miraflores (tardives et à chair ferme) conespondant à 3 stades de maturité à
fa récolte et stockées, O, 1,2,3 et 4 semaines à '1' et 5"C ont été testées sensoriellement
et par des appareils. Les classifications faites à partir de l'analyse sensorielle et
instrumentale ont été comparées. Pour les Springcrest, I'analyse sensorielle correspond
aux résultats trouvés par la procédure instrumentale. Dans ce cas la farinosité apparaît
après 2 semaines de stockage à 5"C, avec un changement abrupt de croquant à farineux.
Les Miraflores n'ont pas montré de farinosité. Après comparaison des résultats sensoriels, il
a été montré qu'une échelle instrumentale commune pouvait être appropriée pour classer
toutes les variétés de pêches en fonction de la farinosité.
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1" lntroduction

The results shown in this paper are involved in the European project FAIR CT 0302
'Mealiness in fruits: consumers perception and means for detection'.

Mealiness is a negative attribute of sensory texture, characterised by the lack of
juiciness without variation of the tissue water content (Harker and Hallet, 1992).
Peach mealy textures are also known as <<woolliness> and <<leatheriness>. Besides
the lack of juiciness and flavour, that characterises mealy fruits, in peaches it is
associated with intemal browning near the stone and incapacity of ripening
although there is extemal ripe appearance (Kailasapathy and Melton, 1992). lt is
considered as a physiological disorder that appears in stone ftuits combined with
an unbalanced pectolitic enzyme activity during storage. Mealiness is characterised
by a dissolution of the middle lamella, a separation of cells, some inegular
thickening of the primary wall and a plasmolysis of the cells located in the
mesocarp parenchyma (Luza et al, 1992). In woolly telitures, the lack of juiciness is
caused by gel structures that retain the water molecules. These gel structures are
characterised by a high molecular weight combined with many ramifications which
cause the woolly sensation (Kailasapathy and Melton, 1992). ln peaches mealiness
is associated with fruits under cold storage combined with low maturi$ stage at
harvest (Snowdon, 1 990).

Consumers and retiailers trom Califomia consider mealy peaches a problem that
should be specifically addressed (Bruhn, 1994). Also a survey on Madrid
consumers retailers showed how mealiness was considered a negative attribute,
which reduced sales and price, (Lopez et al, 1995).\Mren studying sensory
appreciation of mealiness in apples, lack of crispness, hardness and juiciness have
been pointed out to be the major causes for the mealiness sensation (lnstitute of
Agrochemistry and Food Research Eighteen Months Report, 1997).

Up to date there is a first proposal for defining woolliness in Spnngcresf peaches
(Ortiz et al, 1997) although it has to be compared to a trained sensory panel as a
reference.

2. Objective

To develop an instrumential method to quantiff mealiness by comparison to trained
sensory assessors.

3. Materials & methods

Two varieties of peaches, early soft flesh peaches (Cv. Spnngcresf) and late hard
flesh peaches (Cv. Miraflores), have been used for the study. Peaches were grown
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in Murcia and split in samples within a factorial experimental design. These
activities which have been performed at the production area were carried out by the
Institute of Soil Science and Biology (CEBAS, CSIC, Murcia).

The experimentaldesign can be summarised as:

maturity stage: three different stages at harvest were selected by experts, in a
batch of fruits harvested on the same date in the same orchard, and according
mainly to visual références

- 1st maturity stage (reflectance at 680 nm U$%),
- 2nd maturity stage (reflectance at 680 nm41,4%\,
- 3rd maturi$ stage (reflectance at 680 nm 43,5%),

- storage temperature: two different storage temperatures were tested under non-
controlled atmosphere :+1o and +SoC;

- storage period: five different modalities were tested for this factor: at harvest, and
weekly for a month period : 0, 1,2,3 and 4 weeks.

This design was searched in order to achieve as wide mealiness/woolliness range
as possible. A total amount of 27 samples were sent to the lnstitute of Agro-
chemistry and Food Research (IATA, Valencia) for sensory assessmet (by a expert
sensory panel) and to the Physical Properties Laboratory (LPF, UPM, Madrid) for
instrumental assessment.

The total amount of fruits used at LPF for the experiment was 270 (10 fruits per
sample).

The fruits were stored in the CEBAS in Murcia and sent the night before the
measurements were carried out. lsolated boxes with ice bags were used for
transportation.

In this paper the results from the LPF are shown. Further analysis needs to be
developed comparing LPF and IATA results.
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Figure 1: Peaches used for the instrumental and sensona/ assessmenf

The tests canied out on these samples can be summarised as follows:

- weighting of samples,
- mechanicaltests:

- Maoness-Tavlor penetration test Carried out with a Texture Analyser XT2 on
whole fruits. Magness-Taylor flesh penetration test was performed with a 8mm
diameter rod. A maximum penetration of 8mm was applied at 20 mm/min speed
rate. The maximum penetration force was registered and will be used as Magness-
Taylor firmness (N).

- Confined compression test lt was canied out with the same Texture machine on
cylindrical probes of 1.4 cm height and 1.4 cm diameter (see Figure 2). Probes
were confined in a disc of 1.4 cm height, with a hole of the same diameter as the
probe. A maximum deformation o12.0 mm was applied at 20 mm/min speed rate
(0.017 m/m.s). The rod used in this test had a 12.5 mm diameter in order to avoid
rod/disc contacts during compression. Deformation was immediately removed at
the same speed rate; one repetition was made per fruit. The following parameters
were registered through these tests:

- force/deformation ratio within the elastic behaviour (N/mm),

- juice area (mm2) of the spot accumulated in a filter paper placed underneath the
probe during the test, and this magnitude will be used as compression juiciness
(Paoletti, 1993),

- shgeUupture tes!: To perform this test a special device developed in 1992 by
Jaren and Ruiz-Altisent was used (see Figure 3). lt is formed by a metacrilate cubic
box (8cm wide), with a hole in the centre of a rectangular piece (3x8x0,7 cm). In
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that hole a piece of 3x9x0.7 cm can be placed. Both the rectangular piece and the
cube have a transversal cylindrical hole where a fruit probe is placed in order to be
cut by the rectangular piece when pushed by the Texture machine. Two cylindrical
plastic pieces joint together by a rubber band compress the probe to maintain it in a
fixed position during the test.

This test was carried out on probes of 1.4 cm diameter and 2.0 cm height. In this
test an increasing deformation was applied at a 20mm/min speed rate until probe
rupture was achieved; one repetition was carried out per fruit. The maximum force
at the shear rupture point was registered, which will be used as shear crispness
(N), (Paoletti, 1993).

Figures 2 and 3: Confined compression and shear rupture tests

Chemicaltests:

- solid soluble content, measured by a digital refractometer PR-101 ATAGO,
- titratable or total acidity using NaOH valoration 0,1 N, carried out by a titration
system, Titrator TR 85 and automatic burete T80 (Schott Gerate equipment)
attached to a pHmeter, calculating meq/|.

The samples were assessed for te*ure disorders at LPF by an expert who tasted
each peach and classified it into woolly or not woolly. Further information on texture
and flavour was also registered

4. Results

4.1 Characterisation of the sarnptes

When comparing Magness-Taylor force (N) for the two varieties, Springcrest
peaches show a wider variation range (mean values from 43.0 N to 29.2 N) than
Miraflores (mean values from 40.3N to 31.6 N), see Figure 4. For both varieties
there is a gradual decrease of this parameter for increasing maturi$ stage from 1

to 3.
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Sugar content at harvest tor Springcresf peaches is lower than for Miraflores. ln
Miraflores there is not a clear increase in sugar content when increasing maturity
stage, the third maturity stage has less sugar values than the second maturity stage
(12.6, 11.3 and 12.5 oBrix, maturity stages from 1to 3 respectively). ln spite of
Spingcrest where there is a gradual increase there is a gradual increase in sugar
content (8.5, 9.5 and 10.3 oBrix, as increasing maturity stage from 1 to 3).

Acidity follows a different pattern when comparing both varieties. Although, for the
first maturity stage at harvest both varieties have similar acidity values, for
Miraflores acidi$ decreases when increasing maturity stage (from 145.2 to 106.2
meq/l) and in Spincrest it tends to increase (148.7, 162.7 and 164.2 meqll, for the
1,2 and 3 maturity stages).

4.2 Sensory assessment of woolliness

Table 1 shows the main result of this sensory assessment for Springcrest. In this
case the UPM assessor did not doubt whenever classiffing a woolly peach, that is,
woolliness can be easily recognised. The identification of woolly peaches made by
the sensory assessor indicates the onset of woolliness after 2 weeks of storage
under 5oC.

This feature has also been pointed by the sensory panelat IATA (2nd Year Report
of the EC Project FAIR CT960302, 1998), as it shows a very high increase of
woolliness in peaches stored at SoC in spite of those stored at 1oC, which do not
show an increase in sensory wolliness. Also sensory denseness, hardness and
crispness evaluated by IATA panel, show a deep decrease after 2 weeks of storage
at SoC. Again peaches stored at 1oC maintain their values during storage.

For Miraflores peaches, the UPM assessor has large difftculties to recognise
woolliness as not all the attributes conforming a mealy fruit (lack of crispness,
hardness and juiciness) appear at the same time. This textural disorder does not
start at a certain storage time and at a specific storage temperature. Miraflores
peaches have an intermediate woolliness stage, where fruits are soft but stilljuicy
and not woolly. Again this features matches with the sensory woolliness evaluated
by the fATA expert sensory panel. For Miraflores peaches woolliness does not
appear to increase neither at 1oC nor at SoC. ln the same way crispness, hardness
and denseness maintain their values during storage, though they have lower values
in the beginning than Springcrest peaches.
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0 weeks

Table 1: UPM sensory assessor woolliness classification for Spingcrest
peaches

4.3 lnstrumental procedures

Up to date there is already a proposal for woolliness assessment by instrumental
means (Ortiz et al, 1997). To do so, In this study a combination of instrumental
cripness and juiciness assessed by shear rupture test and confined compresion
test respectively is used. According to the procedure establish there, Spnngcrest
and Miraflores have been classified into four woolliness categories; crispy, non
crispy-high juiciness, non crispy-medium juiciness and non crispy-low jurbiness. A
clustering procedure based on the shear rupture force (N) and the confined
compression force deformation ratio (N/mm) has been used to categorise fruits into
crispy and non-crispy, and then categorised into different degrees of juiciness
within the <<non crispy clusteD, based on the confined compression juiciness
(mm2). In

Storage period Maturity at hawest

Lowest

Medium

Highest

Lowest

Medium

Highest

Lowest

Medium

Highest

Lowest

Medium
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Sensory mealy peachæ

0

0

0

0

0

0

4

1

3

10

8

6

9

10

10
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Figure 5: lnstrumental segregation of woolly peaches by clusteing procedure in
Spnngcresf peaches

Figure 5. Shows that Spingcresf peaches are mainly classified in the crispy and
the mealy (woolly) . There are no many intermediate fruits. However, Miraflores
peaches are distributed gradually in the four woolliness categories, see Figure 6.
Also, it is shown how Miraflores peaches have a lower shear rupture force and less
variation range of compression juiciness.

Tables 2 and 3 show woolliness onset related to the experimental iactors. Crispy
and woolly fruits conespond to those shown in Figure 5 and 6. labelled as crispy
and mealy clusters. Intermediate clusters in Figure 5 & 6 are not shown in Tables 2
& 3. However, as each sample (each row of tables) is formed by 10 fruits the
number of fruits within the intermediate clusters corespond to those missing until
10. For Spingcrest peaches, fruits labelled as <<woolly> appear mainly for SoC of
storage temperature. The starting point for mealiness onset is 2 weeks. At that
point nearly a 50o/o of the fruits show woolly characteristics for SoC storage
confirming that this disorder does not appear at the same time for all the fruits.
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Figure 6: lnstrumental segregation of woolly peaches by clustering procedure in
Miraflores peaches.
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Table 2: Spingcrest instrumental classification of woolly peaches

Crispy Woolly

non crispy, low

juicy
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However, in Miraflores, fruits classified as woolly by the instrumental procedure do
not conespond to the sensory classification (no wooly peaches were identified).
Also instrumental classification does not start to detect woolliness at a certain time
and at a certain temperature storage as it was in Spingcresf (see Table 3).

4.4 Compartson between sensory and instrumental results:
Conclusions

Spingcrest (early and soft flesh peaches) classified as woolly by instrumental
means correspond to those defined as woolly by the UPM sensory assessor.
Woolliness appears after 2 weeks of storage at 5oC, peaches change abruptly from
cispy to woolly. This feature has also been pointed by the sensory panel at IATA
(2nd Year Report of the EC Project FAIR CT960302, 1998) where the evaluation of
woolliness made by an expert sensory panel shows that peaches stored at 5oC
have a strong increase in sensory woolliness and a strong decrease in sensory
denseness, hardness and crispness, after two weeks of storage. These sensory
results conespond to those find out with the instrumental procedure.
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0

0
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Table 3: Miraflores instrumental classification of woolly peaches

Woolly

non crispy,

low juicy
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On the other hand, along the stomge time, Miraflores (late and hard flesh peaches)
have not been classifted as woolly by the UPM assessor. They maintain an
intermediate degradation sfage (between crispy and woolly), they had lower shear
rupture force and less wide compression juiciness range. Sensory woolliness,
hardness, crispness and denseness assessed by the IATA panel maintain their
levels during storage (2nd Year Report of the EC Project FAIR CT960302, 1998).
They are in a middle stiage between crispy and woolly, remain soft but stilljuicy and
do not become woolly during the storage conditions studied. These results do not
conespond to those ftnd out with the instrumental procedure. Comparing with
Springcrest, data it is shown how Miraflores peaches start storage with lower
crispness (shear rupture force (N)) and have less variation range of juiciness
(compression juiciness (mnf)). Miraflores peaches, stored at SoC during 4 weeks,
are not really woolly when comparing with Springcrest peaches. According to this it
can be conclude that the clustering analysis enlarge the woolliness sca/e and
classify as crispy and woolly peaches which are in an intermediate degradation
sfage.
These results indicate different degradation pattems in both types of varieties. After
comparing with sensory results, it is shown that a common instrumentral scale may
be appropriate to classiff for woolliness all peach varieties.
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Measuring dynamic viscoelasticity of a microscopic
organism

Mesure de la
microscopique

d'un organBmeviscoélasticité dynamique
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Dept. of Farm Mechanization
National Agriculture Research Centre
Tsukuba 305, Japan
e-mail: kazuto@affrc. go.jp

Abstact: A dynamic viscoelasticity measuing sysfem for small-sized biomaterials like
small organs or cells has been developed. A mathematical model that describes the
expeimental sysfem was implemented and the solution in the steady sfafe uras given. The
control program of an atomic force microscope (AFM) was modifred to apply sine waves to
a mateial through the piezoelectric device of AFM. The test material is vibrated up-and-
down, bending a cantilever which has been in contact with the upper paft of the mateiaL
The tip of this micro-cantilever was also modified in order to make flat contact with the
material. The lineaity of deformation of the vibnting device and the sping constant of the
micro-cantilever were measured in order to peiorm quanffiative analysis.

Dry yeast was used as fesf sample to investigate the propefties of the measuing device.
The rcsults showed that it was possiô/e to detect intemal losses caused by the
viscoelasticity of the yeast.

Keywords: Dynamic viscoelasticity, AFM, biæmaterial, micro-cantilever.

Résumé : Un système de mesure de la viscoélasticité dynamique pour des bie.matériaux
de petites tailles tels que les petits organes ou les cellules a été développé. Un modèle
mathématique décrivant le système expérimental est mis en æuvre et une solution est
donnée en statique. Le programme de gestion d'un microscope à force atomique a êté
modifié pour appliquer des ondes sinusoidales à un matériau au travers d'un piezo
électrique. Le matériau à tester est mis en vibration (de haut en bas), ce qui fait ployer un
cantilever mis en contact avec la surface supérieure. L'aiguille de ce micro-cantilever est
également modifée pour créer un contact plat avec le matériau. On mesure la linéarité de
la déformation du système en vibration et la cnnstante du ressort du micro-cantilever pour
quantifier le phénomène. Des levures déshydratées sont utilisées comme matériau test
pour étudier les propriétés de ce système. Les résultats révèlent qu'il est possible de
détecter les pertes intemes d'énergie causées par la viscoélasticité de la levure.
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1, Introduction

This paper describes a dynamic viscoelasticity measuring system for micro bio-
materials like small organs or cells. Measurements were taken to understand the
relationship between the displacement of a piezoelectric device on the one hand
and applied electric voltage and spring constant of a micro-cantilever on the other.

ln order to develop a micro machine using microscopic organisms like proteins or
cellulose, it is necessary to measure the mechanical characteristics and electrical
properties of these organisms. With regard to the mechanical characteristics of
organisms, it is more important to measure dynamic viscoelasticity than static
stress and distortion since the viscoelasticity has an effect on the transfer
characteristics of kinetic energy and the absorption of applied forces. Although
there are several studies about the viscoelastic characteristics of a materialbos
surface[1], or metal bars[2], studies about the dynamic viscoelasticity of micro bio-
materials are rare.

In conventional measuring apparatus, the displacement of the stress sensor used in
the apparatus and the size of the microscopic organism, such as a plant cell, make
little difference. Since the displacement of the stress sensor itself is disregarded, it
is difficult to use a conventional measuring apparatus for microscopic organisms.
Moreover there are no known methods for measuring the dynamic viscoelasticity of
a microscopic bodies.

In order to measure the dynamic viscoelasticity of a material, the frequency
response of a distortion should be detected with very little stress in a sinusoidal
wave applied to the test material. The piezoelectric device of the AFM has a minute
vibrating mechanism which allows it to measure the deflection of a micro cantilever
which is in contact with the object, by laser and photo detector. In this study, AFM
was modified to trake dynamic viscoelasticity measurements of a microscopic
organism.

2" Dynamic viscoelasticity measuring system

Fig. 1 shows the schematic diagram of the dynamic viscoelasticity measuring
system in this study. Since the AFM strandard was not fit for measurement, it was
modifted. The potential amplitude of the AFM piezoelectric device was about 100
nm, too low to adequately deform the test sample. Therefore by modiffing the
intemal hardware of the AFM, the maximum amplitude was increased to about 2
micrometers. Since a feedback loop makes the output from the photodetector
constant in normal AFM use, it is impossible to detect the deformation of a test
object. Therefore, the control program was modified to follow this deformation
precisely by the micro-cantilever. Usually the AFM tip, which is sharpened to get
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higher resolution, will damage test samples. Fig.2 shows the tip processed to give
flat contact to the test object by fixed ion beam method (FlB). By such
modifications of the original AFM, sufficient vibration amplitude was able to be
applied to the object. The micro cantilever which has made flat contact with the top
of the object is able to bend to measure the stress which is added to the object.

o[o*o0",",,o..

micro cantilever -----cell

piezoelectric
device

Figure 1: Schematic diagram of dynamic viscoelasticity measuing sysfem

Test sample, such as a plant cell, is set on a stage which is connected to the upper
part of the piezoelectric device. As a sine wave is input on the piezoelectric device
of the AFM, test object is vibrated up-and-down, bending a cantilever which has
been in contact with the upper part of the object. The force added to the sample
can be determined from the deflection of the cantilever.

otodetector

piezoelectric
device

Figure 2: AFM flp processed to make flat contact with the test sample
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3. A theoretical analysis of the experimental system

Fig. 3 shows the vibration model of the experimental system. ln order to simpliff the
vibration model of the test system, the following assumption was applied: The mass
of the micro-cantilever is concentrated at the tip, the mass of the sample was
ignored beçause it was very small compared with the mass of the micro-cantilever,
and the sample is a set of the Voigt model. The third assumption was applied
because many kind of bio-materials have a characteristic to recover its shape when
the applied force removed. By these assumptions, the motion equation of the
micro-cantilever is described as follows:

dzx dx dx,
ffil=*C1; + (Æ t kr)x=c- -! + klxldt' 'dt dt

=lcos(co t-s") ----- (l)

where A= a . c,0), tana =i
Where k is the spring constant of the micro-cantilever, m is the mass of the micro-
cantilever, ct is the coefficient of viscosity of the sample, kt is the spring constant of
the sample and "a" is the amplitude of the forced vibration actuated by the
piezoelectric device.

otodetector

piezoelectric
device

Figure 3: The mathematical modelof the experimental system

The solution of the motion equation (1) in the steady state is as follows:

x = xocos(o t-ô ) -----(2)

(cra)z + krz
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,
where xn = a-l"'--' - -''r -'Ï 

tf + kr)' + cr2rù' -zmqk + fr,b' + m2r,Jo

cra(k*kr-m@2)
clo +

tanô =
, , cr'@' -,-- z
K + K, -_j- -m(ù'kl

By means of measuring xo and ô, the viscoelastic characteristics can be grasped.

4. Strain linearity of the vibrating device and the
spring constant of the micro cantilever

fn order to measure the dynamic viscoelasticity of a micro bio-material
quantitatively, it is necessary to calibrate the sensitivities of sensors and the
linearity of vibrating devices. In this study, a micro-laser interferometer was used to
measure the linearity of the piezoelectric device. Fig. 4 shows a schematic diagram
of the piezoelectric device deformation measuring system. The beam emitted by
the laser diodes is split into two parts, i.e., the reference and measurement beams.
After being reflected back by a minor onto a moving object, the measurement beam
interferes with the reference beam. Fig. 5 shows that the deformation of the
piezoelectric device was almost linear.

otodetector

piezoelectric
device

Figure 4: Laser interterometer to measure the deformation of a piezoelectric device
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Figure 5: The linearity of piezoelectric device deformation

otodetector

piezoelectric
device

Figure 6: A precision micro balance and a piezoelectic device used for measuing
the sping constant of the micro cantilever

The stress applied to test objects is detected by means of converting the bend of
the micro cantilever into force. Fig. 6 shows a schematic diagram of the spring
constant measu ring system.

At the point where the micro cantilever make a little contact with the top of the table
of micro balance, the piezo started to deform by 0.S-micrometer steps. Fig. 7 shows
the spring constant measurement result used a micro-cantilever which nominal
value was 0.2 N/m. Here we c:ln see that the spring constant of the micro cantilever
used for the dynamic viscoelasticity measuring system was 0.17 N/m.
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Figure 7: Sping constant of the micro-cantilever
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5. Dynamic viscoelasticity measurements

Dry bread yeast of about 3 micrometers in diameter was used as the bio-material
sample. Silicon wafers were also measured for comparison. In order to measure
one grain of yeast, it is necessary to locate the yeast just under the tip of the micro
cantilever. A rough image of the yeast was measured by contact with the AFM in
advance, then the top of the image was moved immediately under the tip of the
micro cantilever. ïhe piezoelectric device was vibrated in a frequency range from
1OHz to 100H2 and the frequency response of the micro cantilever was measured.
It was possible to detect a phase lag of about 55 degrees in the frequency range of
29Hzto 100H2, which is a time delayed response caused by the inside loss of one
grain of yeast (Fig. 8). This method is expected to come into use for many kinds of
microscopic organisms. However, in order to apply it to inegularly shaped
materials, it is necessary to consider the influence of shape, which can affect the
deformation of test objects.
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Figure 8: Phase shift of the deformation of dry yeast and silicon wafers detected
by the dynamic viscoelasticity measurement system

Conclusion

In order to measure the dynamic viscoelasticity of small-sized bio-materials like
small organs or cells, AFM was modified to develop a suitable measurement
system. A test specimen is vibrated up-and-down, bending a cantilever which has
been in contact with the upper part of the specimen. The linearity of the
piezoelectric device deformation was verified and the spring constant of the micro
cantilever was measured in order to perform quantitative analysis. Dry yeast was
used as a test specimen to investigate the properties of the measuring device. The
results showed that it was possible to detect intemal losses caused by the
viscoelasticity of the dry yeast.
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Abshct: Highquality standards and the need of shelf-life determination for the modem
mafuet have heightened the need for on-line evaluation of intemal properties for each
individual fruit and vegetable. The rapid development of fast and low-cost microprocessors,
signal analysis methods and special sensors has opened new possibilities for non-
destructive dynamic tesling of agricultunl products. lmpoûant findings in these areas will be
summarized and dr.scussed in this work. Research reported on firmness measurement by
force, impact, sonic, ultrasonic excitation and other technology such as NMR and
Fluorescent Measurement will be presented. More specifically, quality detection by fruit
response to acoustic impulse will be given for apples, melons, avocados, mangos, and
tomatoes. An example of a stateqf-the-aft, non4estructive texture evaluation method for
classifrcation and quality control of fruits and vegetables will be given.

Keyuords: Nondestructive, fr rmness, acoustic, fruit, vegetables.

Résumé : Les standards de qualité et les besoins de déterminer la durée de vie des
produits ont accentué le besoin d'une évaluation en ligne des propriétés intemes de chaque
fruit et légume. Le développement de microprocesseurs rapides et peu coûteux, de
méthodes d'analyse du signal et de capteurs spécifiques ont ouvert de nouvelles
possibilités au test dynamique non-destructif de produits agricoles. Les découvertes
importantes sont rapportées et discutées dans cet article: mesures par force, impact,
excitation sonique ou ultrasonigue ainsi que d'autres technologies telles que la RMN ou la
fluorescence. La mesure de qualité par la réponse d'un fruit à une impulsion acoustique est
décrite pour les pommes, melons, avocats, mangues et tomates. Un exemple de méthode
non destructive pour contrôler la qualité des fruits et légumes est donné.
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1. lntroduction

High-value fresh agricultural products, particularly for export, must be carefully
handled and sorted, in order to meet quality standards and customer demand.
Many methods are available for quali$ detection and sorting according to intemal
and external fruit properties and defects. According to Mohsenin [1], texture,
together with appearance and flavor, are three sets of qualities which govem the
acceptability of fruit and vegetables by the consumer. In recent years, the demand
for higher quality fruits ând vegetables has led researchers to develop new
technology in order to improve the quality of products in the market. A major
confibution to this goal has come from application of developments in the High-
Tech areas such as electronics, computers, sensors, materials etc. Researchers
are using the technology available to quantitatively define texture, appearance and
flavor. Texture can be defined by subjective terms such as: hardness, softness,
brittleness, ripeness, toughness, chewiness, smoothness, crispness, oiliness,
springiness or firmness. !t can also be defined objectively using physical
terminology from continuum mechanics such as: elasticity, plasticity, viscoelasticity,
or viscosity. This may be the reason that researchers define textural quality in
different ways; one may refer to the textural quality "firmness", another may use the
terminology "modulus of elasticity" while yet another may grade ftrmness indirectly
by measuring chemical bonds. Absence of one quantitative definition for textural
quality has resulted in different understanding of how to define texture and what is
so-called <<firmness>. Because of the different firmness definitions, it is difficult
nowadays to change standards of quality used and to switch from destructive
methods to non-destructive methods. One of the well known examples is the
hopeless attempt of replacing the destructive Magness-Taylor (MT) pressure tester
by one of the non{estructive techniques. lt is obvious that these two types of
techniques measure different physical properties and therefore, can not present
firmness using the same unit scale. As a result of this situation, numerous
researchers have conelated the performance of their measuring technology with
Magness-Taylor measurements, while others have concentrated on the advantages
of newer, non-destructive technology. Using nondestructive techniques, one can
inspect the same fruit throughout its ripening process to determine the fruits'
optimum post-harvest treatment.

ln recent years, several reviews have been published by Chen and Sun [2], Sarig
[3], and Pitts et al. 141 on subjects directly and indirectly related to ftrmness
measurement. The need for quality detection by firmness technology has
encouraged the scientific community to conduct conferences and workshops on
non-destructive measurement. lmportant developments over the past five years
have been published in the proceedings of conferences held in Spokane, USA [5],
Orlando, USA [6], Tiberias, lsrael [7] and others.
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Major efforts have been directed towards dynamic quality detection by determining
fruits' response to: force; impact force; forced vibrations; mechanical or sonic
impulse; and ultrasonic testing techniques; or by measuring the fruits' intemal
composition. A summary of the findings applying to these methods will be
presented. The objective of this paper is to review the non-destructive techniques
available to measure the textural quality known as firmness. The review will cover
several promising techniques for adapting firmness measurement to online sorting
of fruit and vegetables.

2. Quality detection by fruit response to force

Several portable devices have been developed, by researchers such as Bellon et
al. [8] and Fekete [9], to detect the force and deformation of fruit (about 0.3-0.9
mm). The researchers claim non-destructive operation as a result of using sensitive
sensors. High correlation to destructive tests have been reported. Another device,
commonly used nowadays for quality detection in tomatoes, is based on pressing a
spring-loaded half-sphere indentor, 5 mm in diameter and 2.5 mm in height, into
fruit. This device is similar to the method used to define stiffness of plastics and
rubber (Shore standard). Mizrach et al. [10] developed a <<mechanical thumb> to
measure the force deformation of a peel using a springJoaded pin (3 mm in
diameter). The device was constructed on a flexible beam instrumented by strain-
gages to measure the beam's deflection. Good results were obtained in sorting
tomatoes and Shamouti oranges. Hung and Prussia 111) presented a non-
destructive Laser-puff detector to measure firmness of various foods. The excitation
of the food was performed by a short puff of pressurized air which can be regulated
to a certain degree according to the firmness scale of each product The deflected
surface of the ftuit is measured by a laser displacement sensor. The Laser-puff
values correlated well (R2=0.78) with destructive measurements in peaches.

3" Quality detection by impact force

Among the first investigations on impact is the work of Finney et al. [12], who
recorded force versus displacement of a pendulum impacting a fruit. No practical
conclusions were drawn, however. DeBaerdemaeker et al. [13] suggested
determination of firmness according to impact force on apples that were dropped
onto a force transducer. The frequency response of the impact was obtained via
FFT. Several signal measurements were examined, among them: amplitude of the
response at a predetermined frequency, e.g. F250 at 250 Hz, and frequency at
which a response is 20 dB lower than at 0 Hz, w(-20). Results were compared to
those of MT and standard compression tests. Similar experiments were conducted
on bfuebenies by Rohrbach et al.1141. The results were compared to impact model
results that were developed by Franke and Rohrbach [15]. An impact firmness

index, CZ = f JTJ, was calculated according to the time domain impact response,

where Fo is the maximum force and ! is the time from the beginning of impact until
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its maximum. Results indicated that this firmness index is not appropriate for
bluebenies, although it was later proven to be more appropriate for some other fruit
varieties. Delwiche [16] and Delwiche et al. [17] found good conelation between two
impact indices and results from MT and standard compression tests. The first
impact index was defined as C1 = FpÆp and the second was C2, as defined above.
Conelation coefficients between the impact parameters and fruit characteristics are
presented in Table 1.

reference
Delwiche

et al.
(l987)

De Baerdemaeke
et al.

(l982)

Rohrbacl
et al.

(1982)

fruit peach apple blueberry

Cr C2 F275 F29s F250 roG20) Cz

E 0.82 0.85 0.86 0.87 0.68 0.75 0-52

M.T. 0.76 0.75 0.82 0.81 0.77 0.8s

Table 1: Conelation coefficients between impactforce parameters and some
fruit charactersfics

Nahir et al. [18] found good conelation between firmness of tomatoes predicted
according to their impact response and the results of compression tests.
Lichtensteiger et al. [19, 20] conducted experiments on tomatoes and concluded
that it is possible to sort tomatoes since they show different impact responses at
different stages of maturity.

A prototype of a sorting unit, based on the impact firmness index C2, was
developed and tested by Delwiche et al. [21]. The ftuit, which discharged from a
conveyor-belt, hit a piezoelectric force transducer. An onJine computer analyzed
the measured impact force and sorted the fruit into three groups - hard, firm, and
soft - using a pneumatic device. Delwiche and Sarig [22] developed another impact
firmness sensing device, which releases a small mass to impact the fruit. The
acceleration of the small mass is used as a measure of the impact force. The
signal, picked-up by an accelerometer, is analyzed in the same manner as the
impact force response of the drop impact. The impact indices are normalized
according to the height, h, fom which the mass is dropped. Results for apples,
peaches and pears are shown in Table 2 where the impact firmness indices are
compared to results fom standard compression and MT tests.
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reference Delwiche and Sarig (1991) Delwiche et al.(l989)

fruit apple peach pear peach pear

Cz Czlh Cz Czlh Cz Czlh Cr Cz Cz

E 0.52 0.53 0.80 0.80 0.68 0.67 0.90 0.90 0.81

M.T. 0.49 0.49 0.87 0.87 0.80 0.81 0.86 0.84 0.78

Table 2: Conelation coefficients between impactforce parameters and fruit
characteristics

As mentioned by various authors, local variations in texture around the surface of
fruit limit the accuracy of firmness prediction by impact testing. This is an inherent
disadvantage of the method since the impact force is naturally a measure of local
properties of the impact zone, rather than overall properties of the intact fruit. HerE
assumed that the impact pressure for a curved body with a flat surface was
distributed as a semi-ellipsoid, erected on a flat contact surface. For the case of
dropping a sphere onto a rigid plane, the resulting impact pressure distribution is a
hemisphere on the contact area. Based upon the HerE assumption, it may be
possible to relate deformations within the sphere to impact forces for elastic and
viscoelastic materials. Luan and Rohrbach [23] and Luan [24] undertook research
directed towards developing experimental evidence on the validity of the HerE
assumption by investigating the real pattem of impact pressure distribution during
viscoelastic impact. Since the shape of the impact area differs according to the
local shape of the fruit, information on local impact pressure distribution may reduce
the effect of localvariability on impact ftrmness measurements. Thai [25] presented
preliminary tests of a Soft Transducer/Tactile Sensor (STTS). The sensor is a 1 mm
thick, resilient foam that changes its electrical resistance when mechanically
deformed. Upon impact, the STTS senses changes in volume as opposed to
changes in force, as in piezoelectric transducers. The time derivative of the
measured signal is used to calculate an apparent coefficient of restitution. This
value was found to be independent of drop height and mass of the fuil The
findings can be further explored for various fruits and compared to destructive tests.
Schaare and McGlone [26] reported on a SoftSort firmness sensing assembly that
is based on measuring the dwell time, which is the half-height width of the
force/time peak measured during an impact. The method was used to detect Kiwi
fuit firmness by four sensor units made of piezo film sensor under an aluminum
and rubber pad. The sensor units were concave in shape. Good sorting efftciency
was reported for Kiwi fruit as compared to hand grading.

The advantages of the impact method are its simplicity and speed. The
disadvantages are mainly that the method detects local phenomena only and with
some technologies, it does not account for the ftuits' mass which can, however, be
overcome by presorting for size.
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4. Quality detection by fruit response to forced
vibrations

A vibration test is referred to as an experiment where a fruit is excited by a
commercial vibrator on its one side, while the response is measured by an
accelerometer or a microphone attached to its opposite side. Usually, the response
in time is transformed to give frequency response in order to detect the resonant
frequencies of the fruit. The resonant frequencies depend on the mechanical
properties of the fruit and therefore can be used to characterize fruit firmness. One
of the first studies on nondestructive evaluation of ftuit quality factors and their
dependence on mechanical properties was done by Finney [27], who reported on a
conelation between the extent of fruit ripeness in apples, pears and peaches and
the Young's modulus of the fruits. The Young's modulus was calculated according
to the resonant frequency of a fruit specimen, which was vibrated at frequencies
ranging from 20 - 3000 Hz. The results showed a change in the modulus of
elasticity within a range of 3o/o per day during the last two weeks of ripening. Similar
results were reported for bananas by Finney et al. [28]. Finney and Nonis [29]
found a sound conelation between the modulus of elasticity of whole fruit and fruit
specimens, and their resonant frequencies. Abbott et al. [30, 31] vibrated intact
fruits, which were hung by their stems, and suggested a firmness index, Fl = m
(fn=r)2; calculated according to the second resonant frequency of the vibrated fruit,
fn=2, âDd its mass, m. Finney [32, 331 showed a high conelation between this
firmness index, calculated from the response of intact fruit, and the firmness from a
standard Magness Taylor (MT) compression test. Utilizing a similar approach,
Stephenson et al. [34] and Peleg and Hinga [35] reported good results in separating
green from red tomatoes according to the difference in their frequency response.
Peleg et al. [36] reported good classification results of avocado based on the same
measuring system but using four quantities of modal firmness indexes, which were
calculated directly by measuring the input and output vibration signals. A new
statistical calibration method was developed by Peleg [37-39] to determine the
parameters of a chosen calibration model in the complex domain. This method
significantly increases the conelation beyond the value obtained by conventional
regression. The method can be used to compare between non-destructive and
destructive measurement. Abbott and Massie [40] proposed a non-destructive
dynamic force/deformation measurement for kiwi fruit firmness using a force
transducer and accelerometer on the head of an electrodynamic vibrator. Both
transducers measured the input and output signals from the same side of the fruit.
Technically, this anangement is more convenient for on-line adaptation. From the
dynamic force deformation frequency response, they calculated the ratio of the
output to input at each frequency, to obtain the frequency response. Using the
firmness index term, low conelation (R=0.6) was achieved between dynamic force
versus deformation variables and the MT. lmprovements on the conelation were
achieved (R=0.8) by taking into account the two frequency ranges, using a multiple
regression technique.
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Cooke and Rand [41] developed a mathematical model for investigating the
dynamic response of fruit. The model was based on the classical theory of free
vibrations of an elastic body. The mathematical model was used to calculate the
free vibration modes of a spherical fruit composed of three layers, each having
different elastic properties. The free vibrations of the sphere were divided into three
basic classes: (1) spherical, breathing mode of vibrations, Ss, for which the volume
of the sphere changes while its shape remains unchanged, (2) torsional vibrations,

\, for which the volume and shape of the sphere remain unchanged while different
parts of the sphere move relative to one another, and (3) mixed modes vibrations,
S., (i >1), for which both the volume and the shape of the sphere change. ln
addition, a conection of the firmness index, Fl = rnæ (fn=2)2, was derived from this
theoretical study and found to be independent of the fruit mass.

Yong and Bilanski [42] measured the frequency response at the top and side of a
fruit and derived the modal shapes of vibrations. The first resonance was found to
be similar to a single degree of freedom system (SDOF), where most of the fruit
may be considered as a solid mass. Only a thin layer, at the point where the fruit
rests upon the vibrator, may be considered as a spring and dashpot. The second
resonance was found to be a mixed mode of vibrations - Sro - which is called the
oblate prolate mode. The higher resonances were assumed to be of the same type
but of a higher order - Sæ, S. etc. These conclusions were experimentally
confirmed by Van Woensel etal.143, 441.

Rosenfeld et al. [45, 46] developed a Boundary Element simulation which extends
the model of the elastic sphere of Cooke and Rand [41]. The simulation provided
the acoustic response of a viscoelastic fruit, of arbitrary shape, that was excited at
its bottom. The numerical simulation yielded the shapes of the first and second
vibration modes which were experimentally detected in previous work. The
simulation also showed the dependence of the resonant frequencies on the
viscoelastic properties of the fruit, as well as on its mass. The results corroborate
the fact that it is possible to sort fruit for firmness when the mass and the resonant
frequency of the fruit are known. Chen and De Baerdemaeker 147,481 and Chen et
al. [49] analyzed the modal shapes of fruits using a finite element model. Kimmel et
al. [50] used a lumped parameter model, based on a multidegree-of-freedom
system (MDFS), and verified the modalshapes of fruits.

A comparison between three experimental studies on a red delicious apple is given
in Table 3. The results show a marked difference in the value of the first resonant
frequency. The second and third resonances have similar values, although the fruit
differs in mass.
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Reference fr (Hr) b (r1z) Ô (Hz) f4 (Hz) m (s)

Finney (1970) 350 950 ls00 1800 200

Abbott et al. (1968a) 80 900 1600 r57

Yong et al. (1979) 110 900 1400

Table 3: Resonant frequencies of an apple (red delicious) obtained by different
vibration sysfe/r?s

An explanation of the large variation in frequency for the first resonance lies in the
difference of the excitation methods used by each of the investigator. The high
value found by Finney is due to the large contact area between the fruit and the
vibrator; whereas Abbott excited the fruit using a pin that was inserted into the flesh
of the apple resulting in a small excited area. This leads to the conclusion that when
vibrating a fruit, the first resonant frequency is not an appropriate measure for fruit
properties since it depends on the area of excitation. This area differs according to
the local shape of the fruit and the vibrating device. Additional work in this area was
performed by Affeldt and Abbott [51].

Pifts et. al, [52] found that the Peleg Firmness Tester (PFD was sensitive to apple
size and location of the sensor, but not to varieties of apples. Van Woensel et al.

[53] used a spectral analysis method to follow the ripening of apples during their
storage. A wide band random vibrator of the range 0 - 1,600 Hz was used to excite
the fruit. The results showed a clear change in the frmness index during the entire
season. ln a following research, Van Woensel et al. [43] found a good correlation
between indices calculated from vibration tests and fruit texture and its acceptability
to the consumer.

From the studies presented, it can be concluded that the forced vibrations
technique is feasible as a method for detecting maturity and degree of ripeness of
fruit. Nevertheless, these findings have not yet led to the construction of an on-line
quality sorter, mainly because of problems associated with coupling the measuring
device to each individual fruit.

5. Quality detection by a mechanical or sonic impulse

Several researchers have studied trtlit response through mechanical or sonic
impulse excitation. Ganett and Furry [54] used a modified audio speaker to induce
a force impulse through an apple. The propagation velocities of sound waves were
measured to calculate the mechanical properties such as Young's modulus, tissue
density and Poisson's ratio of the apple. Clark [55] used a similar method and found
high conelation between the decay time of sound waves crossing watermelons and
their firmness. lt was found that sound decay time increased with watermelon
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ripeness. This work was turther developed by Robinson [56] who designed
equipment appropriate for ripeness detection in watermelons, based on acoustic
decay time.

An altemative method for evaluating textural quality via frequency response was
suggested by Yamamoto et al. [57, 581. The fruit was placed on a rigid surface and
hit by a pendulum. The acoustic emission was sensed by a microphone and the
signal was analyzed using an FFT algorithm to extract the fruit's resonant
frequencies. The researchers showed a significant conelation between the acoustic
parameters of apples and their apparent Young's modulus, ultimate strength and
firmness. The conelation for watermelons was poor. Abbott et al. [30] indicated
similar resonant frequencies for the same modes of vibration, which were excited
by forced vibrations. Table 4 compares the results for an apple from the work of
Yamamoto et al. [57, 58] and Abbott et al. [30].

Reference fi G{z) D (r1z) B (Hz) f4 (rtz) m (cr)

Yamamoro er al. (1980) 800 I 190 1550

Abbott et al. (1968a) 80 650 I 100 t460 155.7

Table 4: Resonant frequencies obtained from mechanical impulse and vibration
test on apples (golden delicious)

The first mode from Abbott's vibration test does not appear in Yamamoto's study,
since it is a forced vibration mode, as previously explained. To prove this
hypothesis Van Woensel et al. [44] used the following two experimental set-ups to
measure the resonant frequencies and damping ratios: (1) forced vibrations by the
standard vibrating method, and (2) free vibrations by a small pendulum which hit
the fruit that was hung by its stem. They found that the first resonance measured by
the forced vibrations setup was not detected by the free vibrations setup, which
measured nafural frequencies only. The frequencies and damping ratios of the
higher modes of vibration, measured by the two experimental setups, were very
close to each other. These results confirmed the findings of Yong and Bilanski [42],
that the first resonance is of a SDOF type, and the higher resonances are of the
mixed modes.

Armstrong et al. [59, 60] caused vibrations by striking the apple with a ball of wax.
Young's modulus, calculated from the acoustic response, highly conelated with that
measured in compression tests of specimens taken from the same fruit. Poor
conelation was found with the results of a standard MT test. Good repeatability
results were obtained from impulses applied at the equator of the apple, while those
applied at the stem or blossom ends and detected at the equator did not show good
results. Chen, P. et. al. [61] reported good conelation of the first two resonant
frequencies between acoustic sensing and human auditory sensing. In the
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experiments, several apple varieties were struck mechanically while fuit response
was detected by a microphone. Significant differences were not found among
sound signals obtained at different locations tested around the ftuit. Chen, H. et al.

[62] tested apples and concluded that the acoustic impulse response method
appears to be more efficient and accurate than random vibration methods, and the
instrument, more practical to use. Sugiyama et al. [63] developed a portable
firmness tester for melons. The device was based on detecting the response of a
melon, by two microphones, resulting from mechanical impulse excitation.
Conelation of about R=0.943 was reported between the transmission velocity
measured by the microphones and the apparent elasticity of the melons, measured
destructively. Farabee and Stone et al. [64] developed a nondestructive firmness
tester to measure the maturity of watermelon using sonic impulse. The probe is a
closed end, plexiglass cylinder approximately 5 cm in diameter and 15 cm long. A
thin, disk shaped ceramic piezoelectric element, bonded to a similar sized thin
brass disk, was mounted at the end of the cylinder in contact with the melon. A
solenoid, inside the cylinder, was used to deliver a mechanical impulse to the ffat
face of the piezo ceramic. The impulse is transfened through the ceramic to the
watermelon. The resulting vibration of the melon, due to the impulse, drives the
piezo element. The signal from the element was amplified and filtered through a
fourth order low-pass active ftlter before digitization by the data acquisition unil
This equipment was used by Armstrong et al. [65] in recent research to detect
intemal damage of watermelons and by Stone et al. [66] to detect watermelon
maturity in the field.

Thus, several techniques are available for truit quality evaluation through
mechanical and acoustic excitation. The most promising quality f-actor seems to be
the resonant firmness index, calculated through impulse excitation. Analysis of the
response to a mechanical impulse is a feasible method to obtain the ftrmness index,
and can be adapted more easily to sorting machines. However, as stated by Pitts
et. al. [4], judging the effectiveness of a new sensor system for fruits can be a very
difficult task; besides the variation capability in the sensor system and the senso/s
conelation to finnness. there is variation in firmness around the fruit as fruit size
changes.

These investigations of the response of fruit to a mechanical or sonic impulse
indicate that this method is reliable and easy to apply. However, the excitation
method and measuring techniques must be further developed and adapted to
actualconditions in a sorting process.
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6. Determining fruit properties by ultrasonic
techniques

Ultrasonic diagnostic testing is a well-established, non-destructive technique used
in medical and industrial applications. ln industry, these techniques are used to
detect internal defects such as air pockets and cracks in welding and casting,
whereas in medicine they are used to determine normal and abnormal tissues, as
well as intemal structure of organs in the human body. The frequency of ultrasonic
waves is a very important factor in fruit penetration, since the attenuation of high
frequency waves in fruit tissue is very high. Sarker and Wolfe [67J found high
attenuation coefficients of ultrasonic waves at the frequency range of 0.5 - 1 MHz in
tissues of potatoes, cantaloupes and apples, due to the porous nature of these
tissues. They pointed out that at lower frequencies (100 - 500 kHz), a transducer of
higher energy output might be useful in fruit penetration. They also proposed a
method for ultrasonic measurement of the smoothness of citrus fruit peel and
detected skin cracks in tomatoes by analyzing the reflected signals. Arad et al. [68]
canied out various tests, including transmission of light, specific gravity,
radiography and ultrasound, for predicting failure in melons. Results showed that
the ultrasonic technique was the most promising when compared to the other
methods. lt was pointed out that the detection capacity of the technique could be
significantly improved if more appropriate equipmentwas available.

Spectral analysis of ultrasonic acoustic waves was investigated by Upchurch et al.

[69, 70], for the purpose of detecting damage in apple tissue. lt was observed that
undamaged tissues contained a larger percentage of air space than that of
damaged tissues. However, due to the high acoustic impedance and attenuation
coefficient of apple tissue, this change in tissue construction could not be
consistently detected by using the ultrasonic technique.

A comprehensive review of techniques for detecting hollow heart in potatoes was
presented by Watts and Russell [71]. The authors pointed out the advantages of
the ultrasonic testing for detection of intemal defects in potatoes which included its
freedom from radiation hazards and the possible ease of automation. They also
indicated several challenges to be overcome before ultrasonic methods can be
used commercially. These included development of a proper transducer, and
selection of the optimum frequency to obtain reproducible results with maximum
resolution.

M2rach et al. l72l investigated problems in determination of fresh fruit and
vegetable properties by ultrasonic excitation. Specimens of the selected fruit were
tested using a high power, low frequency ultrasonic instrument. Two 50 kHz
transducers were used to determine the sound velocity and attenuation coefficient
by the through-transmission method. Reflection properties of the tissue were
measured using a single 500 kHz transducer operating in the pulse+cho mode.
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The results demonstrated the feasibility of low frequency ultrasonic testing of
agricultural products. Mizrach et al. [73, 74] studied acoustic, mechanical and
quality parameters of melons and avocado using a 50 kHz transducer. the
attenuation signal conelated well with firmness in 'Ettingef avocados. Low
conelation was found for Galia melons.

The literature survey indicates that ultrasonic techniques can be used to detect
some local properties and specific defects in selected products. Yet, the
commercially available, low frequency ultrasonic transducers are suited for
laboratory use only, because of their large dimensions, rigid construction, and poor
coupling features. The success of firmness measurement is limited to certain fruits.

7. lndirect firmness measurement

As stated by Pitts et al. [4], physiological changes that take place during sofiening
of fruit or vegetables could affect the state of the water in the fruit or the relative
proportion of water found in intercellular spaces. This would indicate the potential
for conelation between firmness and the magnetic resonance signal. Stroshine et
al. [75] used low resolution NMR to detect firmness of fruit and vegetrables. This
method measured the response of photons to the extemal magnetic field. This
technology is suitable for detecting intemal properties and defects as was
demonstrated by Cho and Chung [76]. Although they conelated the measurements
of NMR to sugar content, it showed the potential of the method to detect firmness in
fruit, which exhibits changes in sugar content during the ripening process. Abbott et
al. l77l and Beaudry et al. [78] showed the potential of measurement by
fluorescence to detect fruit firmness. DeEll et al. [79] concluded that there is
reasonable conelation (R=0.79) between measurement of fluorescent parameters
and firmness in Mclntosh apples but very low conelation was found for Delicious
and Golden Delicious.

In general, nondestructive technology that detects intemal properties may conelate
well with firmness measurement in fruit when their intemal properties change during
ripening.

8. Example of experimental work

ïhe technique used by Shmulevich et i. [80] and Galili et al. [81] was chosen to
demonstrate a non-destructive measurement technique on apples, pears,
tomatoes, mangoes, avocados and melons. Similar methods used by other
researchers perform comparably, as was found by Galiliand DeBaerdemaeker [82].
The data presented below shows the potential of non-destructive measurement.
There are some difficulties due to the large variation of the data and the need to
present the nondestructive tests by various acoustic fiactors. Results from the non-
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destructive tests are also compared to destructive measurements. Possibilities for
future developments using this technique will be discussed.

8.1 Piezoelectric-film based measurement system - Firmalon

An upgraded version of the piezoelectric-film based measurement system -
Firmalon - (reported by Shmulevich et al., [83]) was constructed by Eshet Eilon Ltd.,
KibbuE Eilon. A schematic view of the system is shown in Fig. 1. The system
includes a force transducer to detect the fruits' mass, an instrumented fruit-bed with
three equally-spaced piezoelectric sensors, and three electro-mechanical impulse
hammers. The piezoelectric sensorc are composed of a polyvinylidene fluoride film
bonded to a soft polyethylene-foam padding, to enable free vibrations of the fruit.
The impulse devices, consisting of a push-type solenoid and a pendulum, are
located opposite the piezoelectric-ftlm sensors. The piezoelectric sensors and the
force transducer are coupled through an amplifier and an A/D board to a PC, which
serves for data acquisition and signal analysis. The signal produced by the sensors
is sampled at a rate of 5,000 samples/sec per sensor for 30 ms.

A data acquisition computer program (Test-PoinP) was used to control the test
operations, to select the resonant frequencies and to calculate the acoustic
parameters of the fruit. The tested fruit is placed in the fruit-bed with its stem-calyx
axis in the vertical position (when symmetrical fruits are used) and tapped
sequentially by the three excitation devices. An average of the two closest first
resonant frequencies (out of the measurement of the three sensors) is calculated
and used for firmness evaluation.

Figure 1: Piezoelectric-film based firmness measurement system - Firmalon
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8.2 The acoustic paramefers of a fruit

8.2.1 Naturalfrequencies and firmness index

In the work reported here, the natural trequency of the fruit was measured by a
piezoelectric film that senses the vibrations of the fruit. The spectral analysis of the
signal follows the same procedures as those for general vibration testing of
structures. However, for automated, on-line firmness testing of fruit, the analysis
methods used should ensure that the first mode of vibrations is detected even in
the case of non-uniform and inegularly shaped ftuit. An automated search
algorithm was used to identiff the first frequency of fuit response to impulse
excitation. The conventional expression of Eq. 1 was employed for the firmness
calculation, even though the fruits were not always spherical.

Fl=f m* (1)

where: f is the first spheroidal resonant frequency of vibrating fruit and m is the
fruifs mass. In the following examples, the firmness index of fruits will be expressed

in the Fl units (104 kg^ s-').

8.2.2 Damping ratio

Damping in fruit may be associated with fruit maturity, degree of ripeness and
composition of the fruit tissue. A simple and fast algorithm was developed for the
calculation of the damping ratio for a specific resonant peak (see Galili et al., [81]):

:- lr - r'l
,[(o-, )' -,,)''

where: Hn' is the peak amplitude of the model, H is the signal amplitude at a
frequency ol,ron is the resonant frequency and or' is the frequency ratio ollon. The
advantage of the suggested algorithm is its capability for fast calculation of the
damping ratio for each discrete point in the fequency spectrum. ln addition, since
the first resonant frequency is of interest, only left-hand discrete values close to this
frequency, which are less affected by the presence of higher (right-hand) resonant
frequencies, are used. The expression described above was used for damping
evaluation in sensitive fruit such as avocados, mangoes and melons.

(2)
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8.2.3 The centeroid of the frequency response

An additional frequency-related parameter, denoted as f" - the centeroid of the
ftequency response - was derived (see Galili et al. [81D. Since the digitized signal is
equally spaced, a simple algorithm could be written as:

n

Itr,H,l
n i=lT =--cn

Srr
Lt'i
i=l

Here, fi and H; are local values of frequency and amplitude of the signal,

respectively, and n is the total number of data points. The value of f" does not

depend on a specific resonant frequency, but on the entire spectrum of the
frequency response; a feature that may be important when testing asymmetric fruits
that have several closely spaced resonant peaks. The acoustic parameter, f", can

be used to distinguish between fruit that exhibits different acoustic signatures; for
example, damaged vs. undamaged fruit.

8.2.4 Evaluation of acoustic srgna/s

Typical acoustic signals of a 'Jonagold' apple and a 'Flandria' tomato, acquired by
piezoelectric-film sensors, are shown in Fig. 2 (Galili et al. [82]). Both fruits
exhibited similar acoustic response with one dominant peak amplitude at the three
locations (289 Hz and 674 Hz, respectively). The input signal, produced by
electromechanical impulse hammer, varies for different fruit, as can be seen in
Figs. 2a and 2d. In this technique, the input excitation energy is constant while the
measurements detect the fruit's response on the opposite side of the fruit.

Jonagold'apple "Flandria' tomato
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Figure 2: Typicalacoustic signa/s of a'Jonagold'apple (a, b, c) and a'Flandria'
tomato (d, e, D. Figures a and d are the input signals, b and e are the time domain

signa/s and c and f are the frequency domain signals

Typical results of a melon's response in the time and frequency domains are
presented in Fig. 3. ln the ftequency domain, the signals were shifted upward by
0.1 normal2ed units in order to show their behavior more clearly. lt can be
concluded that the three sensors measure the same frequency response,
independent of sensor location. For Galia melons, at least five natural resonant
frequencies were detected in the frequency spectrum.
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Figure 3: Typical signalfor a melon, in the time and frequency domains
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8.3 Acoustic and destructive fesfs of lsraeli apples

500 apples of three varieties: Red Delicious, Golden Delicious and Granny Smith,
were tested with the cooperation of the lsrael Fruit Growers Association Cold
Storage Research Laboratory in Kiryat Shmona. The apples were taken from
orchards and stored in a controlled room, 20o C and 50% RH, for approximately
one month. During storage, acoustic properties of all the apples were measured by
the Firmalon device. In addition, on six different days, groups of 80 apples were
tested destructively by the Magness-Taylor (MT) device. The acoustic test results
for the last group of 80 apples were analyzed to determine whether the acoustic
method follows the ripening of fruit during storage. The MT tests were the average
of two tests taken from opposite sides of each apple. The accumulated data of all
tests was used for comparison between the destructive MT tests and the Firmness
Index (Fl) tests.

A summary of the firmness index measurements for 80 Golden Delicious apples
and their average values versus time is presented in Fig. 4.
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Figure 4: Firmness lndex and average firmness index vs. time for 80 golden
delicious apples

As expected for biological material, results from different fruits show a wide range
variation. A fitted linear curve was applied to the data, as shown in Fig. 5a. The
required shifting of each experimental point to the average curve was then found
and an average shifting f;actor was calculated for each fruit. A new presentation of
the Firmness Index versus the new "biological age" (after shifting each
experimental point according to the average shifting time factor) was performed for
all the experimental data. Figure 5b shows the Fl versus "biological age" for 80
Golden Delicious apples after the time shifting process. The results demonstrate
that the data spread in Fig. 4 is now fitted to a polynomial curve with a high
conelation of R2=0.93. Similar results were observed for the other two apple
varieties. The method described provides a ripening master curye for monitoring
fruits in storage. \Mren the Fl value is known upon storage, this curve can predict
the time required to reach a certain quality index of fruit during storage.
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Figure 5b: Firmness lndex vs.
<biological age> for 80 golden

delicious apples; after the time shifting
process

The prediction equation needs to be verified for a wider range of apples from the
same variety (for example, apples from different orchards, different management
and post-harvesting techniques, different seasons, etc.).

A comparison between the MT and Fl test results in Golden Delicious apples is
presented in Fig. 6a. No conelation was found between the MT and Fl for this
storage condition. ln addition, a low conelation was found between the two MT
measurements taken trom opposite sides of the same apple (not shown in the
figure). Figure 6b shows the average Fl, the average MT and the standard
deviation for each day of measurement versus storage time. Figure 6b
demonstrates why there is no conelation between MT and Fl; the MT of the
different fruits does not change much during the thirty days of shelf-life, while the Fl
values decrease with time. lt was concluded that Fl is much more sensitive to the
ripening process of apples during shelilife, as compared to the MT. Similar findings
were reported by Galili et al. [84].
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Figure 6a: Firmness lndex vs. MT
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8.4 Acoustic and destructive fests of Washington apples

A full scale study of apple firmness was initiated at commercial facilities, Stemilt
Growers, Inc., in Wenatchee, Washington State. The test program included seven
apple varieties: Fuji, Braebum, Gala, Granny Smith, Jonagold, Red Delicious,
Golden Delicious, and D'Anjou pear variety. The fruits were stored in a commercial
controlled atmosphere (CA) and tested every month for acoustically (Firmalon) and
destructively (MT). Two trays, including twenty fruits of each variety, were tested
nondestructively by the Firmalon and stored again in the CA rooms. Two more trays
of each varieg were removed from the CA storage and tested by the Firmalon and
then the destructive MT test. The main ftndings of this study will be given for
D'Anjou pears and Golden Delicious apples.

Figure 7 demonstrates firmness index versus time and "biological age" for 40
D'Anjou pears. The Fl decreased dramatically from approximately 25 to 5 (Fl units)
over a period of 100 days. Thereafter, the Fl remained almost constant. After
shifting the time to biologicalage, with the procedure described above, a polynomial
fitting curve of the second order fits the experimental data for the 40 D'Anjou pears
with a correlation of R2=0.958.

An example of firmness index versus time and "biological age" for 40 golden
delicious (group 1) apples is given in Fig.8. The figure shows that the 40 fruits
decreased in firmness, on average, ftom approximately 30 to 23 (Fl units). The
inclination of the decrease is almost parallel. After shifting the time to "biological
age", with the procedure described above, a linear fitting curve fits the experimental
data of the 40 golden delicious apples with a correlation of R2=0.928.

The Fl prediction equation vs. "biological age", that was developed for the golden
delicious apples (group 1), was applied to another 40 golden delicious apples
(group 2). A conelation of R2=0.764 was achieved between the measured data and
the prediction curve.
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Figure 8: Firmness Index vs. time and <biological age> for 40 golden delicious
apples

Similar results were obtained for the other apple varieties. For practical use, after
developing the master curves and veriffing the findings, growers caà better design
and control fruit production. The growers can develop time prediction tables for
each foJit variety and its specific treatment from harvesting to marketing. According
to this concept, by providing the Firmness Index measured value and a target
minimum Firmness Index at stomge, the grower will be able to predict the duration
of storage.

8.4.1 Changes of firmness index and penetration force with time

A comparison between average measurements of non-destructive and destructive
tests for apples and pears over time are given in Fig. 9. As in Fig. 6b, both cases
demonstrated that the MT tests did not detect the ripening stage of the fruit over
time while the Fl did detect the ripening stage. The results for pears were even
more convincing.

Fl É 0.001 l.Dôy:.0:859.Day + 2424a
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Figure 9a: Average Firmness lndex
and MT vs. time for golden delicious

apples

Figure 9b: Average Firmness Index
and MT vs. time for D'Anjou pears

8.4.2 Conelation between Fl and MT

One of the main purpose of the study was to look for a nondestructive method that
may replace the destructive MT test. As shown in the figures, the storage
conditions affected the acoustic Fl, and did not affect the values of the penetration
force very much. The different behavior of MT and Fl during storage makes this
task difficult. The conelation obtained between the two was quite low, and more
work should be performed on this subject. Fairly good correlation was obtained
between the destructive and nondestructive measurements on the first day of
testing, before the long-term CA storage.

MT versus Fl test results for all varieties except Red Delicious, before storage, are
presented in Fig. 10a. Quite surprisingly, all the different fruit varieties fall on a
linear curve (R2 = 0.857), where the highest values of MT and Fl belong to the
Braebum apples, and the lowest values to the D'Anjou pears.

The MT versus Fl ratio for Red Delicious apples was different than that of the other
fruits (Fig. 10b). As shown in the figure, the Reds seemed to be more firm than
predicted by the acoustic tests. One possible cause for this phenomenon is the
specific shape of the Washington Red Delicious apples, which are characterized by
several lobes. This structure results in more complex vibration mode shapes which
should be analyzed more carefully by a refined sorting algorithm.
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Figure 10a was intended to meet industrial expectation: to define a one-to-one ratio
(of the same numerical values) between the acoustic test and the MT. Again, these
type of curves should be verified experimentally for different growing areas, harvest
seasons and storage conditions.

8.5 Acoustic and destructive fests for mango fruits

Following the 1994/96 mango seasons, a modified version of the fruit bed and the
operating program was constructed and tested at a fruit processing company in the
Jordan Valley, lsrael - Tzemach Avocado. A Firmalon device with one impulse
hammer and one piezoelectric transducer was used to evaluate the mango's
ripening process. A simulation of the fruifs shipping, for export, was conducted on
96 Tommy variety mangoes.The mangoes were placed in cold storage (120 C, 90
% RH) for 5 days and then 10 days at20o C, 55 o/o RH. At the end of the storage
period, the mangoes were tested destructively. Five penetration tests were
conducted on each fruit, using an lnstron loading machine and a conical probe of
600 and 6 mm in diameter. The rate of loading was 50 mm/min.

Figure 11 demonstrates the ripening of the 96 mango ftuits and the Fl vs. storage
time. As was expected, during the first period of cold storage, the Fl decreased
slowly as compared to the second storage period at room temperature. The Fl
decreased by and average of 1.22 Fl units per day for the export simulation.

y - L394t t 0.42m1 R 2 - 0.t57
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peiods and after softing according to three Firmness lndex groups

Figure 11 (on the right) shows mangoes that have been divided into three groups,
according to the average of their Fl measurements on the first day of testing. lt was
found that the mangoes remained in the same group throughout the experiments.

The average maximum penetration force (from five tests on each fruit) was
conelated with the acoustic measurements and was found to be R2=0.7705.
Comparable studies were conducted on Kent and Keitt mango varieties. Results of
these studies were similar to the Tommy variety.
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Figure 12: Average FI and damping ratio during the ripening process for 23 Kent
mangoes

Figure 12 demonstrates the average ripening process detected tor 23 mangoes of
the Kent variety. The results demonstrate the decrease of Fl over time while the
damping ratio increases with time. Similar results were detected for other mango
varieties and for avocados. In general, the quantitative measurements produced by
the Firmalon device enable the best post-harvesting treatment (to determine the
fruits' longest shelf life) to be chosen.
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8.6 Acoustic and destructive fests for melons

A group of 96 Galia variety autumn melons, grown in the Harava Valley, was taken
from Agrexco, at Lod Airport, before the shipment was exported. The fruits were
brought to the laboratory for firmness testing by the Firmalon device, and tested in
parallel by destructive tests. The fruits were stored at 120 C, 60 % RH for three

days and then at 2Oo C with 50 o/o RH, to simulate the conditions of melons being
exported.

The fruits were tested by the Firmalon device during an eleven day period. The
weight and the acoustic parameters were measured at three points on the fruits'
perimeter zone (120o apart). A special fruit bed was constructed to fit the size of the
melons. Dimensions of the fruits (height and diameter) were also measured.
Destructive tests were performed on a subgroup of twenty-four fruits, on days ftve,
seven, nine and eleven of the test program. First, the whole fruit was compressed
to 5 mm deflection at two points on the perimeter zone, at a constiant rate of 50
mm/min. More details on this experiment can be found in Shmulevich and Galili

[85]. As can be seen in Fig. 13, the Fl signal decreased monotonically with time,
from an average of about 6.0 to 3.0 Fl units, over the course of ten days. The
melons' <biological age) was calculated for further prediction of the fruits' behavior
over time. A comparison between the Fl measurement and the average maximum
load to deflect the melon to 5 mm resulted in a conelation of R2=0.62.

z
n
z

9.00

8.00

?,oo

6.OO

t.oo

a,oo

LOO

1,00

t,00

o,00
0 J lo It

BIOLOCICAL AG E IDAY I

Figure 13: Firmness Index vs. time and FI vs. "biological age'for 96 Galia
melons

Additional tests were performed in Agrexco terminal at Lod Airport, on spring and
autumn Galia melons and other melons that were shipped from lsrael to Europe.
The analysis of these tests show similar results. Based on the research conducted,
it is concluded that the Firmalon device is capable of detecting the ripening of
melons.
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8.7 Future developments with the acoustic technique

The achievements in detecting the ripening process of fruits by the non-destructive,
acoustic methods described here have encouraged the development of two other
applications based on the same measuring principle. One application is a fruit
ripening sensor which detects the ripening process of several representative fruits
in CA storage or during the artificial ripening process. The second application under
investigation is a device to detect the changes in fruit maturity while the fruit is still
in the field. These two applications are part of the <<speaking planb concept which
uses new sensors to provide information on the cunent fruit conditions.

8.8 Conclusions of the experimental work

Technology known as the Firmalon was used to detect fruit and vegetable quality.
The device is based on determining the acoustic response of fruit using flexible
piezoelectric film. Tests conducted on apples, pears, tomatoes, avocados,
mangoes and melons showed that this device can detect the ripening stage of fruit.
Fairly good conelation was found between the firmness index and other destructive
tests. Because of its simplicity, reliabiliÇ and speed, this technology can be
adapted commercially to measure fruit quality.
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Aroma sensors





Can an electronic nose replace sensorial analysis?

Est-ce que Ie nez électronique peut remplacer I'analyse sensoielle ?

Corrado Di Natale, Antonella Macagnano, Roberto Paolesse*, Enrico Tartzo,

Alessandro Mantini and Arnaldo D'Amico

Department of Electronic Engineering and *Department of Chemical Science and
Technology
University of Rome <Tor Vergata>, via di Tor Vergata; 00133 Roma; ltaly
e-mail: dinatale@eln. uniroma2.it

Abstncl: Electronic noses are designed and utilised for a variety of ditrerent applications.
Undoubtedly, among these, food analysis has gained the major aftention. Among the
various aspecfs of food analysis that conceming with the utilisation of the natural olfaction
and taste (sensorial analysis) is very appealing for electronic nose applications. ln this
context panels of well trained laslers and smellerc are daily utilised to ceftify the goodness
of foods and their frtting with the human fasfe. Senso rial analysis represents a practical field
where pertormances of natural and aftificial olfaction and taste can be compared and where
an electronic nose can be utilised as an essenfia/ suppott of the human capabilities.

In this paper some key issues conceming the applications of electronic noses to food
analysis will be examined and examples of applications, related to the electronic nose
developed at the University of Rome Tor Vergata will be illustrated and discussed.

Keytords: Electronic nose, sensona/ analysis, paftem recognition.

Résumé : Les nez électroniques sont conçus et utilisés pour une large variété
d'applications. Incontestablement, les analyses de produits alimentaires par les nez
électroniques attirent notre attention. Parmi les différents aspects de I'analyse des produits
alimentaires, ceux gui concement I'utilisation de l'olfaction naturelle et du goût (analyse
sensorielle) sont très attractifs pour les technologies de nez électroniques. Dans ce cadre,
les panels de dégustateurs bien entraînés sont utilisés tous les jours pour certifier la qualité
des produits alimentaires et leur acceptation par le goût humain. L'analyse sensorielle
représente un champ pratique où les performances de I'olfaction naturelle et artificielle et
du goût peuvent être comparées, où les nez électroniques peuvent être utilisés comme un
support essenûel pour les capacités humaines. Dans ce papier, certaines applications de
nez électronique à I'analyse des produits agro-alimentaires seront présentées et des
exemples plus particulièrement développés à I'Université de Rome (Ior Vergata) seront
illustrés et discutés.
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1. lntroduction

The advent of artificial sensorial systems (electronic noses) has open a variety of
practical applications and new possibilities in many ftelds where the presence of
odours is the relevant phenomenon. Many areas will be in the near future interested
by these new instruments mainly due to their promising, even if still not fully
understood, potentialities in terms of sensitivities, resolution, stability and it is
foreseen a huge growth of new markets. Among these areas those applications
conceming foods and beverages are extremely important.

An important role in food analysis is played by sensorial analysis. This discipline
makes use of the natural senses as probes to test some features of a food. At this
regard it is interesting to remark that between the natural senses, those responsible
of the chemical interhce between a living organism and the sunounding
environment are, to some extent, characterised by particular features. lndeed the
five basic senses can be divided in two groups: those detecting physical quantities
and those detecting chemical quantities. The first group (hear, sight and tact) are
sufficiently well know in terms of physical principles and, as a consequence, a
wealth of successful studies to construct artificial counterparts have been done in
the past years. On the other side the chemical interfaces of the living being are not
so well know: in fiact many aspects of the working principle of olfiaction and taste
are not clear fom a physiological point of view.

It has to be remarked also a psychological difference between this two groups of
senses. lndeed the information from the physical ones are adequately treated until
to be futly verbally expressed and firmly memorised, while the chemical information,
coming from the nose and the tongue, are surounded by a vagueness which is
reflected in the general poor description and memorisation capacity in reporting
olfactory and tasting experience. For these intrinsic difficulties toward the
understranding of the nature of these senses for many years only sporadic research
on the possibility of fabricating artificial olfactory systems were performed [1, 2]. At
the end of the eighties a very promising way was open by the paper [3] in which it
was argued that an anay of solid state chemical sensors could behave as an
artifi cial olfactory system.
Many groups have dedicated their efforts to the manufacture of electronic noses,
which are now coming to be a well assessed analytical instruments whose
utilisation is showing benefits in many applications in different fields [4]. Among the
fields which are expected to receive more benefits from this new class of
instruments food analysis and control for a better quality of the life, is among the
most important, in term of expected market.
This paper is mainly focused on the results obtained, in food analysis, by the
electronic nose projecf of the Sensors and Microsystems group active at the
University of Rome <<Tor Vergata, between the Departments of Electronic
Engineering and the Department of Chemical Science and Technology.
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Figure 1: ln figure the basic pinciples of electronic nose are shown. Real
pattems occuning in the environment are transduced by the sensor anay into a

response pattem. ln this process fhere is a drastic scaling of dimensions from the
very high number of chemicalspecles present in the environment down to the few

units of sensor elements. The electronic nose works properly if the sensors
selectivities ensure that in the transduction process those features necessary for

conect classifications are preserued

2. Electronic nose principles

Electronic noses are instrumental apparatus based on the utilisation of an anay of
non-selective chemical sensors, where each sensor is characterised by its own
degree of selectivity. This last feature is the key property on which the working
principle of electronic noses is based. The main feature of an electronic nose is its
ability in distinguishing among samples according to some classification scheme.
Typical examples can be found in food analysis where sometimes very intuitive
classes are adopted according to straightforward categories such as feshness or
edibility.
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The basic principle is illustmted in figure 1. The chemical pattems occuning in a
certain environment are <translated> by the sensors into a response pattem. \Mth
respect to the chemical pattem, the response pattem is characterised by having
less dimensions; basically it is a combination of all the components which form the
chemical pattem. The rule of combination, generally nonJinear, is given by the
selectivities and the sensitivities of each single sensor. ln each application optimal
performances are achieved when the pattem translation process preserves those
features allowing the discrimination among those classes which are relevant to the
particular case. This procedure based on a reduction of dimensions in the pattems
has, as a consequence, a reduction of the information content.

Data analysis is an important issue in electronic noses. lts usual role is to allow a
conelation between sensor outputs pattem and the properties of the environment
which are the object of the measurement strategy. Data analysis has been the main
concem of many research papers since the first development of the field. They
have been dealing with the application of several techniques, bonowed ftom other
application fields. Chemometrics and neural networks are the disciplines from
which the most utilised techniques are derived.

3. lssues in sensorial analysis

Food analysis is a discipline aiming at giving detrailecl measurements of the
chemical composition of foods in order to determine their quality. From the
electronic nose point of view the most important feature of food analysis deals with
the determination of concentration of single species, although, in many cases, the
target of the measurement is a qualitative description of the examined product in
respect to some classification scheme.

An example can be done considering mineral water labels, where, at least
according to the ltalian legislation, a detailed list of the concentrations of many
chemical species is reported. At the end of this information a consequent verbal
classification of the water is reported as a synthesis of the analytical details. The
benefit that an electronic nose can bring in this example is that it is an instrument
able to provide directly this classification skipping the long, costly and sometimes
not accurate analytical procedure.

Another aspect of food analysis that could be strongly improved introducing
electronic nose analysis is the determination of the organoleptic properties through
the so-called sensorial analysis. In this frame all the aspects conceming the taste,
the odour, and all those hedonistic parameters characterising the interaction
between man and food, are evaluated by panels of trained people. lt can be easily
understood that enormous problems of standardisation, of .conect training, of
stability and reproducibility of the evaluation, affect the measurements which
furtherly are scarcely comparable with those coming from different panels. A key
role in this methodology is the translation of the oliactive stimuli in a numeric value
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utilised to represent the output of the sensorial analysis, and, as discussed in the
introduction, the expression of olfactive experiences is extremely difficult to achieve
and it is also largely dependent on the psychological state of the panellists.

Nevertheless the importance of the panels is growing along with the necessity of
improving the reliability of their results as also the legislation, in various countries, is
investing sensorial analysis of legal value. For instance again the ltalian legislation
for the denomination of olive oils introduced a classification of the products based
on sensorial analysis of panels.

Electronic noses can offer, a useful instrument for calibration and standardisation of
the panels in order to improve the reliability of the analysis. ïo this regard, in the
final section of this paper, an example of integration of electronic nose and panel of
tasters analysis will be shown.

Another aspect which positively charac'terises electronic noses is the fact that they do not
require any particular sample preparation. This means that the analysis can be done not
only in the laboratory but everywhere it is necessary. The capillary diftrsion of analytical
instruments is another important issue for food analysis in order to ensure an high quality of
products.

4. The <<Rome Tor Vergata>r electronic nose project

Since two years at the Tor Vergata University in Rome extensive researches on the
exploitation of porphyrins and related compounds for chemicalsensors employed in
electronic noses are canied out

The instrument is based on eight quar? microbalances sensors coated with various
tetrapyrrolics macrocycles (metallo-porphyrins). The aptness of these compounds
to be utilised as coating of quarE microbalances and their utilization for food
analysis was described elsewhere [5, 6]. The main feature of these sensors is the
dependence of the sensing properties (in terms of selectivity and sensitivi$) on the
nature of both the central metal and peripheral substituents of the macrocycles.
With small variations in the synthetic process it is possible to get sensors with
different behaviour. This flexibility makes this compounds of a great interest for
electronic nose applications.

The sensors whose utilisation is described in this paper are coated by the following
eight compounds:

1 Ru-mesoTetraPhenyl Porphyrin
3 Mn-mesoTetraPhenylPorphyrin
5 Sn-mesoTetra PhenylPorphyrin
7 Co-mesoTetra-pOCH.-
PhenylPorphyrin

2 Rh-mesoTetraPhenylPorphyrin
4 Co-m esoTetraPhenylPorphyrin
6 Co-mesoTetrapN Or-PhenylPorphyrin
8 Mn-mesoOctaMethylConole
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Metallo-porphyrins can be deposited onto the quarE microbalance surhce in many
ways, well reproducible and stable films have been obtained adopting either se/f
a sse m bled mo n ol aye rs l7l or La n g m u i r Blodg ett tech n iq ues [8].

Sensors operate in a test chamber having a volume of 200 ml. Each sensor is part
of an oscillator circuit. In order to maximise the electric dynamic range of the quarE
oscillations, the Pierce circuital solution has been adopted. Frequency
measurement has been accomplished utilising the frequency counter of a Telctronix
2252 digital oscilloscope the measurements were supervised by a PC that also
collected the data.

An extensive set of tools for data analysis has been made available. A number of
chemomeûics based methods (Principal Component Analysis and Cluster Analysis)
and Neural Networks (Feed Forward back Propagation, Self Organizing Maps,
Adaptive Resonance Theory) have been utilised to analyse electronic nose data for
the extraction of the useful information.

The electronic nose has been tested in real environments without a particular
conditioning strategy of the ambient conditions. All measurements herewith
reported, have been performed at room temperature with relative humidity of 4Oo/o

and under atmospheric pressure.

The aptitude of the electronic nose to be utilized for the analysis of foods has been
tested measuring the sensor sensitivities towards several substances which are of
interest in food analysis. These compounds are representative of various classes of
species such as: organic acids, alcohol's, amines, sulphides, carbonyls.

Organic acids, and carbonyl compounds, with furans and pyranes are product of
sugars fragmentation while aldheydes and sulphur compounds are products of
aminoacids degradation. For example, in relation to fish freshness, long-chain
carbonyls (e.9. myristaldehyde) and alcohol's (such as 1-octanol) could be
conelated with the odour of fresh fish. Conversely the amount of short-chain
alcohol's (among the others methanol, ethanol, 1-butanol), carbonyls (e.9. acetone,
2-butanone, propionic acid and diacetyl), sulphides (e.9. dimethylsulphide) and
nitrogen compounds (e.9. amines) increases with the time and are responsible for
the characteristic smell of bad fish. As another example, in relation to quality of
tomatoes, the measurement of volatile acidity (e.g. D- and L{actic acid and acetic
acid), diacetyl, acetylmethylcarbinol and ethanol represents the products of
demolition of sugars by micro-organisms degradation .

5. Examples of applications

Measurements were canied-out for two different foods: tomato paste and milks. In
the following experimental details for each of them will be given.

334



5.1 Tomato pasfe and milk experiment

Tomato pastes were produced with tomatoes coming from two different kinds of
cultivation: biological and conventional. For each of these, tomatoes were divided in
four ranks, according to their quali$, labelled from 0 (perfect) to 3 (bad). All
tomatoes were divided in eight classes, for each class three samples were
considered. Tomato pastes were then analysed by an electronic nose and by a
panel of tasters and data were then analysed and compared.

The second experiment was aimed at measuring the presence and the intensity of
the bumed aroma in a number of commercial brands of Ultra High Temperature
(UHT) milks. UHT milk is obtained through a high temperature treatment of fresh
milk in order to stabilise the product and, as a consequence, to allow long
conservation times. As a drawback of the procedure a bumed aroma results.

5.2 Electronic nose measurements

Both the experiments were carried-out following the same methodology. Samples
were closed into bottles from where headspaces were continuously transfened into
the measurement chamber by a peristaltic pump. The speed of the pump was
chosen in order to maintain equilibrium in the headspace of the sample. Dried
ambient air was used as canier, and measurements were performed at room
temperature. In order to test the reproducibility of the measures each sample was
measured three times.

5.3 Human panel measurements

Two experiments were aimed at evaluating different features: in case of tomato
paste the aim was to evaluate the overall quality of the product while in case of
UHT milk only one particular feature was searched. For this reason different
methodologies were adopted by the panel in each experiment. The analysis has
been canied out according to a methodology developed at the National Institute for
Nutrition, Rome (ltaly).

In both the experiment the panel was composed by seven people. In the case of
tomato paste analysis, the panel was trained to recognise and to quantif several
characteristics of the tomato. Nine parameters were considered. They include the
colour, the presence of some compounds and the overall quality of tomatoes. Each
parameter was then numerically expressed in a scale from 0 to 9.

The parameters are listed in table 1. lt is important to note that parameters related
to colour and the presence of compounds are objective in principle, while the third
group of parameters takes into consideration quantities which are strongly related
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to the personal perception of each panellist and therefore are subject to larger
deviations. Nonetheless, these last quantities are those determining the acceptance
of a food, so they are of paramount importance in defining the overall quality.

In case of the milk experiment the panel was trained to recognise and to quantiff
the presence of the bumed aroma, and its intensity was numerically expressed in a
scale from 1 to 9.

Results and discussion

Electronic nose and sensorial analysis data have been roughly analysed by using
the Principal Component Analysis (PCA) while a more refined analysis was
performed with the Self Organizing Map (SOM) according to a methodology
outlined in ref. [9].

Figure 2: Score plot of PCA of electronic nose (3a) and sensoial analysis (3b)
resu/fs of tomato pasfe experiments. Expeimental data are labelled wîth the name

of their class, as defined in the text. Generally both the analysis show the same
conclusions conceming the great difference between c/ass 83 and the rest of the
samp/es. Furtherly electronic nose seerns to have a better resolution in putting in
evidence the existence of similarities between the other classes (e.9. CùC1) that

does not appear in fig. 3b
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Figure 3: SOM analysis are basically similarto the PCA resu/fs with the important
improvement that in this case is evidentthe capability of the electronic nose (4a) to

coffecfly classify the tomato pasfes c/asses. The classifrcation is not achieved by the
sensorial analysis data (4b)
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Figure 4: SOM analysis of the UHT milk data. Expeimental data, conesponding to
ditrerent bnnds, are displayed with the bumed aroma indicator evaluated by the panel.

According to this value rlr.spossib/e divide the SOM grid in three regions each
conesponding to a different level quality of the product. It is worth to remark the good

reproducibility of the measurcs, indeed although each milk brand has been measured three
times only one neurcne per kind of milk has been necessary to represent the bnnd onto the

SOM gnd
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Figure 2 shows the PCA score plot for both the experimental approaches; as can
be seen, the score plots have a certain similarity, class 38 is clearly distinct, while
the other classes are quite messed together, although the electronic nose data
show a certain tendency to be better grouped in the pre-defined classes. A more
accurate representation of the data can be achieved using SOM. Figure 3 shows
the data of both analysis as they are projected onto SOM grids. lt is necessary to
remember that the SOM provides a representation of the data which is, in some
sense, a sort of non-linear principal component analysis. lt has to be noted that the
SOM grid is a discrete space and that the distances between neurones, in the
original sensor space, are not the same, but two neurones which are adjacent onto
the grid are also adjacent in the original space (topology preservation properly).
From figure 3 it is possible to see that electronic nose analysis is more accurate in

the separation of those classes which are not clearly separated by sensorial
analysis.

In ftgure 4, SOM analysis results for UHT milks experiment are shown. In this test,
13 different brands of UHT milks, commercially available in ltaly, were taken into
consideration. Each of them has been analysed with the electronic nose while the
panel searched for the presence and the intensity of specific sensation of bumed
milk aroma. In figure 4, the different milks are shown, and for each milk the average
value of bumed milk aroma, as indicated by each panellist, is reported. According
to the sensorial measured burned milk aroma intensity, the electronic nose data
can be grouped on the SOM grid into three well defined regions with different
qualities: high (bumed aroma intensity less than 4) medium (between 4 and 6) and
poor (more than six). ln this experiment, the electronic nose data were only
conelated to the presence of the bumed aroma, nevertheless an examination of the
distances between neutrons (represented in figure 4 by lines in different grey level)
reveals the existence of clusters whose nature has not been investigated in this
paper.

The agreement between the sensorial analysis and the electronic nose is in this
case more surprising, because sensorialanalysis was aimed at evaluating only one
feature of the aroma, while the electronic nose has given a classification which
tiakes into consideration the whole aroma composition. This result can be explained
either as a fortuitous event or as a hint that sensorial analysis results, also when it
is aimed at looking for one precise feature, is influenced by the context, namely by
the whole aroma.

Conclusion

Food analysis is a very complex discipline. Due to its strict interaction with the
quality of life it is extremely important to improve the performances of the methods
in the fields. EN seems to be a new instrument that can offer the unique advantage
of providing fast and low expensive qualitative analysis of many kinds of foods. Due
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to the peculiar character of solid-state sensors, EN can be utilised in real
environment without paying particular attention to sample preparation.

Human senses play a significant role in food analysis for a series of fundamental
analysis. In this paper an electronic nose has been proven to provide a
classification of foods very close to that obtained by a panel of tasters. This is of
great encouragement of pursuing researches in electronic noses in order to get
instruments of a great social utility.
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Flavour sensors arrays become virtual electronic
olfactometers: How to get reliable data from unstable
sensors ?

Les capteurs d'odeurs deviennent virtuels : comment obtenir des
données fiables à paftir de capteurs instables ?
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Abstnct: The quality control, especially for foodstuffs, must include control of the aroma
quality of the frnal products. The new technology of so-called <Electronic Nosesn
encounters many problems to come out from research labontories to plants. The main
problem is to limit lhe sensors drift as much as possib/e in order to maintain a conect
search in the libnry pattems of the products database. A possible improvement can be
done by using the sa/ne sensors, but in another way. To cancel the drift exhibited by
sensors, we were seeking for stable parameters to build the database products. This paper
deals with the history and mainly with the future of the <Hectronic Noses> technology
through a stoty of dimensions. This one stafts frcm the ftrst sysfem including one unique
sensor to the frfth dimension of parameters, including the introduction to Virtual Anays. Up
to now it was difficult to obtain a good precision in classifying samp/es which are relatively
close in terms of flavour or which contain parasitic compounds of weak flavour impact but
present at relatively high concentrafions. Ihrs may be achieved by combining these new
parameters.

Keywords: Electronic nose, flavour sensors, gas sensors, flavour analysis, quality control.

Résumé : Le contrôle de qualité, en particulier des produits alimentaires, doit inclure
I'appréciation de la qualité des arômes des produits finaux. Une nouvelle technologie
appelée <<Nez électronique>> fait face à de nombreux problèmes lorsqu'elle doit passer du
laboratoire à l'industrie. Le problème principal est de limiter la dérive des capteurs afin de
faciliter la recherche de profils d'arômes dans une librairie. Une amélioration peut être
apportée en utilisant les capteurs de manière différente. Pour éliminer la dérive, nous avons
recherché des paramètres stables pour construire la banque de données. Cet article
présenle I'historique et peut-être le futur des nez électroniques à travers un problème de
dimension : à partir d'un système à capteur unique jusqu'à un système à 5 dimensions
incluant une matrice virtuelle. Jusqu'à présent, il était assez difficile de classer des produits
proches en termes aromatiques ou comprenant des composés parasites de faible impact
aromatique mais à fortes concentrations. Ceci peut être mené à bien en utilisant ces
nouveaux paramètres.
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1, Introduction

Now the consumers demand products of quality. A new trend in the food industry is
to relate the overall quality of food to aroma quality. Aromas, flavours and odours
are estimated or measured by using reference methods: sensory analysis (human
evaluation) or instrumental analysis (separative techniques). Use of Flavour
Sensors for global analysis is a promising altemative. This paper deals with their
history and their future through a story of dimensions.

1.1 The consumers demand

Taste is becoming a fashion trend. Since the <glorious> decades which followed
Wold War ll, and during which increase of the production of foodstuffs was the sole
purpose, the consumer has again become a centre of interest for the Food Industry,
mainly in Europe. The strawberry is getting gradually more savoury. The main
actors of the Food Industry are quite aware of that trend ; after <<low calorie> food,
the biofoods, taste and tenoir are taken more and more into consideration.

This tendency was supported by the consume/s distrust conceming the origin of
meat. Cunently he demands to know what he is eating. However, tenoir, tipicity
and tastes of the old times, like children's memories of happy days spent with
Grandma, are not sufficient. Tangible evidence of the presence of the typical
aromas which remind us the that taste did exist formerly, is needed.

Quality control, especially for foodstufts must include a control step of the aroma
quality of the final products. That step is also compulsory to establish the certificate
of quality. From there, everything becomes more complicated...

1.2 The development of new methods

The traditional methods used for the characterisation of the food aromas are very
accurate, but costly and time-consuming. The new technology of the so-called
<<Electronic Noses> encounters many problems to come out ftom research
laboratories to plants [i]. The main problem is to minimize the sensors drift as much
as possible in order to maintain a conect search in the library. lt is possible to point
out the limitations when studying in details the functioning of such systems, mainly
at the sensor level. lt is an established fact that progresses in sensor manuiacturing
will be very slow [ii]. Besides, there is a great need of the industry for global
analysis of target foods which can hardly be satisfied by the available sensors. As a
consequence a possible improvement can be done by using the same sensors, but
in another way.

u2



1.3 The basic principle of an electronic olfactometer

\fùhatever kind of sensors you use, they all exhibit drifts in time. Parasitic
compounds, such as ethanol, carbon dioxide and moisture in particular [iii],
drastically restrict the use of such systems. lt is also interesting to improve the
separation of the clusters when classifying the samples using PCA. So, we are
seeking for stable parameters to build the database products.

For this search, we must come back to the functioning of systems. A sample is
characterised using sensors. Before this, target or reference products were
measured by using the same technique, and profiles were introduced to build the
product database. Then, a classification is done by comparison between the
sample and the library patterns. So, the problem is to limit the sensors drift as much
as possible in order to maintain a conect search in the library.

Gas sensors can only handle volatile compounds. The generation of volatile
compounds from a sample is quite simple to understand, by using an hedonic
comparison. Tasting the aromas of a wine or an old brandy is obtained by gently
turning liquid aliquots in a tasting glass warmed in your hand. The released aromas
are appreciated by sniffing. This is the principle of the static head-space used in the
systems, the only difference being the replacement of the tasking glass by
laboratory vessels, that of your hand by an oven or a water bath, and that of your
nose by sensors ! The shape of the vessel, the respective volumes of liquid and
gaseous phases, stining and equilibration acts on the concentration of volatile and
therefore influence tasting. The Partition Coefficient (or Partial Vapour Pressure in
the case of a mixture) represents the ratio of the molar concentration in the vapour
phase to that of the original products. lt is related to: temperature, equilibration
time, nature of the substrate, pressure... When all the parameters are kept
constant, it is related to the nature and volatility of the compound.

Now, we will present a brief history of dimensions and their use.

2. A summarised history of dimensions

In the beginning was the human being. A human nose was provided as a standard
equipment with any item. This human (whatever female or male), was directly
derived from the mammalian family and was classically living in a three-dimensional
world.

In the 70's, a Japanese researcher discovered and commercialised a gas sensor
(TGS sensor) [iv]. He was the outcome of a Japanese govemment project for the
development of a domestic gas leakage sensor. Then, generations of researchers
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went on enlarging a range of diverse gas sensors for application fields very far from
the original purpose. So the <<Electronic Nose> was bome.

A first system was commercialZed for the measurement of odours -and particularly
flavours-, using discrete samples. The Alabaster-UV included only one gas sensor
(TGS 800 serie). lt was composed of a stainless steel measurement chamber, UV
lamp based ozonolyse cleaning system, and an embedded active charcoal filter for
the purification of the canier air. lts main advantiage was to exist. The samples were
in the chamber during the experiment, enabling the equilibrium of the static head-
space.

Entering the first dimension

Direct collection of data was not possible, and only the maximum response of the
sensor was recorded as a one point bar graph. So, neverlheless this system gave
a 2-dimension plot (time of the equilibration and intensity), only one dimension
(intensity) was usable (Figure 1).

600
Tlme (seconds)

Figure 1: Typical plot of a monosensor system, and usable data

3. The second generation
The second generation of systems involved different kinds or sensors, included in
homogeneous or heterogeneous arays. The main advantage of using anays is to
get a better database. Semiconducting gas sensors exhibit a poor selectivity [v].
Figure 2 shows the response of three types of ïGS sensors for four chemicals. lt
can be noticed that all sensors respond to each stimulus, but with different ratios
(the maximum selectivity being near 10 : 1).
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Figure 2: Relative selectivity of sensors in an array

So, to get a pattern -or'fingerprint'-, they must be used in arays, containing from 4
to 32 sensors having a partially different selectivity [vi]. Besides the better
selectivity of such arrays, they lead in addition of redundant information, very useful
in case of a sensor failure. Some sensors, such as conducting polymers or
radiofrequencies sensors, have a better selectivi$ but they must also be used in
arays, to detect a wide range of chemicals, encountered in food products.
Currently, all arrays are made of discrete sensors, except for conducting polymers
which are highly integrated (near 30 sensors) on a substrate of few square
millimetres [vii].

Entering the second dimension

An additional dimension is provided by the depth of the array (number of usetul
sensors). Those systems need an effluent transfer after the head-space
equilibrium. In this case, a dimension is lost (time of equilibration), but another is
created (the response time of the measurement cell -which must not be confused
with the response time of the sensors-). In classical systems, data acquisition is
relatively slow (one to few seconds for each point). The data processing software
used to build the database products only takes in account the maximum response
of each sensor -or a mean of responses inside a user-definite window- and use this
as a one bar per sensor bar graph. So, nevertheless these systems gave a 3-
dimension plot (response time of the measurement cell, intensity and number of
sensors), only two dimensions (intensity & number of sensors) was usable
(Figure 3).
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Figure 3: Typical plot of a multisensor system, and usable data (paftern)

By using a fiaster data collection (in the range of 1/10th second per point), it is
possible to get more relevant information about the response. Data processing
software can then use the dimension 'time', with is particularly rich, mainly in the
kinetic phase.

Entering the third dimension

Then the system gave a real 3-dimension plot (response time of the measurement
cell, intensity & number of sensors). ln order to minimize the size of the product
database, another team of INRA [viii].proposed to modelize the response for each

b {.x
sensor by using a GomperE model fg(x) : u.e-i= or a Weibull model

f(t) = 2.1-".t.."

This furnished 3 parameters a, b and c for each curve instead of keeping each
point collected, thus reducing the size of the database. lt is also possible compact
the database by selecting only representative points on the graph.

Ourteam proposed a 15 selected points representation which is very close to the
initial graph (1,000 points per curve), without needing a curve fitting, which is
difficult to get in some cases (r.e. no plateau, artefacts on the signal, decrease of
the signal). The discrete time scale is drawn as the Z-axis on the bargraph shown in
Figure 4.
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Figure 4: Typical plot of a multisensor sysfem, using all selected data

4. Adding a dimension

At this time, the reliabiliÇ of the database was greatly improved. But it is difflcult to
obtain a good precision in classifying samples relatively close in terms of flavour.
Furthermore, the effect of parasitic compounds (ethanol, carbon dioxide, water
vapour...) is relatively important, provoking distortion in the patterns and errors in
pattern recognition when these compounds have a weak flavour impact. So, an
additional parameter is of a great interest. But this parameter remains to be found...

We presented a paper [ix]. dealing with the control of the temperature of the
sensing element when using semiconducting gas sensors. The interest of
managing this temperature is of many orders : The drifts exhibited by sensors are
partially due to the variations of the temperature of the sensing element
consequently to cooling effect of the effluent flow, the catalytic effects of reactive
compounds and a short term instability due to effluent, ambient temperature, or
turbulence around the sensitive element. To reduce this part, we quantified the
effects of dynamic thermal exchanges at the surface of the sensitive element and
then canceled them by regulating the temperature. Then, we developed the
programmation of the temperature allowing fast and easy changes in the set point.
An efectronic board was developed for this purpose (Smart Flavour Sensors) [x].
The interest of temperature programming was demonstrated for integrated sensors
for better sensitivity (see Frgure 5) and selectivi$ and reduction of sensitivi$ to
moisture [xi]. Programming the sensor during an experiment enabled to get the
missing parameter...

347



Relative conducùvity ofthe sensot

Source ot dala :

SPIN. ENMSE

150 2OO 2û 300 350 /O0
Temperature ("C)

Figure 5 : The influence of a shift of the temperature of the sensing element on
the response

Entering the fourth dimension

We got some problems to plot a 4-dimension graph ! So, we decided to ignore the
previous third dimension (number of sensors) for plofting only. The plot in Figure 6
shows 3 dimensions (response time of the measurement cell, intensity related to
temperature). In this example, the head-space is static, but it can be dynamic, the
response time of temperature programming being rapid.

Response (slope) Temperature ('c)

8(Xt

Time (seconds)

Figure 6: lnfluence of the programmed temperature of the sensing element on
the response
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5. Introducing virtual arrays

The control of the temperature is of a great interest because one can get many
virtual sensors when setting the temperature to a value corresponding to the largest
range of differences between samples. Figure 7 gives an example of an emulated
Virtual 'four sensors' Array. The patterns are very different for four different flavour
compounds, enabling to classiff these pure compounds with no error. The
responses for each temperature step are normalised with respect to the response
at 400 "C.

Normalised nesponse

TempeÊtute of the sensor ('C) |

I too. I 2oo' a 3oo. I 4oo' I

1.6

1.4

1.2

1.0

0.8

0.6

0.4

o.2

0

3-Methylbutan-lol Heptan-2{ne Oct-l€n-3.o|
Compound

Figure 7: Thermally generated pattem for a'Viftual Aray' of one UNIQUE
sensor

Emulation of an array by using only a unique sensor is not a goal by itself. -lt is
more efficient to enrich the pattern by using a true array, and to complement it with
the emulation-. A classical array of 8 discrete sensors can become a Virtual Array
of 32 sensors with no modification of the measurement cell. Furthermore. the
thermal pattern obtained is only slightly subject to drifts in time.

5.1 lnterest of a one sensor viftual array

One application of a one sensor Virtual Array is the monitoring of cooking with a
domestic oven. A big company has already marketed an 'intelligent' oven, at the top
of its products range. lt uses one semiconducting gas sensor, combined with other
physical sensors, to compute the end of cooking, before burning the meal... Other
companies look in the same way, but for mid-range products. lt is difficult - and
expensive- to include a sensor array, even an integrated one, into these products.
But we think it is possible to use only one sensor to emulate an array, thus

349



matching the manufacturing cost to the market. This can be achieved by
modulating the working temperature of the sensitive element. The interest of
temperature programming by means of luzzy logic has been described for
integrated sensors to get more sensitivity and selectivity and to reduce the
sensitivity to moisture [xii].
We are developing a new release of electronic boards in this way.

6. ls-it reasonnable to add more dimensions ?

As previously seen, it is very useful to get more information obtained for each
sample. This can reduce the level of error of the pattern recognition, so as the
problems of drifts or the influence of parasitic compounds. We are presently adding
two more dimensions to the pattern of each product.

Looking for the fifth dimension

As previously mentioned, one dimension was lost (the time of equilibration) each
time another one was created (the response time of the measurement cell). So, it is
of a great interest to recover the lost dimension -the equilibration kinetics of the
head-space- which gives an interesting information about the compounds present
in a product or a mixture. As shown on the plot (Figure 8) that the equilibrium of a
stratic head-space for some pure chemicals (1 pl injected) is quite different, and
related to the volatility, expressed as Kova2 indexes on an apolar GC column.

Response (slope)

K. t.886

R.l.u2

Oct-l+n-3-ol

K. t.503
:Ol

Volâtility ot the compound

1000 12æ 1500

Time (seconds)

Figure 8: lnfluence of the compound on the equilibration kinetic (pure
compound)

Heptan-2-one
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To recover the equilibration kinetics of the head-space, more explanations about
the functioning of our prototype must be given. We demonstrated few years ago

[xiii] that the response of sensors was correlated to the nature and volatility of the
compounds. Figure 9 shows an example of typical dynamic response for another
set of aroma compounds flushed by vapour pulses onto the sensor [xiv].

Time (seconds)
Gv;'"iiô '\

r Responsa tine

\=li*!i*_ _ __,'

2-Heplaone Bênaldehyde Phenylèthanol

Figure 9; Response time of a semiconducting sensor as a function a the volatility
of the compounds

The response time is defined as the delay between the start of the stimulus and the
start of the sensor response. The rise time is defined as the delay needed to reach
ninety percent of the final value of the response. The volatility of compounds is
expressed as KovaE Indexes, so it is decreasing when the indexes are increasing.

To exploit these parameters, we developed a new method enabling multi sampling
of the head-space during its equilibration. The chemicals were at a concentration of
1000 ppm in pure water. The sample was introduced at time zero and the effluent
was transferred to the measurement cell for 150 seconds, then substituted with
pure air. This was done three times during each experiment. During the last
sampling period, the equilibrium was close to be reached. The graph shown in
Figure 70 demonstrates that the envelope of the kinetics of equilibration can be
retrieved during each sampling period. For the last period, the rise time
corresponds to the rise time of the sensor itself.

Volatility (K.1.)
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Figure 10: Recovering both the envelope of the equilibium and the response
time of the sensors from the kinetic response

So, we have replaced the measurement of the response time of the cell by two
separate parameters of interest. This can be achieved only after a drastic reduction
of dead volumes of the system.

The equilibration kinetics is only related to thermodynamics, so this parameter is
not subjected to the sensors drift: the only important point is the control of the
sample temperature. The response time of the sensors is not dependant of the
sensor drift, except in the case of a poisonrng occurrence.

Discussion

We have demonstrated that stable parameters can be found even when using
classical sensors showing many drifts in the time. Most of these parameters can be
used with other technologies of gas sensors. So, current system can be greatly
improved avoiding time-consuming studies on the development of new sensors.
Further work is looking for two more stable parameters which could improve the
selectivity of semiconducting sensors.

In the beginning was the human being. Systems called the <Electronic Noses>>

have been greatly promoted in the last years and even during last months. The
systems are dealing with virtual dimensions, when the human is classically living in
a three-dimensional world. But the consumer, in every application field of such
systems, is ever the last and the only deciding person (may be with a slight
restriction for pet food).

Finally Man remains still superior to all systems...
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Absfract The puryose of this study was to see whether the odour sensors could be a good
tool to predict sensory data, compared to more traditional instrumental techniques like Gas
Chromatognphy (GC) or texture measurements Twelve moist petfood were characterised
with different analytical methods (Sensory Analysis, GC coupled with a Mass Spectrometer
(MS), texfure and odour sensor measurcments). This presentation will frrst descibe the use
of Vaiance Analysis to detect and extract relevant information from the huge quantity of
data genented by a sensor amy Then the links between the dîtrerent instrumental
measurements and the sensory data will be analysed by Multiple Factor Analysis
(qualitative data) and by Padialleasf Sguares regression (quantitative resu/fs). The resufts
show that the odour sensor can contribute to the chancteisation of this particular sef of
manufactured products. When the odour sensor responses are combined with other rapid
techniques such as texture measurements, the characterisation can be even richer

Keywords: Petfood, sensory analysis, GG.MS, odour sensors, analysis of variance,
multiple factor analysis, paftial least squares.

Résumé : L'objec{if de cette étude est de déterminer si les capteurs d'odeur peuvent être
un bon outil pour prédire les données sensorielles, en comparaison à des techniques
instrumentales traditionnelles telles que la chromatographie gaz (GC) ou les mesures de
texture. Cette présentation décrit tout d'abord I'analyse de variance utilisée pour détecter et
extraire I'information pertinente d'une grande masse de données générées par la matrice
capteur. Puis les liens entre les différentes méthodes analytiques et I'analyse sensorielle
sont étudiés par Analyse Multifaclorielle (qualitatif) ou Régression aux moindres canés
partiels (quantitatif). On montre que le capteur d'odeurs peut contribuer à la caractérisation
des produits. Lorsque ses réponses sont combinées à celles d'autres techniques rapides
comme la mesure de texture, la carac{érisation est encore plus riche.
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1. lntroduction

In the food industry the analysis of food flavour is done with classical tools such as
GC/MS or Sensory Analysis. Most of the time, these traditional methods are
expensive and time consuming. Odour sensor arrays are now being investigated as
an altemative technique to evaluate the odour quality of food products [1, 2]. Odour
sensors have a characteristic electrical resistance which varies rapidly with the
adsorption of volatile molecules. Electrical signals generated by an odour sensor
aray can be analysed using appropriate statistical methods in order to give a
representation of different products. At the moment, artificial odour sensing systems
arouse much interest in a number of industries as they seem to be a very promising
rapid technique for aroma control.

Sensor arays generate a huge quantity of data that must be reduced in order to
extract the information relevant for a particular application. Of the different
applications to be found in the bibliography, some are based on a response vector
constituted only of the maximum values for all the sensors in the anay [1, 3, 4].
Another approach takes into account the entire curves by decomposing the curves
into a certain number of discontinuous values [5]. The drawback of this method is
that to analyse the matrix generated in this way by a Factor Analysis method or by
a Neural Network, it is necessary to get a large number of samples to have a
reasonably balanced samples/variables ratio. Another approach consists in
modelling the curves with a particular function, and then extracting the model
parameters [6, {. Here an altemative method is presented, that can be applied to
analyse the entire raw curves and to extract the relevant information in them by
performing an Analysis of Variance at each point of the signals. This method is
applied to the raw signals without proceeding to a modelisation step which may be
time consuming and source of enors. This approach has been previously used in a
similarway to analyse NMR relaxation curves [8].

After having extracted the relevant information from the sensor responses, this new
datia set will introduce and the extent to which it can be correlated to the sensory
data will be studied. First of all, qualitative links will be established by Multiple
Factor Analysis, MFA [91. Then quantitrative links will be established to predict
sensory characteristics, using Partial Least Squares regression, PLS [101.

2. Material and methods

2.1 The products
The twelve products studied are two types of moist products for cats: chunks in
gravy (P2, P3, P4, P5, P8, P12) and tenines (Pl, P6, P7, P9, P10, P11). They are
packaged in 4009 cans, from the same batch, and have similar humidity (average
81.9%) and water activity (average 97.4o/o. at 20'C).
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2.2 Sensory data

Sensory attributes were scored on a seven point intensity scale (from 1 - very
weak, to 7 - very strong). There was a common questionnaire for the two types of
products which included 28 attributes (16 odour attributes, 7 visual attributes and 5
texture attributes). Judges calibrated their evaluations by consensus after two
round tables before the beginning of the test. Four complementary training sessions
were then organised in boxes. These strengthened the calibration within the group
and led to a repeatable and homogeneous panel. The six tenines and the six
chunks in gravy products were then evaluated by 14 judges during four sessions in

boxes. Three products were presented at each sessions in a random order. Each
product was evaluated twice. The tests took place at room temperature, products
were evaluated outside the cans. All attributes discriminated the products in a
significant way (analysis of variance : p<0.05).

2,3 Chemical measurements

Measurements were done on the twelve products using GC/MS, in order to
determine a certain number of peaks representing the volatile molecules of the
vapour phase above the products. Measurements were done on the entire 4009
contained in a can. A dynamic purge and trap headspace extraction with nitrogen
was used (Teckmar LSC 2000 system). Then, a GC (5890 serie ll, Apolar Column
Chrompack) was used and Mass 5971 detection in scan mode was performed. Two
repetitions were done for each product. Prior to these measurements, the stability
of the instrument retention times was checked. Then 116 molecules were globally
identified thanks to a spectral and retention index library constructed in

collaboration with the Lausanne R & D Center. These molecules (m1 to m116)
cover a vast range of different chemical families, such as alcohols (ex : ethanol, 1-
butanol), aldehydes (ex : hexanal, heptanal), ketones (ex : 1-hydroxy-2-
propanone), as well as hydrocarbons (ex : ethane), esters (ex : ethylacetate),
bases (ex : pyrazine, pynole), sulphur compounds (ex :2-methylthiophene), furans
(ex : furfural) and nitriles (ex : propane nitrile). For each molecule identified, an
average between the areas of the two replicates was calculated. This way, a matrix
was generated with the twelve products and the surfaces of the peaks of the 116
molecules. The correlation matrix between these 116 molecules was calculated.
From this conelation matrix, 39 representative molecules were selected from the
original 1 16, the threshold for the conelations between molecules being set at0.7.

2.4 Physical measuremenb

Two texture parameters were measured with a Stevens LRFA 1000 instrument:
firmness (fer) and breaking point (pfr).
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2.5 Odour sensor responses

The twelve products were analysed with 32 polymer odour sensors of the Aroma
Scan instrument manuf;actured by the University of Manchester [11, 12]. Four
replicates were done for each of the twelve products, on 2009 from four different
cans. These 2009 were put into a plastic bag, the plastic bag was inflated with pure
99.999% nitrogen (with a controlled humidity of 50%). The sample bags were lefr
for five minutes at room temperature (20"C, constant) for headspace generation.
The measurement took place using the following cycle : during one minute the pure
nitrogen at 50% humidity was passed through the sensor chamber. The sensors'
base resistances were calculated with this reference nitrogen. The headspace from
the sample bag was then pumped for 100 seconds (150m1/min). The sensors were
then washed with the headspace of a solution of water and 2o/o butanol for one
minute. Finally the reference nitrogen was passed through the sensors again in
order to reset them to their base resistances.

2.6 Detecting relevant information in odour sensor responses
using Analysis of Vartance

For each measurement, each of the 32 sensors generates a curve with an
ascending phase and a second phase during which the slope decreases greatly
(101 points in total for each sensor: one point per second for 101 seconds),
Figure 1 :
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Figure 1: Average responses from sensor 1 to the volatile compounds of the
twelve products

360



At a fixed time Fx , the signal lo generated by a particular sensor can be
defined as:

l=, = 100"(R,=, - RFo) /R,= & = resistance of the sensor at time t

A matrix was created in which each sample was defined by the 32 sets of 101
points generated by each sensor, giving 3232 variables for each sample. Products
are divided into twelve groups with four samples in each (four replicates of each
product).

The Analysis of Variance was applied to determine the overall influence of the
product on the sensor responses and to determine which regions of the curves are
most sensitive to the product effect. Calculations were performed using a program
developed in the Laboratory of Analytical Chemistry of INA P-G, and validated
using MATLAB routines. This Analysis of Variance was done for each column of the
matrix, i.e. for each of the 3232 variables. The Analysis of Variance measures the
variability at each point in the curve which is due to the predefined grouping of the
samples, and the variability which is not explained by the groups.

2.7 Multiple factor analysis to compare the different
rep resentati o n spaces/

Multiple Factor Analysis (MFA) is a technique adapted to matrices where products
are described by different groups of variables. lts main interest is that it does a
Factor Analysis where the influence of the different groups of variables is
equilibrated [9].

The program firstly does a separate PCA on each group of variables (this PCA
gives a few main components for each group called Partial Factors). Then it does a
global balanced PCA on all the variables, based on the conelations between the
Partial Factors of the different groups and thus on the conelations between the
starting variables. ln the final representation, on the main components, results are
read by taking into account the contribution of each variable in the calculation of the
component and also the representation index. The balanced weights of the different
groups represented on each component should also be taken into account.

The purpose of the analysis is to study the links that exist between the different
representation spaces taken two by two. Here we will focus on the one hand on the
links between the GC data and the sensory data and on the other hand on the links
between the odour sensor data and the sensory data.

1 Performed on the program ADDAD (B. Escoffier and J. Pagès, 1988)
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2.8 Paftial ieast sguares regression to establish quantitative
Iinks between the different data sefs2

Links observed between the different data sets (discussed below) were quantified
by Partial Least Squares regression (PLS). PLS can establish links between
sensory, chemical, physical data sets, in order to build predictive models [10]. ln
this analysis, the regression on the variables ftom the Y matrix is done on latent
variables erdracted from the explanatory X maûix (1st, 2nd, ... extracted factors).
The algorithm is quite similar to that of Principal Component Regression. The only
difference is that PLS constructs the factors (latent variables) that synthesise the
variations within the X matrix by taking into account not only the conelations within
X variables but also the covariances between X and Y variables. The Y matrix
guides the construction of the explanatory factors from the X matrix.

PLS can give a representiation of the products in a two dimensional space. This
representation can be a little different from a PCA or a MFA plot, insofar as it takes
into account the information contrained in the Y matrix. But generally it gives almost
the same information. The final results are the B coefficienfs whlch represent the
coefficients by which X values have to be multiplied to obtain Y values (these
coefficients are calculated successively for models that include one factor, two
factors, three iactors, etc.). ln order to validate these successive models, cross
validations were performed. B coefficients resulting from the model whose cross-
validation shows the lowest enor (and a reasonably good o/o of Y variance
explained) are kept. ln this study, variables from the Y matrix are all predicted using
separate PLS regressions (PLS 1).

3. Results and discussion

3.1 Odour sensor responses : reliability of the data and relevant
information extracted

The Analysis of Variance shows that the Group Variance increases almost
constantly, for all sensors, from the beginning of the curve to the end of the curve
(Figure 2). Furthermore, the variance between the twelve groups is significantly
higher than the Residual Variance (Figure 3). Thus, in our study, the average
values from the end of the curves appeared to be most relevant to discriminate the
products. For the subsequent analyses, each sample was defined by 32 values
conesponding to the average values from the end of the 32 sensor curves
(averages calculated for ten points conesponding to ten acquisitions starting at time
85s.).

2 Performed on the program Unscrambler (H. Mailens, available from Computer-Aided Modelling, P.O.
Box 2893, N-7001 Trondheim, Norway)
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Figure 2: Evolution of the Group Vaiance between the twelve groups of moist
catfood products
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Figure 3: Evolution of the Residual Vaiance within the twelve groups of moist
cat food products

The response vector for each sample, containing 32 values, was then normalised :

Nt=, = 100" (l*)/(8, r.. ll*l), so that all the response vectors of the different samples
were within the same constant radius hypersphere to minimise the influence of
smallvariations in the quantity of product. Furthermore, no significant differences in
Aw between the twelve products was detected. Aw values were not correlated with
the sensor measurements (conelations - 0.2).

The repeatability of the measurements performed on the odour sensors was
checked sensor by sensor. Four cans were analysed for each product. On the first
two cans, two analyses were performed on the two halves of each can. The two
analyses on the same cern always gave statistically identical results, whereas there
were significant differences between two cans of the same product for certain

49 55 0t
Tbrc (6.1
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sensors (<can effecb). Therefore, it was decided to perform one measurement on
two more cans. As the variability between two cans can be important it seemed
preferable to analyse a larger number of cans for one particular product (in order to
have more representative results for each product). Nevertheless, variabilig
between the four replications on one product (due to manufacturing variations or to
inaccuracies in sensor measurements) remained small enough not to mask
differences among the twelve products displayed by the odour sensors. An average
of the four replicates for each product and for each sensor was calculated.

3.2 Qualitative links between the differenf dafa sets
It is interesting to bring together sensory and GC data (Figures 4a and 4b).

MFA cc (c) / SENSoRY (s) ffi 1-2
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Figure 4a: MFA on GC and sensory data. Projection of the paftial and global
images of the products (1 : GC, 2: sensory)
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Figure 4b: MFA on GC and sensory data. Projection of the vaiables from GC
and sensory data
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This allows us to establish some hypotheses to explain a sensory attribute by the
presence of some particular molecules. For example, many molecules can be
associated with sensory characteristics like cereal-cer(m19, m23, m107), fish-poi
(m1, m23, m6), vegetable-/eg (m107), degraded-deg (m13, m14), persistent-per
(m83, m100), spicey-epi(m83, m100), cooked-cui(m4, m61) orcaramel-car(m79).

Odour sensor data and sensory data can also be brought together. Partial images
of the products related to each data set are quite close. This shows the existence of
common Partial Factors between the two data sets even if they are less obvious
than for GC and sensory data. For example it can be seen that some odour
sensors are conelated with certain sensory attributes such as degraded (deg),
spicey (epi), overall odour intensity (ige), persistent (per) (Figures 5a and 5b).
However odour sensors give a less rich information on product characteristics than
GC data (for example sensory attributes like cereal (cer) or vegetable (leg) are
located in a dimension which is not conelated with the odour sensors). This is due
to the fact that sensors are all very mutually correlated.
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Figure 5a: MFA on sensoty and odour sensor data. Projection of the partial and
global images of the products (1 : sensory, 2 : odour sensors,)
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from sensory and odour sensor data

3,3 Quantitative prediction of sensory attributes by GC, texture
and odour sensor data

Furthermore, by Partial Least Squares regression, some quantitative links and
some predictive models could be established (cross-validations were performed in
order to avoid over-fitting). Particularly, some sensory attributes were predicted
through the response of some odour sensors (mostly general intensity, degraded,
spicey, fish, liver, persistent) with a quite small residualenor (Table 1) :

Sensory variables

predicted by the odour

sensors

o/o of Yvaiance explained

by the model

Sum of the residual

squares for the cross-

validation

general intensity 36.0 1.368

degraded 70.9 0.365

spicey 89.2 0.674

fish s9.9 0.800

liver 23.0 1.O20

persistent 35.0 0.800

quantity of pieces 31.3 0.700

Table 1: Resu/ts of PLSI regressions between odour sensor data and dîfferent
sensoty attributes
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\Â/hen associated with texture measurements, the odour sensors can give even
better predictions of some sensory attributes, as we introduce new dimensions in

the predictive data set. Table 2 shows sensory attributes whose prediction is
slightly improved when texture measurements are associated with odour sensor
responses. Predictions for the attributes spicey, fish and quantity of pieces stay
about the same. This improvement can be explained by the tact that texture
characteristics can certainly determine the way odours are released. Moreover,
liver pieces for example are very hard, whereas degraded and persistent odours
are often associated with smooth textures. Obviously some sensory attributes
related to texture can also be predicted to a certain extent.

Sensory variables
predicted by the odour

sensor and texture data

% of Yvariance
explained by the

model

Sum of the residual
squares for the
cross-validation

generalintensi$ 98.2 0.784

degraded 92.6 o.426

liver 61.2 0.932

meat 37.8 1.297

cereals 45.3 0.869

persistent 36.1 0.892

firmness 61.8 1.319

regularity 81.8 0.741

Table 2: Resu/fs of PLSî regressions between odour sensor and texture data, and
differe nt sensory attibutes

Even if GC data still give a better prediction for more sensory attributes (Table 3),
this is quite satisfactory and promising as odour sensors have the advantage of
being rapid.
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Sensory variables
predicted by the GC

data

% of Yvariance
explained by the

model

Sum of the residual
squares for the cross-

validation
general intensity 100.0 1.625

oxydised 100.0 1.4'12

degraded 80.2 2.386

cooked 71.7 0.865

sprcey 83.7 1.313

metallic 82.7 1.038

fish 89.9 0.814

liver 95.4 0.449

vegetiables 86.4 0.598

cereal 99.2 1.683

persistent 96.9 1.U7

quantity of pieces 94.0 0.726

Table 3: Resu/fs of PLS7 regressions between GC data and different sensory
attibutes

Conclusion

First of all, it can be underlined, that the use of the Analysis of Variance to extract
relevant information from sensor responses is a quite interesting technique as it is
rapid and it can be applied to the entire raw signals.

Furthermore, it is clear from these results that odour sensors are a promising tool
for the prediction of sensory datia, compared to a more traditional instrumental
techniques such as GC. In the future, it could be even more interesting if less
conelated sensors could be used, so that the information from each individual
sensor is less redundant and the complete anay is more discriminant. Odour
sensor measurements can also be associated with other rapid instrumental
measurements.

It is also apparent that none of the predictor data sets is completely exhaustive in
describing products and predicting their sensory attributes. This implies that there
are other dimensions that are not taken into account with the analytical methods
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used here, such as molecules that are not detected by either the odour sensors or
the GC and which are important to a sensory point of view. However this work
appears to be very interesting as allthese descriptive data can help to estimate the
palatability of the products.
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Methodology for SnO2-gas sensor selection
using stepwise multivariate analysis

Une méthodologie pour sélectionner /es capteurs gaz
SnO2 en utilisant une analyse multivaiée pas â pas

ROUSSEL Sylvie, GRENIER Pierre, BELLON-MAUREL Véronique

Laboratoire Génie lnstrumental pour la Qualité Agro-alimentaire,
CEMAGREF, 361, rue JF Breton, BP 5095, Montpellier, CEDEX 01

Abstract: Electronic noses are very often said to have a great potential in
food industry. However, metrology is not yet developed and several problems
remains, such as signal processing, defrnition of optimal experimental
conditions, and choice of useful sensors. lndeed, the number of sensors fhaf
can be used at the same time is frxed, whereas the number of potential
ser?sors is larger and still growing. Thus, before each new application, one of
the main problems is choosing the most suitable gas sensors. SnO2-sensors
have a large sensitivity, and a low selectivity. Their commercial specifrcations
are evasive, e.g. <<control roasting conditions>> or <combustible detection>.
Fufthermorc, SnOr-sensors are initially built, not for food applications but for
chemical pulposes and thus, their charactensfics do not corespond to food
product volatiles; it is impossible fo selecf fhe sensors with this available
knowledge.

An expeimental methodology is proposed to help users fo choose the most
discriminant SnO2-sensors for each application, relatively to their sensitivîty
and redundancy. lf the disciminant volatiles are known, the selection is
based on either real or model samples representative of feur c/asses.

We apply this methodology to the discrimination of satisfactory wine and
vinegary-otr-flavour-wine. However, in this /?sf sfep, model solutions are
prepared without ethanol to avoid sensor saturation. Thirty two model
so/ufions are prepared to cover a large range of tainted wines. The frontier
between the <good>> and <bad> wine is determined by two volatile
concentration thresholds: TOOppm of acid acetic and 200ppm of ethyl acetate.

Thifteen SnO2 sensors are studied, in three times, because the
measurement cell contains /îve sensors only. Duing the whole expeiment,
one sensorpresenting an average repeatability is kept as a reference. From
each adsotption and desotption curues, ten features are extracted, e.g.
adsorption maximum, maxima and minima of primary and secondary
derivatives.

Two stepwise multivaiate statistical analysis are pefformed on these
measurements in order to choose the most discriminant sensors. Sfepwise
discriminant function analysis (DFA) with WIks Lambda and Fisher Test
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citeria, and stepwise k-nearest neighbour method (kNN) are applied to all the
data set, selecting fâe sensors conesponding to the selected features.

The Fisher test method showed that the ôesf c/assr/îcation is pertormed with
two features, extncted from two ditrerent sensor cuves. The frve best
sensors were selected using the frrct nine features chosen by the sfepvuse
DFA, among the 150 features. The stepwise kNN selected only one sensor;
using one feature. The selected features are extncted either from the signal
and from the primary and secondary derivatives.

The validation of this sensor anay selection is made by showing that any
other discrimination is less powefful, whatever the sensor associafion.

This methodology, which is consolidated by a statisticat approach, coutd be
applied by every afu'frcial nose user to select the most suitable sensors rn an
objective way.

Résumé : Les capteurs d'arômes ont un fort potentiel pour le contrôle
de la qualité de produits agro-alimentaires. Cependant, aucune
métrologie n'a encore été développée pour æ type de système multi-
capteur et de nombreux problèmes subsistent, tels que I'extraction de
I'information des signaux, la détermination de conditions
expérimentales optimales ou le choix des capteurs les plus adaptés
pour chaque application. Les capteurs semi-conducteurs en oxyde
métallique sont sensibles à un grand nombre de molécules volatiles,
mettant en évidence une très faible spécificité. De plus, leurs
spécifications commerciales sont très évasives et ne conespondent
pas aux arômes alimentiaires ; il est donc impossible de les choisir
grâce aux informations disponibles.

Dans cet article, une méthodologie expérimentale est proposée afin d'aider
les utilisateurs de capteurs d'arômes à sélectionner les meilleurs éléments
sensibles en fonction de leur sensibilité et de leur redondance. Ce choix peut
être basé sur la mesure de solutions modèles si les molécules volatiles
discriminantes sont connues.

Cette méthodologie est appliquée à la discrimination de vins sains et de vins
piqués. Cependant, afin de s'affranchir de l'éthanol qui masque le signal des
autres arômes, 32 solutions modèles exemptes d'alcool sont préparées,
contenant différentes proportions en acide aétique et en aétate d'éthyle,
molécules volatiles responsables du défaut de piqué. Si la concentration en
acide aétique est supérieure à 700ppm et celle en acétate d'éthyle à
200ppm, alors la solution représente un vin piqué.

13 capteurs en oxyde métallique semi-conducteur sont étudiés, en 3 fois, car
la cellule de mesure ne contient que 5 capteurs; un capteur, présentant un
répétabilité moyenne, est conservé durant toutes les expérimentations. 10
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descripteurs sont extraits des courbes d'adsorption et de désorption, tels que
des extrema des courbes, des pentes et des dérivées secondes.

2 méthodes statistiques multivariées pas à pas sont appliquées à cet
ensemble de 150 descripteurs extraits : I'Analyse Factorielle
Discriminante (AFD) pas à pas basée sur le Lambda de \Mlks ou sur
le Test de Fisher et la méthode des k-Plus Proches Voisins pas à pas
(kPPV).

L'AFD basée sur le test de Fisher détermine que la meilleure classification
est obtenue en utilisant seulement 2 descripteurs extraits de courbes de 2
capteurs difiérents. les 5 meilleurs capteurs sont choisis en sélectionnant les
9 premiers descripteurs grâce à I'AFD basée sur le Lambda de \Mlks. Les
kPPV sélectionnent un seul descripteur. Quelle que soit la méthode, les
premiers descripteurs choisis sont les mêmes et sont aussi bien extraits du
signal que de ses dérivées.

Cette méthode de sélection est validée par des tests de classification basés
sur différentes associations de capteurs ; les meilleurs résultats sont délivrés
par les 2 capteurs sélec{ionnés grâce AFD pas à pas basée sur le test de
Fisher.

Cette méthodologie d'analyse statistique multivariée peut donc être employée
par tous les utilisateurs de capteurs d'arômes afin de sélectionner
objectivement les capteurs les plus appropriés à leur application.
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1, lntroduction

Dealing with gas sensors and electronic noses, many aspects have been
investigated in order to improve selectivity and classification efficiency: pre-
processing computations [1], pattem recognition techniques [2], drift assessment
and counteraction [3&4] or sensor selectivity enhancement [5].

The gas sensors, such as metal oxide, polymers or quarE micro balance, respond
broadly to a range of gases rather than to a specific volatile; thus, they show
overlapping sensitivity, with different selectivity levels. Therefore, it is of the highest
interest to choose the most suitable sensors, able to provide the best classification
results.

Though some electronic nose devices are able to enclose 24 (AlphaMOS, F) or 32
sensors (AROMASCAN, UK), it is impossible to gather all the commercialised gas
sensors at each head-space analysis. Moreover, it is meaningless to carry out
measurements with numerous sensors, since most of them are highly redundant
and add noise to the multi-sensor anay output. Therefore, sensor selection,
adapted to each application, is crucial. SnO2-gas sensor manufacturers provide
selectivity characteristics, such as << solvent vapour detection > or ( cooking
control >, which are not precise enough and meaningless for quality assessment of
food products.

Usually, in electronic nose studies, the choice of sensors adapted to a specific
application, is not investigated thoroughly. Very few data collections exposing
precise sensor characteristics are available. Conceming some basis volatiles, such
as methanol, ethanol, hexane, benzene..., some sensor properties are detailed, but
flavour discrimination is much more complex.

Gradually, some authors are taking into account sensor selection, determining the
ones most related to the studied aromas. For example, four TGS metal oxide
semiconductor gas sensors have been examined, using cluster analysis in order to
compare the sensor output conelation [6]. Four QuarE Microbalance sensors have
been studied using a self-organising map, which enables to evaluate the influence
of each sensor and the sensor conelation on the whole domain of data (when
measuring aroma mixtures) [7]. Furthermore, sensor output selection has been
performed on a 32-element sensoî affay of conducting polymers, using Procrutes
rotation in order to choose the sensors that better describe the variability on the
flavour data set [8].

In this paper, we propose to select the most suitable sensors for each specific
application, by performing feature subset selection methods. These approaches are
cunently used to choose variables coming from infrared spectra [9] or features
extracted from images [10]. Among all these methods, two stepwise algorithms
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have been chosen, performing ascendant and descendant selection, i.e. choosing
and removing one by one feature at each iteration. This methodology is applied to
the discrimination of wine model solutions showing vinegar off-flavour.

2. Materials

2.1 Experimental device

The measurement device is a metal oxide gas sensor anay (LCA1000, Midivaleur,
F) containing 5 FIGARO SnO2 sensors and modified to host a thermo-hygrometer
and to acquire the sensor voltage on a 12 bit A/D converter. The metal oxide
sensors are heated to a constant temperature, holding the sensor heater voltage to
5V.

The optimal experimental conditions have been determined during previous
experiments, using experimentaldesign method [11]. The head-space is generated
in a 100m1 heated vial, thermostatically controlled at 35'C, containing 1Oml of liquid
sample. 50ml of head space is injected with a syringe (< static > way of injection) in
the 500m1 measurement cell, thermostatically conFolled at 60'C. Afier each
measurement, the cell is cleaned by atmospheric air, thermostatically controlled,
filtered on active charcoal and dehydrated, at 500mUmin flow-rate . (C.f. Figure 1).

Figure 1: Experimentaldevice, controlling temperature and hygrometry of
measurement cell, canier gas and sample vial

2.2 Model solutions

The sensor selection methodology is applied to the discrimination of satisfiactory
wines and unsatisfactory vinegar flavour wines. This taint has been chosen
because it is the most widespread wine off-flavour; furthermore, the tainting

ThmdiNlalis i.-----l
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molecules are identified and more concentrated (hundreds of ppm) than the ones
responsible of other off-flavours. However, the 12o/o of alcohol in wine saturate the
sensors and mask the aromas. Accordingly, model solutions are prepared without
ethanol. Since volatiles are generally hydrophobic, they must be dissolved in a
solvent : triacetin has been chosen, mainly because of its low volatility.

Since supervised pattem recognition techniques are performed on the data set, the
data cannot be repetitions of the same sample measurements, but the sample set
must be representative of each class. Therefore, 16 samples are prepared for each
class, separated by two volatile thresholds: acetic acid at 700ppm and ethyl acetate
at 150ppm (C.f. Table 1). Each day, samples are drawn from the originalsolutions.
Head space is generated during sixteen minutes with a magnetic stining. These
conditions have proved to be the most repeatable and the best agreement between
volatile concentration and the duration of gas sample generation.

Satisfactory wines
(Sample number)

Vinegar tainted wines
(Sample number)

Eth
AceticAcid [Eô-l(mo/ll I I

yl Acel*l ate (mg/l) Ethyl Acetate (m

AceticAcid
sfl)

300

200 1 2 3 4 700 17 18 19 20
300 5 6 7 I 800 21 22 23 24
400 9 10 11 12 900 25 26 27 28
500 13 14 15 16 1000 29 30 31 32

Table 1: Desciption of the 32 samples, belonging to both c/asses of satisfactory
and vinegar tainted wine

3. Methods

3,7 Sensors

Thirteen SnO2-sensors are examined, ftve by five, keeping one sensor in the
measurement cell, in order to check the reproducibility of the experiments. TGS
822, chosen for its average repeatability, is used as this reference. Finally, fifteen
sensor outputs will be analysed, considering the three measurements of the sensor
TGS 822 independently. The 13 metaloxide sensors are FIGARO TGS: 825; 800;
824; 842;822:'812;815; 882; 880; 830; 831; 813; 4C23-3. Random sample
measurements are canied out during one day for each subset of 5 sensors.

3.2 Expertmental data

The whole signal is analysed, from the adsorption beginning to the desorption end,
using extracted features. The most suitable features have been determined during
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a previous study, according to their repeatability, discriminant distance and
redundancy Erreur! Signet non défini..

From these features, ten have been selected for this data processing: five different
levels on the dynamic part of the adsorption curve, the adsorption maximum, i.e.
the steady-state signal, the adsorption slope maximum, the desorption slope
minimum, the adsorption deceleration maximum and the desorption acceleration
maximum.

ïwo sequential algorithms of feature selection are performed, in order to select the
best subset of m features from a n-feature set the stepwise discriminant analysis
and stepwise k-nearest neighbours.

3.3 Stepu.se discriminant function analysis

The discriminant function analysis aims to find the data representation space,
maximising the ratio of the between-group variance divided by the total variance.
This intends to maximise the between-group variance and minimise the within-
group variance, in order to discriminate groups.

The stepwise discriminant function analysis aims to select the most discriminant
features among a set of variables characterising the samples. ln stepwise
discriminant analysis, a model of discrimination is built step-by-step. At each step,
all variables are evaluated to determine which one contributes most to the
discrimination between groups (foruvard stepwise analysis). Then, all the variables
included in the model are reviewed (except the latest one), in order to check if the
removal of one of them improves the model (baclovard stepwise analysis). The
process starts again, until discrimination efficiency does not improve anymore.

Two discrimination indexes are used to assess modelefftciency :

- the Wilks Lambda, aiming to minimise the ratio of the within-group variance
divided by the totalvariance;

- the Fisher Test, assessing the homogeneity of class means calculated using the
subset of selected features. \Mren the risk percentage of the null hypothesis
reaches zero, the most suitable subset is determined.

3.4 Stepwise k-nearest neighbours

The k-nearest neighbour method is a non-parametric supervised pattem recognition
technique. An unclassified sample is assigned to the class represented by a
majority of its k-nearest neighbours in the training set. The neighbourhood is
computed by the Euclidean distance between the unknown vector and the training
vectors. The number of neighbours k is fixed relatively to the number of samples,
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usually computed as k = Jtotal sample number , rounded to the closest odd

number to avoid any majority ambiguity [13]. As this data set contains 32 samples,
this classification method can be performed without reducing computations, with
algorithms such as condensation or hierarchic computation.

The Stepwise k-nearest neighbour method consists in including (or removing, as
fonryard and backward stepwise analysis are mixed, like in stepwise discriminant
function analysis) step by step one feature which induces the best classification
results. \Mren conect classification percentage cannot be improved, the feature
subset selection stops.

4. Results

These methods are performed on the whole data set, which means on 150 features
extracted from the fifteen sensor outputs. The sensors conesponding to the first
selected features are then chosen as the most suitable ones.

4.1 Stepwise discriminant function analysis

The stepwise discriminant function analysis performed on 150 features selects 32
features, relatively to the Wilks Lambda. The nine first ones correspond to 5
sensors (C.f. Table 2).

Table 2: Features se/ecfed and conesponding sensors

The sensors are not selected using the same type of feature, proving the
usefulness of extracting various features tom the adsorption and desorption curve,
instead of using only the steady-state signal.

The TGS 822 has been selected in one of the 3 measurements (first series). lf this
output is removed, this sensor is also chosen, from the third measurement series. lf
these features are removed again, the TGS 822 is then selected from the second
series, proving the reproducibility of the experiments.
lf the same algorithm is applied, regarding to the Fisher index F, the subset of only
2 features provides the best classification results: the adsorption deceleration
maximum of the sensor TGS 815 and the 2nd level of the sensor TGS 882.

Sensor features selected
TGS 8t5 desorption slope minimum, adsorption deceleration maximum
TGS 882 1d level, adsorption deceleration maximum
TGS 830 adsorption maximum
TGS 822 4'level. desorotion slooe minimum
TGS 8t3 adsorption slope maximum, adsorption deceleration maximum
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4.2 Stepwise k-nearest neighbours

The advised number of neighbours is 5, the closest figure from J32 . grt,
classification results were studied, using k from 3 to 13.
The stepwise k-nearest neighbours performed on 150 features selects only one
feature, whatever the neighbour number : the 2nd level of the TGS 815. This means
that the optimal classification is obtained using only one feature with k-nearest
neighbours analysis. Oddly enough, this method selects the same first sensor as
the stepwise discriminant function analysis, but by choosing an other feature.
lf all the features extracted from this sensor are removed from the data set, the
TGS 830 is then selected by the algorithm, using its 3d level. lf k is chosen strictly
superior to 5, the TGS 813 is selected. But, all these further selections do not take
into account the output redundancy with the TGS 815 features.

5. Discussion

At last, these three methodologies provide coherent but different results. The
sensors are chosen in the same order, but the optimal number of sensors depends
on the algorithm. The Stepwise k-nearest neighbours selects only one sensor (TGS
815) ; the stepwise discriminant function analysis based on the Fisher test selects
two sensors (TGS 815, 882); the same method based on the \Mlks Lambda
arranges the sensors in descending discrimination efftciency order, selecting all the
sensors except the TGS 824.

ln order to determine the most suitable method, these sensor selections must be
validated. The discriminant function analysis with leave-one-out cross validation
provides 10oo/o of conect classification using features extracted from only one
sensor (TGS 815) or two sensors (TGS 815, 882). The same results are shown by
performing the k-nearest neighbours with leave-one-out cross validation. In short,
this selection validation, using supervised methods, means that the best
classification is reached using only one sensor, the TGS 815.
Unsupervised classification methods can also be applied to the data set, like a
principal component analysis (PCA), followed by a clustering analysis (CA). The
following figures (n"1 to 8) show the spreading of the samples in the first factorial
plane of a centred PCA performed on various data sets. A cluster analysis is
performed on the two first principal components, using Euclidean distance and k-
means (i.e. samples that are linked together are replaced in further calculations by
their gravity centre).
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Figure 1: Centred PCA peftormed on 10
features extracted from the IGS 875

Figure 3: Centred PCA pertormed on 20
features extracted from the TGS 815 and

882
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Figure 2: Clusteing analysis pertormed
on the two first principal components

Figure 4: Clustering analysis pertormed
on the two first prtncipal components
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Samples 1 to 16 conespond to the satisfactory wines and samples 17 to 32
conespond to the vinegar off-flavourwines (C.f. Tablel).

These hierarchic classifications show that the best discrimination efficiency are
provided by one (Figures 1 & 2) or two sensors (Figures 3 & 4). lf the number of
sensors increases (more than 4 sensors), the sample n"3 is no longer classified in
the conect class (figure 5 to 8), but is rejected from both classes.
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Figure 7: Centred PCA pefformed on all
the data set (150 features)
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lf this non-supervised classification is performed on features extracted from one of
the ftrst selected sensors, 100 o/o of conect classification is only obtained with the
TGS 815; the other sensors lead to 15o/o of wrong classifications, at least (for
instance, C.f. Figure 9). This tends to prove that the actual most suitable sensors
are chosen by these stepwise methods.

500 r@ 1500 20@ 25q,

ttsi€n€ !o K-M@ N@,rst GFup

Figure 9: Cluster analysis peiormed on 10 features extracted from the TGS 882
(P sensor selected)

Gonclusion

Two stepwise feature selection methods have been performed, using different
selection indexes, in order to choose the most discriminating gas sensors among a
SnOr-sensor arcay. The measurements have been canied out on model solutions
representin g satisfactory wines and vinegar off-fl avo u r wines.

The stepwise discriminant function analysis based on the Fisher test method
selected two features, extracted from two different sensorc. The five best sensors
were selected using the first nine features chosen by the stepwise DFA, with Wilks
Lambda index. The stepwise k-nearest neighbours selected only one sensor, using
one feature. The selected features are extracted either from the signal and from the
primary and secondary derivatives.

The selection validation, using either supervised methods (DFA or kNN) or
unsupervised method (PCA followed by Clustering analysis), proved that the best
classification is provided by only one sensor, the first one selected by the three
methods. ln conclusion, the stepwise k-nearest neighbours and the stepwise
discriminant function analysis based on the Fisher test gave the most discriminating
subset of sensors, using different classification indexes and stop criteria. 100% of
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correct classification is obtained using only the first and the two first selected
sensors.

ln this example, only one sensor was elected, which is a specific case due to model
solutions. However, the whole methodology is totally usable for more complex
mixtures. Both methods are able to determine the most suitable subset of sensors,
adapted to each specific application, using few representative samples of each
class.
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Utilization of the olfactory characteristics of fruit and
vegetables as a potential method for determining their
ripeness and readiness for harvest

La mesure de l'odeur des fruits et légumes : une méthode potentielle
pour déterminer leur maturité et Ia date de la cueillette
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Abstact: Traditional quality evaluation of fruit and vegetables is assocrated, primarily, with
appearance attibutes, such as size, shape, sufface colour and defects, or tactile
chancteristics, like frrmness or hardness. Many methods and associafed instrumentation
based on these sensory characteistics have been developed in the past 30 years and are
utilised commercially, to a ceftain extent, in the quality evaluation of many fruits and
vegetables. However, a constant demand exists for improving quality evaluation and hence,
there is still much room for improvement and additional technologies. /t is known, that in
many cases, fruit ipening is associafed with an accumulation of aromatic volatiles during
fruit ipening, whose measurements could provide good indicator of the fruit ripeness and
can be related to intemal composition during ripening. Many technologies already exist for
sensmg gases, utilising a variety of technologies, based primaily on semiconductor devices
such as, thin and thick metal oxides, conducting polymers, Quar2 Micrcbalances (QCM),
Surface Acoustic Wave (SAW), FET and frbreoptics. ln addition, quite an array of
measuring and testing devices were developed and are available commercially fordetecting
and analysing gases and specifrcally, for sensing and evaluating odours. Most commercial
instruments are aimed at detecting a single gas or vapour that has exceeded some
threshold value. ln olfaction, however, we use our sense of smell in a more sophisticated
way for classifying and grading odours. Hence, a desire exrsfs fo develop an < aftificial
nose ,) that would mimic the abilities of the mammalian olfactory sysfem for sensing and
classifying volatiles. The complex chemical environment which tipyfies the human olfactory
system, led to the mulfisensors approach, which is based on the pinciple that by utilising a
number of non-specifrc sensors having suitable selectivity properties (each different from
the others), rf is possib/e to infer some information about the nafure of the chemical
environment under analysis. When coupled with pattem recognition and aftifrcial network
techniques, such a sysfem shows some analogies with the olfaction structure of the
mammalians. Several aftificial, or electronic noses have been developed in the past 10
years, but while several proposed <<aftifrcial noses) are already employed commercially,
there is not a univercal nose at present that can solve all odour-sensing problems, or
effectively respond selectively and sensitively to specifrc gases af an appropriate
temperature. Many of the more advanced techniques need fufther development to be
adapted to commercial scale which allows reproducibility in sensor production. Other
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adapted to commercial scale which allows reproducibility r':n sensor production. Other
problems, such as eliminating drift because of aging, decreasing cosf of production and
betterversatility, need to be addressed before commercialisation can be realised.

Keywords: Smell, artifrcial nose, olfactory response, senso,:

Résumé : Les systèmes d'évaluation de la qualité des fruits et légumes sont associés
régulièrement à des paramètres liés à I'apparence comme la taille, la forme, la couleur de
la surface et des défauts ou à des paramètres tactiles comme la fermeté. De nombreuses
méthodes et leurs instrumentations associées basées sur ces caracléristiques sensorielles
ont été développées dans les 30 demières années et sont utilisées commercialement dans
une certaine mesure pour évaluer la qualité de nombreux fruits et légumes. Cependant, une
demande constante existe pour améliorer les systèmes d'évaluation de la qualité et de fait,
nous pounions développer de nouvelles technologies pour répondre à des attributs de
qualité tels que la maturité. ll est connu de source sûre que la maturation des fruits est
associée à une accumulation de composés volatiles aromatiques et les mesures de ces
composés pounaient être un bon indicateur de la maturation du fruit et pounaient être
reliées à la composition inteme durant cette maturation. De nombreuses technologies
existent aujourd'hui pour mesurer les gaz, basées principalement sur des semi-
conducteurs, des polymères conducteurs, des micro-balances à quarE, ou des ondes
acoustiques de surf;ace. De plus, une association de ces techniques de mesure a été
développée et certains systèmes sont disponibles commercialement pour détecter et
analyser les gaz et spécifiquement, pour mesurer les odeurs. La plupart des instruments
commerciaux visent à détecter un simple gaz qui a dépassé une valeur limite. Cependant,
dans I'olfac{ion, des mammifères utilisent leur odorat de manière plus sophistiquée pour
classer les odeurs. Ainsi, des nez artificiels capables de simuler la faculté olfactive du
système des mammifères pour classer les volatiles ont été développés. L'environnement
chimique complexe qui caractérise le système d'olfaclion humain a mené à une approche
multi-capteur. Elle est basée sur le principe qu'en utilisant un nombre élevé de capteurs
non spécifiques, il est possible de dégager une information sur la nature de I'environnement
chimique. Couplés avec des systèmes de reconnaissance, de formes, un tel système a des
analogies avec la structure olfac{ive des mammifères. De nombreux systèmes nez
électronique ont été développés ces demières années. Mais, alors que des nez
électroniques sont déjà vendus dans le commeroe, il n'y a pas de nez universel qui pounait
résoudre tous les problèmes de mesure d'odeur pour répondre de manière sélective et
suffisamment sensible à certains gaz à n'importe quelle température. De nombreuses
techniques aujourd'hui développées doivent enoore faire leur preuve au niveau de la
reproductibilité. D'autres problèmes tel que l'élimination de la dérive due au vieillissement
ou la diminution du prix de production et une meilleure adaptabilité doivent encore être
résolus avant la commercialisation du système vraiment fiable.
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1. Introduction

Traditional quality evaluation of fruits and vegetables is associated, primarily, with
appeannce attributes, such as size, shape, surface color and defects, or tactile
characteristics, like firmness or hardness. Many methods and associated
instrumentation based on these sensory characteristics have been developed in the
past 30 years and are utilized commercially, to a certain extent, in the quality
evaluation of many fruits and vegetables [76, 16, 19]. Nevertheless, with the
increased competition in both, domestic and intemational markets, there is a
constant demand for improving quality evaluation, in order to minimize potential
losses to the grower and packer, or fast spoilage at the consumer end. The
determination of the optimal timing for harvest and the exact stage of ripeness, are
both, among the most important factors in the overall quality evaluation of many
fruits and vegetables. However, although quite a few methods are already available
for this evaluation, there is still much room for improvement and additional
tech nolog ies to address all quality attributes.

Very little attention has been given, so far, to the utilization of the human olfactory
response to fresh produce, as an additional, complementing, consumer-oriented
and nondestructive quality evaluation method 177, 1'1, 12, 591. At the same time, it
is well known, that in many cases, fruit ripening is associated with an accumulation
of aromatic volatiles during fruit ripening for both, climacteric and nonclimacteric
fruits [50]. More than 60 aromatic volatiles have been identified in muskmelons, for
example, and significant changes in the composition and relative concentration of
aroma compounds were noticed in fruits during the ripening process [39, 48]. As
the fruit approaches the climacteric peak, volatile constituents responsible for the
full ripe aroma and flavor of the fruit are produced at a rapid rate. Ovenipeness, on
the other hand, may lead to the development of undesirable flavor, associated in
part with the overproduction of certain volatiles. Yabumoto [92] reported on
progressive changes of volaûle compounds produced by ripening melons. Similarly,
Miyazaki and Ookubo [58] reported that aromatic volatiles and ethylene were much
better indicators of melon maturity than was visual appearance. Chachin and lwata

[18] investigated the relationship between production of some volatiles and quality
and concluded that volatiles were a better quality index than, for example, the
measurement of soluble solids, by a refractometer. Similarly, Benady et al.111, 'l2l
have compared the measurements of volatiles from muskmelons, utilizing a newly
developed sniffer, with traditional analytical methods of ripeness measurements.
They were able to demonstrate that the sniffer method was better than all other
pa rameters, both destructive and nondestructive.

More evidence of the importance of volatiles for qualig evaluation of certain fruit
(peaches, for example), were provided recently by Molto ef a/. [59]. In their work
they have shown that, in many cases, a clear relationship exists between aging of
some fruits and the quantity of the emission of some volatile compounds (i.e.
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Linalool, or Benzaldehyde). lt is already well established that the mechanism of
ripeness of many fruits and vegetables is associated with generation of ethylene
[14]. In addition, the compounds of Gamma and delta decalactone were also found
to increase significantly during the final stages of fruit (peach) ripeness [59]. Aroma
was found to be more apparent in peaches than in any other fruit, and like in other
species, it changes as the fruit ripens. Moreover, breakage of the truit skin due to
mechanical damage (wind, rough handling of the produce, etc.), fungi disease or
insect activity, result in many cases in an increased emission of volatiles.

It seems, that there is already substantial evidence that significant changes in the
accumulation and concentration of aromatic volatiles occur during ripening of many
climacteric and nonclimacteric fruits and vegetables, and even at their postharvest
stage. Hence, these changes in volatiles can be related to the changes in intemal
composition during ripening. At least for some species (i.e. peaches, nectarines,
melons and feijoa fruit, to name only few), consumers also tend to base their
decision to purchase these fresh products, not only on their appearance and tactile
characteristics, but also on the aroma aspect of a specific product [86]. A firm
melon, for example, with impeccable appearance, is not a guarantee of a ripe and
palatable fuit, ready for marketing. Most consumers would tend to smell this fruit
before making a final decision to buy it. Wth other fruits, such as the feijoa, or
mango, with no visual, or tactile characteristics of its maturity, the distinct aroma of
this fruit may serve as the only reliable, nondestructive index for its readiness for
harvest [37].

Often, varietal differences between tuits and vegetables mean different flavors.
Some of these flavor differences are highly prized by the consumer. There is a
continuous investment in plant breeding and more recently genetic engineering, to
produce new, better tasting fruit and vegetable varieties with desired flavors and
extended shelf lives. Hence, the ability to quickly screen fruits and vegetables to
conftrm variety type is becoming increasingly desirable.

Recently, a presentation of stateof-the-art nondestructive quality evaluation
techniques for fresh fruits and vegetables took place in Spokane, WA in June 1993,
within the framework of a workshop sponsored by the United States-lsrael
BinationalAgricultural Research and Development Fund (BARD). In this workshop,
the need and possible utilization of an aroma analysis technique has been cited for
possible detecûon of physiological disorders in apples, mango, citrus, onion and
peppe[ temperature damage in citrus and intemal composition in peaches,
strawberry, pepper and melon. \Â/|rile the potential has been identified, it was
evident that no practical technique is available at present and hence, more work
needs to be done before this technique can be implemented commercially [16, 84].
Measurements of human olfactory responses to food and agricultural products are
part of a comprehensive sensory evaluation, which is the science of judging and
evaluating the quality of food, or an agricultural product, by the use of the senses,
i.e. taste, smell, sight, touch and hearing [42, 681. However, while overall sensory
testing has been developed into a precise, formal, structured methodology, the
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olfactory response by itsell especially when applied to fresh agricultural produce,
needs far more development work before a practical, broad implementiation can be
effected.

Smell, or odor responses, are already being used quite extensively in the food
industry 142,68,69,74,891. A comprehensive list already exists of volatiles found
in food [44, 69] and for many food products the exact quantitative composition of
the volatiles has been published. However, no such detailed information is yet
available for fresh fuits and vegetables.

The main reason for not utilizing commercially the additional source of information
from the olfactory response, for quality evaluation of fruits and vegetables is, that
modem man has a relatively small olfactory apparatus. Not only this apparatus is
inferior, by far, to that of many other mammals, (like dogs, for example), but the
human also makes very little use of his sense of smell for the determination of the
quality of fresh produce. Cunent procedures have become, almost completely,
reliant on man's senses of sight, hearing and touch. Moreover, not only do we
possess the most clumsy instruments for detecting, recording and analyzing odors,
we can not define, or measure their properties in physical units, as we do, for
example, with light and sound. The color of light is related to its wave length, as is
the pitch of a sound. ln contrast, there is no known spectrum for neatly defining
odors, or explaining their existence, as there is with wave theories of light and
sound. The function of the sense of smell, as a whole, is the least understood of our
senses. Statements in the literature are ofren fragmentary and frequently based
upon assumptions [55, 13, 91,42,20]. This is especially true in the application of
the sense of smell for the cited problem of determining maturity of truits and
vegetables, developing an index for their readiness for harvest and obtaining
information on their intemal composition. Nevertheless, in spite of the difficulties
associated with the specific application and hence, the unavailability at present of
suitable instrumentation, the cunent demand for gas sensors is sky-rocketing and it
is driven by a broad range of applications. Hence, it is conceivable that our cited
application will also be addressed eventually.

2. Statement of the problem

Past research work [17] has already provided evidence that odors appear to affect
our behavior, although we may not be conscious of their existence or their effects.
Hence, with the process of quality evaluation of fresh produce, an olfactory
response to them may also play a role in the overall process of their quality
assessment and marketability.

\Mth the increased awareness of quality of the produce, on one hand and the
market competitiveness, on the other, there is an incentive to develop a
nondestructive quality evaluation method, which would assist in the complex
classification of tresh produce, in order to optimize its quality evaluation and
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enhance its marketability. The olfactory response to produce, being nondestructive
and directly related to the way the consumer perceives the produce for its
readiness for consumption, is a good candidate for the attempt to develop such a
method.

The purpose of this review is to describe the human mechanism of smelling,
delineate previous attempts to develop both, laboratory devices and commercial
gas sensors and describe cunent state-of-the-art technologies for odor sensing and
especially, their applications in agriculture. A further purpose, to suggest future
trends and possibilities for a technique, and relevant instrumentation for, quality
evaluation of selected fruits and vegetables utilizing their olfactory characteristics.
There is already a wide and diversified range of information on the subject,
indicative of the growing interest in the util2ation of olfactory characteristics [75].
Because of the broad scope of the subject, only a small selection of references was
given, which does not purport to cover comprehensively the existing literature and
does not do justice to the wealth of information already available. Nevertheless, it is
hoped, that even this rather limited review will provide some insight into this
intricate subject and give the incentive to pursue some practical implementation of
the olfactory characteristics in the quality evaluation of fruits and vegetables.

3. The mechanism of human smelling

Although smelling is clearly not a leading sensory characteristic in humans, it is,
however, a complex process and the human nose is one of the most intricate and
sensitive sensors. Even at the limit of instrumental sensitivity e.g. where no signal
appears, our <biological detecton may still perceive an odor. lt can detect certain
substances by smelling over solutions of concentration of 1 in 1012 , or even less

[53,69].

The human olf-actory organ contains about 10 million receptors, which are
chemoreceptors that are activated by molecules in solution. To be detected,
odorous substiances must be volatile (in the form of airbome particles, or
molecules), so that they can be sniffed into the nostrils. They must also be at least
partly soluble in water, so that they can pass through the nasal mucus to the
olfactory cells. Finally, they must be soluble in lipids (fatty substances), so that they
can pass through the lipid layer that forms the surface membrane of the olfactory
organ [8, 13, 5].

The sensation of smell arises from the stimulation of olfactory sensory cells by the
odorant molecules given off by the substance being smelled. Odors may be simple,
consisting of a single kind of odorant molecule, or complex, consisting of a mixture
of odorant molecules. Mrtually, all natural odors are mixtures contiaining, perhaps,
several tens of different types of odorant molecules. The subtle distinctions we
routinely make, e.g. between different types of tea, are attributed to variations in the
relative amounts of the components of the complex odor.
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Most odorous molecules are small(30-300 Dalton), hydrophobic organic molecules,
containing, typically, a single polar group. Although there are some notable
exceptions, molecules with more than one polar group are generally involatile and
thus unable to reach the olfactory epithelium. A majority of odorants contain
oxygen, typically in the polar group of the molecule. Nitrogen and sulfur compounds
are less frequent, although the nitrogen containing pyrazines and other
heterocycles are an important class of odorants in roasted products, and sulfur
occurs in many important naturalodorants from animals.

When these molecules interact with the sensory chemoreceptors in the nose, they
send specific nerve impulse-pattems to the brain. The brain then compares the
incoming signalwith other signal-pattems held in the memory store and, depending
whether or not it can find a matching pattem, it assigns a meaning to the signal and
decides on the most appropriate response [57].

The three important properties of odorants are the odor type, the threshold value
and the form of the intensity curve. lt is known that the shape, size and polar
properties of the molecule determine its odor properties. However, the precise rules
are poorly understood and the relationship between the molecular structure of the
odorant and its odor - the olfactory code - is complex. Natural smells, in particular,
like in the case of fruits and vegetables, are almost always complex mixtures of
chemicals, containing, at least, tens and more often hundreds of constituents.
Differences in the relative amounts of these constituents affect the odor and flavor.
In some instances the odor of a natural material is dominated by a single odorant
and the other components exert a secondary, more subtle, effect.

The complex mixtures of chemicals found in fruit and vegetable present us with the
difficult issue of classification. The difftculties in the classifications of odor type are
the result of the subjective perception which use common names to signify the odor
(e.9. fruity, flowery, musk, etc.). Even a single, highly pure odorant may require
several terms to describe its odor. Furthermore, the classification is imprecise
(fuzV) because it must be based on subjective associations and because an
individual's sense of smell is not invariant with time or physical health. A second
difficulty arises from the large number of physiochemical properties describing the
molecules. This large number of variables in any analytical model means that the
number of odorants studied in any structure-odor experiments will be prohibitively
largel17,22l.

Nursten [69] suggested a very rudimentary system for classiffing food produces, in
which he differentiated between food whose aroma resided largely in one
compound (e.9., banana, grapefruit, lemon, pear, almonds, cucumber, potato);
those whose aroma was due to a mixture of small number of compounds (e.9.,
apple, raspbenies, tomato, onion); those whose aroma could only be reproduced
reasonably faithfully by the use of quite a large number of compounds (e.9., apricot
and peach, pineapple, walnut) and those whose aroma could not be reasonably
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reproduced, even by a complex mixture of specific compounds from among the
volatiles identified (e.9., strawberry).

The underlying rules of the relationship existing between molecular properties and
smell sensation, the olfactory code, is yet poorly understood. Humans tend to
speciff odors in terms of associations rather than by the attributes of the odor,
leading to ambiguous descriptions [73]. The development of a comprehensive odor
classification system is further complicated by the fact that some chemicals with
very similar structures may have very different odor qualities. Conversely, similar
odor perceptions can be caused by structurally very different molecules [63].

In an attempt to clariff the processes involved in the coding of olfactory sensation,
Amoore et al. l4l suggested that there are seven primary odors , including
camphoraceous (mothballs), musky, flonl (roses), pepperminty, putid (rotten
eggs), etheneal(dry-cleaning fluid), and pungenf (vinegar). These seven primary
odors were established from the subjective sensations reported by panels of human
odor testers. Hence, it is very likely that there are also other kinds of primary odor.
However, regardless of what basic odors are postulated, the question remains as to
how their stimulus qualities are coded.

Several theories of the olfaction response have been proposed, which attempted to
tackle this problem, and one of the most widely accepted explanation of this
process is the stereochemicaltheory [4]. According to this theory, there are distinct
receptor cells for the various primary odors (mentioned above) and that molecules
of odoriferous material produce their effects by fitting into the conect <<receptor
slots>.

A major contender to this theory is the vibrational theory suggested by Wright [91],
who considered that seven receptor sites are too few to give the number of
combinations required for all the odors that we can smell. He proposed that there
should be twenty to thirly kinds of receptors and in his vibrational theory suggested
that the odoriferous nature of a molecule was imparted by its low-frequency
vibration. Molecules of different substances have characteristic, if complex,
vibrations, each molecule vibrating at severalfrequencies. Wright suggested that in
each kind of receptor there are molecules that vibrate at the same frequency as
one of the primary odors. \Mren an odor molecules meets the right receptor
molecules, the two resonate together at a slightly different fequencies and this is
the start of a nerve impulse.

It is beyond the scope of this review paper to give a comprehensive description
(which, by itself may not provide a tractable and well defined explanation) of all the
theories involving the olfactory system. A rather detailed description of the
mammalian olfactory system was given by Graziadei [36], covering many different
facets, along with an extensive list of relevant references. ln addition, McCartney
[55] has tried to clariff some of the speculations involving various theories of the
olfaction process, as Beets [9] and Schultens and Schild [Z9], who also have made
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a significant contribution and provided a valuable bibliography. Allthose information
(and numerous other useful references not listed here) should prove to be useful in
obtaining a better understanding of the olfaction process and hence, assist in the
eventual development of suitable instrumentation.

4. Sensing and measuring of gases

Quite an anay of measuring and testing devices were developed and are available
commercially for detecting and analyzing gases and specifically, for sensing and
evaluating odors. In addition, many patents exist for different gas detection and
measurement devices for the determination of hazardous gases thresholds and
inspection of containers for the presence of substances, such as explosives and
drugs. Some of the patents for apparatuses to discriminate odors, also include
several aimed specifically for measuring concentrations of odors in fruits and food
items as an indication of their specific quality, such as feshness and maturity [25,
41,78,21.

A distinction should be made between laboratory and field measurements.
Laboratory analytical instruments are, inherently, more precise, but require
relatively long times for data acquisition and processing, do not operate
continuously, are difftcult to conelate with perceived odor and, in general, are quite
expensive. Field applications, on the other hand, are aimed, in general, at having a
sensor, or a sensor array, which is small and portable, can be taken to the field and
can perform analyses <on-the-spob like the human nose. Such a sensor should
contain, therefore, the data acquisition element to obtain the needed information, as
well as be able to provide this information to the user, in order to solve an existing
and specific analytical problem. However, a field instrument, in addition to the
complex problem of maintaining suitable size and weight, is also faced with the
limiting factors of, usually, low concentration of the volatile in the head space
volume and interference from the exposure to ambient conditions.

Another distinction should also be made between subjective and objective sensory
testing. Subjective tests involve human evaluation by objective panelists, while
objective testing employs the use of lab instruments only, with no involvement of
the human sense of smelling. Both tests, however, are important in sensory
evaluation of food and food products [56, 61].

4.1 Human evaluation of odor

Various subjective human evaluation tests are practiced in sensory perception of a
product, especially in the food industry. They have been developed into a precise,
formal, structured methodology to establish the worth or acceptance of a
commodity [55, 56]. For food stuff quality applications, as well as other agricultural
oriented utilizations and environmental studies, the human judgment is the major

393



f,actor and all other measurements have to be, ultimately, related to its perception
and discrimination. Also, the sensitivities of the various cunently available sensing
technologies are several orders of magnitude below the sensitivi$ of the human
nose [73] and hence, their application is limited to problems where individual odor
components are present in concentrations ranging from ppb-ppm levels. \Mile this
may not present a major limitation to a variety of areas where concentrations in the
headspace of a given sample are generally high, they are inadequate for field
applications, such as sensing in situ the aromas of fruits and vegetables.

In addition to direct human judgment, more advanced methods involve the use of
dedicated instruments, which combine odor evaluation by a sensing element with
an odor evaluation by a human panel. These instruments, which are called in
general <<olfactometers>, provide a neutral reference odor of known concentration
in the air and call on humans (the jury) to compare the intensity of a tested odor
with the reference odor. Several such instruments are available commercially,
designed in general for a particular application. A review of various oliactometers
was given by McCartney [55].

'Tecnodo/ is an example of such an instrument, manufactured in France by
'Technovir lnt.' lnc. Using the 'Tecnodo/, the intensi$ and profile of an odor are
determined by means of a series of measurements. For each measurement, the
apparatus generates a new concentration of the referencing odor (butanol), which
is presented to the nose of a juror by an inhalation cone. The juror then compares
the intensity of the ambient odor with that of the reference odor and indicates the
relative value of the two intensities on a tactile screen of a computer. lf required, the
'Tecnodor' can be coupled with a gas chromatograph - mass spectrometer (GC-
MS). This allows identification of one or more gases causing the odor and makes it
possible to establish links between perceived intensity and concentration.

Another olfactometer was developed by 'St. Croix Sensory', Inc., in the U.S.A.,
where odors are evaluated in accordance with ANSI (American National Standards
Institute) and ASTM (American Society for Testing and Materials) standard
practices. An odor panel consists of trained individuals (panelists) who follow a
sniffing practice according to the ASTM Standard Practice for odor concenfation
determination (ASTM E679-91). The determination of odor is canied out by a set
practice of Forced-Choice Ascending Concentration Series of Limits.

Both of the above mentioned instruments (and a few others, which will not be
mentioned here), are aimed primarily at monitoring environmental odors, although
the applications listed by the manufacturer include many other sectors, such as:
agriculture, slaughterhouses, paper industries and even coffee roasting. The use of
these instruments, combined with sensory panels, has some merit and they are still
being used for certain applications. Nevertheless, a high degree of accuracy can
not be attained with these instruments, and their performance is also affected by
concunent impressions from other senses. Moreover, their being subjective by
nature and prone to drifting, render them unsuitable for performing an objective,
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continuous, in-field, or automated measurement at a relatively low cost, as
required, for example, in applications in quality evaluations of fruits and vegetables.

4.2 Analytical methods

Many analytical laboratory methods are available for the analysis of gases and they
include the Gas Chromatography (GC) method; High-performance Liquid
Chromatography (HPLC); High-Performance Thin Layer Chromatography (HPTLC);
spectroscopic techniques such as: Mass Spectroscopy (MS), Nuclear Magnetic
Resonance (NMR); lnfra-red Spectroscopy (lRS); Fourier Transform Infra-Red
Spectroscopy (FTJR), continuous flow immunosensors and various combinations
of these methods. Allthese methods provide a reliable qualitative analysis, which is
often used for the assessment of aromas in food products [23]. However, because
of the cost factor involved and the duration of tests, they are not done on a routine
basis and their major use is in research. These methods are not only time.
consuming but the results are often inadequate. For example, there are some key
flavor constituents of beer that are below the detection limit of most gas
chromatographs [56]. lt is also interesting to note, that the human nose is more
sensitive and more selective than any other GC- detector, and a sniffing person can
describe the intensity and the quality of an odor, and is able to locate the
components of a sensory value in a chromatogram.

A few dedicated, commercial aroma analyzers, are also available, based on gas
chromatography techniques. The 'CharmAnalysis' system, e.g. developed in the
Flavor Chemistry Laboratory at the New York State Agricultural Experiment Station
of Comell University, is based on analyzing aromas with a Gas Chromatography-
Olfactory (GCO) system, by utilizing quantitative and descriptive GCO techniques
to detect aromas in extracts of food and fragrance materials. 'CharmAnalysis' is
equipped with high resolution gas and liquid chromatographs, a mass spectrometer
and two high resolution gas chromatographs - olfactometers (GCO) to yield
chromatograms in which the ordinates or y-€xes are measures of odor potency,
titel or multiples of odor threshold. Peaks in these chromatograms can be
integrated and associated with descriptive words.

4.3 Solid sfafe gas sensors

Wrile analytical laboratory instruments are of significant importance, they do not
provide the means for interaction with the real world - the environment. Therefore,
there is a clearly defined need for suitable sensors, which will provide the interhce
between the available (and future) microelectronics and microprocessors and the
environment to be monitored. Gas sensor technology is based primarily on solid
state gas sensors, of which three are cunently in most widespread use: the solid
electrolyte potentiometric sensors; the catalytic gas detector for combustible gases
and the semiconducting oxide gas sensor. While several other types of gas sensors
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or detectors are also produced, these three types of solid state device dominate the
market and will continue to do so for many years to come [61J.

To deal adequately with even the principal types of solid state gas sensors is far
beyond the scope of this review paper, but the subject is well covered in the
literature [61, 87], to name only few. Only selected areas, which are more
commonly used, or which are important in new device development and relevant to
the cited problem will be described briefly in the following sections.

4.3.1 Semiconducting gas sensors

4.3.1.1 Metal oxide sensors

Semiconductor sensors cern sense gases by monitoring changes in the
conductance during the interaction of a chemically sensitive materialwith molecules
to be detected in the gas phase. At present, these devices are based mainly on the
use of metal oxide semiconductors as the sensing material. The most generally
used are semiconducting oxides and catalytic metals, such as tin oxides (SnOr,,
tungsten oxide (WO.) and zinc oxide (ZnO). A metal oxide sensing element is
placed between two electrodes, ând the sensing element is maintained at an
elevated temperature, typically 3500C. Electrical cunent is passed between the
electrodes, through the metaloxide. lnteractions between gaseous species and the
metal oxide sensor surfiace give rise to a change in resistance measured across the
sensor. These interactions are generally limited to the oxidation of gas molecules
via electron transfer from the gas to the metal oxide. A decreased resistance
across the sensor is indicative of the presence of a gas. Typically, a direct current
is passed through the sensing element, and a voltage change across the sensor is
measured. Altematively, altemating cunent may be used, and it has been shown
that by measuring resistance at different altemating cunent frequencies, a constant
voltage may also be used, and changes in cunent monitored.

Metal oxide sensors are generally less selective than many other sensor
technologies. Selectivity may be achieved, however, using several methods. Some
sensors utilize an aftay of identical tin oxide sensors, each operated at different
temperature. lt was shown that different temperatures produce different sensor
selectivities. That is, by changing the operating temperature of a sensor, the
species to which the sensor responds, or the degree of response could be altered.
A more common approach is doping the metal oxide with a small amount of rare
earth metal. Using different metal dopants results in sensors which respond
preferentially to particular classes of compounds.

Over the past few decades solid-state gas sensors based on SnO, have become
the predominant solid-state devices for gas sensors alarms used on domestic,
commercial and industrial premises [3, 8, 29, 82]. The tin oxide gas sensors have a
number of advantages which make them attractive for a dedicated odor sensor,
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both for laboratory use and field applications. First and foremost they are readily
available because they are commercially produced. Secondly, they have high
sensitivities to a range of organic vapors (although, sometimes; with doubtful
repeatability). Thirdly, a variety of different types are available with broadly different
sensitivities so that an anay can be constructed. In addition, they are characterized
by a relatively fast response, gpically less than 10 seconds. This last characteristic,
although not fast enough for an online truit sorting, makes them, nevertheless,
amenable to other in situ measuring techniques for gas emission monitoring and
enables real-time control. The disadvantages of these devices include their size
and the fact that they operate at elevated temperatures, so that their power
consumption is high.

The basic technology and fabrication of these devices has been described in detiail
in the literature [87, 8].

Metal oxide gas sensors may be subdivided into thick film and thin film devices. In
general terms, thick film devices are easier to produce, as they rely on depositing a
paste of material between two electrodes, often using standard lithographic
techniques. However, these devices have some distinct disadvantages, such as
poor selectivity, poor unit-to-unit consistency of performance, dependence on
ambient temperatures and relative humidities, long stabilizing times after
energization and large power consumption [8, 45]. Nevertheless, because of the
ease in their production, many of the commercially available metal oxide sensors
are based upon thick film technology (e.9., 'Figaro' sensors).

Several disadvantages of today's thick-film SnO2 sensors might be substantially
overcome by using modem thin-film technologies [45, 87]. The construction of thin
film devices generally relies upon the use of vapor deposition technologies to
achieve a very thin film of metal oxide between two electrodes. ln principle, such
devices should combine the advantrages of the 'Figaro' sensors, but be suitable for
fabrication as small integrated arays. They offer significantly higher sensitivities
and are made with a lower power consumption per device. However, they are
generally more expensive, more difficult to produce and tend to suffer from
instability.

4.3.1.2 Conducting polymer sensors

Some of the limitations in the use of both, thick and thin film devices, can be
overcome by the use of sensors using conducting polymer and biological lipid
coatings. \Â/ith these materials there is a much wider choice of operating conditions,
they can be operated close to room temperature (20€00C) and more importantly,
functional groups that interact with different classes of odorant molecules can be
built into the active material, thus providing for high sensitivities ol typically 0.1-100
ppm [8, 34,40].
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Many polymers, under the right conditions, are electrically conductive, for example,
polypynole, polyaniline and polythiopene. These polymers may be deposited
between two electrodes and used as gas sensors. A change in the conductive
properties of the polymer results from exposing the sensor to a gas species. This
change may be monitored by passing a cunent between the two electrodes and
observing the change in the voltage across the conductive polymer.

Organic materials tend to be easier to process than oxides and may, in principle, be
much more easily modified than inorganic materials to react with specific gaseous
species. Moreover, with different methods of sensor production, a better control is
achieved of sensor selectivities. Selectivity of a given sensor is theoretically
controlled by using different chemicalfunctional groups on the top layer of polymer.
Of particular importance is the improved reproducibili$, which is key to the cited
application of sensing and classiffing aromas in fruits and vegetables.

The disadvantages of organic materials in gas sensing are that they are usually
very poor conductors, and conductivity measurement can therefore be difficult.
They are also usually thermally unstable, so that it is often impossible to use them
at temperatures at which gas-solid interactions proceed quickly and reversibly. In
addition, regardless of their means of production, conducting polymers age with
time to some degree. Calibration algorithms must therefore be used in order to
compensate for drift which occurs over long period of time.

A variety of approaches has been employed commercially in the production of
conducting polymer sensors. These approaches result in fundamentally different
sensors, hence rendering them suitable for a variety of applications [15, 72, 40,73,
801.

4.3.1.3 QuarE crystal microbalances

QuarE crystal oscillators (OCM) are piezoelectric devices which are used in
electronic circuitry for a variety of purposes, such as timing clocks, because they
can provide a highly accurate timing signal based upon their frequency of
oscillation. The term <<quarE crystal microbalance> is derived from the fact that if a
mass is adsorbed or placed onto the quarE crystal surface, the frequency of
oscillation changes in proportion to the amount of mass. By measuring the change
in the frequency of oscillation, the amount of mass can be determined.

These devices have been used as gas sensors by coating a crystalwith a material
which is selective towards the gaseous species of interest. For example, a QCM
could be coated with a non-polar material such as dimethylpolysiloxane, which
preferentially absorbs non-polar species, such as n-alkanes. lf the coated QCM
was exposed to a gaseous sample, changes in oscillation frequency could be
attributed to non-polar species being absorbed by the coated QCM. By coating
QCM with different materials, selectivity of response can be attained.
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The ability to control a QCM's selectivity by applying different coatings is an
extremely important feature, and makes this sensor $pe extremely versatile.
Virtually, any kind of selective coating may be used. However, the coating of QCM
may also be, ironically, their greatest drawback, because of the inadequate
reproducibility involved in the process and since for a sensor technology to be
commercially viable, sensors must be reproducible. Several different methods have
been employed to physically apply coatings to QCMs, but all these techniques,
however, have, as yet, not proven very reproducible on a commercial scale.

In spite of the latter deficiency these devices have been used in many different
applications and examples of their uses are numerous 110,7 ,28, 35, 49, 64,65, 66,
701.

4.3.1.4 Surface acoustic wave

Surhce acoustic wave sensors (SAW) are similar to quarE crystal microbalances
(OCM) sensors in many respects. Both technologies use coated oscillators from
which a frequency change is measured upon exposure to an analyte, due to
absorbed mass by the coating. QCMs can be considered bulk acoustic wave
devices (BAWs), because the entire crystal oscillates. Surface acoustic wave
devices generate Rayleigh waves down the surf;ace of a quarE or silicon substrate
onto which a thin coating has been applied. A change in mass absorbed by the
coating generates a coresponding change in frequency. The coatings used for
QCMs and SAWs are often similar materials, and it is the selection of coating by
which specificity in response is obtained [68, 90].

SAW devices generally operate at much higher frequencies than do QCMs, most
commonly in the 25O Mhz range (as compared with 10 Mhz used with QCMs),
though sensors with operating frequencies approaching 1 Ghz have also been
reported.

These gas sensors are distinguished by high reliability, by immuni$ to extreme
temperatures, contamination or aggressive media, by a small response time and by
their output, which is a frequency signal and unaffected by many forms of electrical
interference [6]. The response of SAWs to hydrogen or methane in the air, for
example, is less than one second, without using a catalyst. The SAW sensor arays
also have the potential to be used in a portable-type instrument. First, SAW devices
respond with high sensitivity to changes of surf;ace mass and, as a result, can be
used for a wide range of potential analyses. Secondly, the amount of vapor sorbed
by the sensor coating on the device is typically a linear function of the vapor
concentration over the useful concentration range (i.e. less than a few hundred
parts per million by volume). Thirdly, efficient operation is possible at ambient
temperafures. Indeed, vapor sorption decreases exponentially with increasing
temperature, so higher sensitivity is obtained at lower temperatures. Finally, since
the response to a given vapor will depend strongly on the functional groups
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incorporated into the structure of the polymer, judicious selection of polymers can
lead to significant differences in the response pattems for different vapors [68]. Of
particular interest is the application of the SAW technique to films deposited on
suitable piezo-electric materials, mainly on vacuum-sublimed and Langmuir-Blodget
(LB) films [15,601.

In theory, because of their distinct advantages and better performance, SAWs
devices hold promise of sensitivity increases over other gas sensor technologies.
However, there exist two obstacles which must be overcome before the devices
becomes viable within a dedicated sensor platform. The devices operate at high
frequencies, and often small frequency changes need to be monitored. The
associated electronics can be complex, and it is imperative that noise be eliminated
from the system. Secondly, as with QCMs, only perhaps more importantly, the
coating technology needs to be adapted to a commercial scale, which will allow
reproducibility in sensor production.

Both, SAWs and QMB devices have similar performance limitations, which include
the lack of specificity, sensitivity to moisture and response reproducibility. These
disadvantages are not totally unexpected, since the physiochemical sorption of any
environmental gas or vapor will increase the mass of the coating on the detector
and produce a sensor response. Thus, specificity, remains an elusive performance
feature for these devices.

4.3.1 .5 Field+ffect-trans istor-based (FET) gas sensons

Field-effect devices sensitive to ions and gas molecules have been around for
about 20 years. Such devices are of interest in the development of sensor arays,
since they are based on a well developed technology.

A field-effect structure is in principle a <<metal> insulator semiconductor structure
where the gate, the <<metal>, can be any conducting layer or medium (e.9. metal,
semiconductor, electrolyte, or polymer) The conducting layer can furthermore be
allowed to have a rather small conductivity and stillwork well as a gate material for
a field effect device. The possibility of finding a suitable gate materials for a given
sensing situation is therefore quite large [51, 521.

Recently, gas sensors based on field-effect transistors (FET) concepts, have
become of increasing interest because of a possible application in Microsystems
and because they can be used to make a large anay of gas sensors on a single
chip. This, in principle, should make it possible to produce a twodimensional
response map, that is an <<image> of the mixture of gases.

The FET is basically a semiconductor device, which acts as an amplifier with the
same function as a junction transistor, although with a different construction.
Different approaches for FET configuration have been tested, with specific
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advantiages and disadvantages. The MOSFET - Metal-Oxide-Semiconductor FET,
is quite a common configuration, which has many advantages, such as high
sensitivity, mechanical sturdiness, small size and low cost. However, these
sensors, up to now, are not in wide spread commercial use as gas transducers,
because sometimes, the reproducibility of the sensor electrical characteristics and
its sensitivity, are not sufficient for use in a real measuring system, particularly, for
multiple-component gas mixtures. [51, 52].

Another approach is the SGFET - fabrication of a Suspended Gate on metal-oxide-
semiconductor (MOS) devices. \Mth this technology, an air gap between the gate
and the insulator is formed and a chemically reactive layer is deposited right
underneath the gate metalization. \Â/hen subjected to the passage of volatiles, the
chemisorption or physiosorption of the gaseous species causes a shift of the
threshold voltage of the FET, due to the change of the semiconductor work function
difference.

Another configuration is the ISFET - lon - Sensitive FET, which is basically a
potentiometric transducer, which has some advantages, such as an improved
signal-to-noise ratio and fast response. Their major disadvantages are their
relatively high drift and hysteresis.

Intensive investigations of ISFET's during the last few years, led, e.9., to the
fabrication of sufficiently small, rugged, convenient to use and stable pH sensors,
that are now commercially available. However, further development is required for
practical application of these sensors in medicine, agriculture, environmental
studies, etc.

4.3.2 Fibre opfic sensors

This category of sensors encompasses a wide range of technologies, as there are
many applications of small scale optical devices within the gas sensing arena. One
of the technologies with relevance to the applications of aroma sensing is the use of
bundled fibre optics, through which fluorescence measurements from
photodeposited polymer sensing elements are made. On one end of a fibre optic
bundle, small regions of polymer/fluorescent dye mixture are photodeposited. As
many as thirty regions may be deposited on the tip of a fibre optic bundle. A flash of
light at an excitation wavelength is applied to the other end of the fibre optic, and
fluorescence intensity at selected wavelengths from the polymer/dye mix is
subsequently measured back through the fibre optic. Different polymer/dye
combinations interact with gases differently, such that upon exposure to a given
sample, the different regions or sensors, provide unique information. A
fluorescence emission spectrum from each of the regions can actually be
measured, such that a tremendous amount of data becomes available.

In addition to fluorescence luminescence, attention has been also given in recent
years to phosphorescence luminescence, which is slightly different from the former,
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by exhibiting luminescence that continues even after incident radiation stops. These
kind of sensors have several inherent advantages over fluorescence sensors,
including longer excited-state lifetimes and emission wave lengths more compatible
with existing monitoring technology.

These sensors have not yet been commercialized for use in dedicated sensing
instruments [2]. However, due to the vast amount of information which they provide,
they may hold promise for future applications. Other optical technologies, such as
infrared (lR), and some of those used for biosensor applications, may also be
applicable to the aroma sensing instrument platform.

5. The <<artificial nose>>

The artificial, or electronic nose, is, as its name implies, a simulation of the human
olfactory system. lt aims to do exactly the same as the human nose, but with
considerably fewer sensors and with a simulated brain. Thus, it differs from the
stiandard area of gas sensing, where the objective is to detect a single gas or vapor
that has exceeded some threshold value. ln olfaction we use our sense of smell not
only to detect noxious vapors, but also in a more sophisticated way for classifing
and grading odors.

Although an analogy is made with the human sense of smell, the electronic nose
should not be thought of as an electronic equivalent. By careful choice of the
sensors used it may be possible for an electronic nose to be tuned to respond to
similar aroma molecules as a human, but the mechanism involved is fundamentally
different. lt is important to note, however, that while the electronic nose responds to
the same chemicals that are responsible for the sensation of smell in humans, they
can also respond to other chemicals which are odorless to humans.

\Mrile the mechanism of smelling may be different, the requirements from an
electronic sensing emulator are similar to those met by the human sense of smell.
Hence, the sensing instrument envisioned should be able to address the following
classes of sensory requirements: (i) Detectability - may be absolute (is there
anything which can be detected?), or differential (is there a detectable difference
between two samples?); (ii) Intensity - how large is the difference? how much of a
particular atfibute is present?; (iii) Quality - what is the nature, character or
description of the attributes present?.

For our particular application it is also vital to know how the sensory data from the
artificial nose relate to the human sense of smell and the general human judgment
of product acceptability.

The human nose is indeed a valuable tool in many areas of industry, but the
response of subjects to different odors and odor concentrations is highly subjective
[53, 67]. Differences of two or more orders of magnitude between subjects is not
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uncommon. Hence, an instrument that could perform simple odor discrimination
and provide measurement of odor intensity devoid of subjective influences could be
most useful.

The attempt to mimic the abilities of the human olfactory system is an ambitious
goal, not only because of the chemical complexity of the stimuli with which such a
device would be confronted, but also because of the paucity of detailed knowledge
available about the biochemistry and neural processing within the human olfactory
system [31]. Nevertheless, the desire to produce useful devices, coupled with the
desire to improve our understanding of the functioning of the human olfactory
system, have prompted many researchers to try and develop artiftcial analogues.

The volatiles emanating from fresh fruits and vegetables, as those from food
products, present a special complex chemical environment problem, which can be
described in terms of chemical pattems of a number of chemical species, each at a
certain concentration level. A chemical sensor exposed to this complex
environment produces an output which, in some sense, represents the synthesis of
the whole pattem. The synthesis process depends on the selectivity property of the
sensor, which is related to the sensitivities of the sensor to each of the species
composing the pattem.

The complex chemical environment which typifies the human olfiactory system, led
to the multisensors approach, which is based on the principle that by utilizing a
number of non-specific sensors having suitable selecûvity properties (each different
from the others), it is possible to infer some information about the nature of the
chemical environment under analysis. Such a system shows some analogies with
the olfaction structure of humans, being able to discriminate between very large
number of gases, odors and mixtures, by utilizing only a small number of chemical
sensors. For this reason, multisensor applications in chemical sensing are now
commonly refened to as electronic, or artificial noses.

The earliest work on the development of an instrument aimed, specifically at
detecting odors, probably dates back to Moncrietf 1321. This was really a
mechanical nose and the first electronic noses were reported by \Mlkens and
Hatman [32]. However, the concept of an electronic nose as an intelligent chemical
array sensor system for odor classification did not really emerge until nearly 20
years later from publications by Persaud and Dodd at Wansick University in the UK

[301. A brief history of the development of electrical noses was given by Gardner
and Bartlet [32] and an overview of electronic noses and their applications by Elliott-
Martin et al. B6l.

In principle, a large variety of sensors can be utilized for electronic nose
applications. However, in general, the definition of an electronic nose restricts the
term to those types of intelligent chemical aray sensor systems, or chemical
sensoric anay devices (ChemSADs), that are specifically used to sense odorant
molecules in ways analogous to those of the human nose.
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Recent advances in sensor technology have led to the development of many
chemical sensor alrays, utilizing, in general the various existing technologies for
gas sensing. Especially noteworthy is the development of microsensors based on
conducting polymers - molecular chains that can carry electric cunents, SAWs. and
QCMs. Fabrication techniques developed in the microelectronics industry have
proven extremely useful in the production of new electrode systems and
configurations. Advances in electrochemical instrumentation allow very small
cunents to be monitored while potential waveforms may be conceived and
produced at will. These advances, coupled with the rapid progress made in the
application of new materials, now make feasible the design and construction of
sensing systems at the molecular level [31, 40].

Nevertheless, as in natural olfaction, a key role is played by proper data analysis
which makes it possible to find out a conelation between the sensor outputs and
the target of analysis, when such a conelation exists. The target of electronic nose
function is, not only to sense the environment, but to process the data input and
find out a classification scheme for the environment under analysis. The
classification scheme always describes a global feature of the environment,
disregarding its analytical attributes (as an a example, freshness, or firmness are
global attributes of foods).

The existing gas-sensing materials, such as metal oxides, organic polymers and
piezoelectric crystals, while being of great importance, have relatively poor
selectivity, thus presenting us with a major problem of classification. But, even the
more advanced conducting-polymer technology provides responses which are,
almost always, nonspeciftc.

This rather complex problem has given impetus to utilize pattem recognition
methodology, which involves the mimicking or modeling of human intelligence, in
concert with an anay of differently constituted sensors. This approach has already
been implemented in many studies where various types of gas transducers were
employed in combination with some pattem recognition algorithm. Thus, Kaneyaso
et al. 1451, for example, have compared the output from an anay of six thick-film
metal oxides sensors with the pattems of electrical activity in the rabbit olfactory
bulb, as observed by Moulton [62]. In their study they used seven individual odors
and analyzed the results using a conelation technique. Abe ef al. l1l have also
investigated the use of 'Figaro' gas sensors in automated odor sensing. In their
studies they used eight different sensors and 30 different individual odors. In this
work the odors were assigned to four classes - ethereal, ethereal-minty, ethereal-
pungent and pungent. Using cluster analysis these workers were then able to
establish a conelation between the pattem of responses from the eight sensors and
the odor. A variety of pattem recognition techniques were then applied to the data.
The best predictive results were obtained from the potential function method [31].
Likewise, Pelosi and Persaud l72l have looked at the responses of five sensors,
each based on a different conducting organic polymer, to 28 odorants. Following
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ternary classification of the sensor responses they could discriminate 14 of the
odors.

A more recent development in this area is the application of Artificial Neural
Networks (ANN) techniques to the processing of data from a sensor anay 127,30,
65, 33, 85, 46, 471. Also refened to as connectionist architectures, parallel
distributed processing, and neuromorphic systems, an artificial neural network
(ANN) is an information-processing paradigm inspired by the way the densely
interconnected, parallel structure of the mammalian brain processes information.
ANN are collections of mathematical models that emulate some of the observed
properties of biological nervous systems and draw on the analogies of adaptive
biological leaming. The key element of the ANN paradigm is the novel structure of
the information processing system. lt is composed of a large number of highly
interconnected processing elements that are analogous to neurons and are tied
together with weighted connections that are analogous to synapses.

Part of the attraction of ANN lies in its description of a parallel distributed
processing system from neuroscience. ANN techniques offer potential advantages,
such as fault tolerance, adaptability and high data-processing rates, over classical
pattem recognition methods, owing to their inherent parallelism.

The incorporation of ANN in odor sensing have already been demonstrated in
various applications: monitoring food and beverage odors [30], automated flavor
and perfume control [65], discriminating the smoke from different brands of
cigareftes [81], identiffing different types of alcohol [30], identiffing odors from
household chemicals [46], quantiffing individual components in gas mixtures [85]
and discrimination of coffees. lt has also been demonstrated that the ANN
technique can be applied successfully to the processing of data from a quarE
resonator conducting polymers and SnO, sensor arays [31, 341. This anay has
also been incorporated in a single stand-alone portable instrument" combining the
odor-sensing affay (based on a 'Figaro' gas sensor) and an artificial neural
emulator (ANE), to yield a microprocessor-based instrument which can intelligently
classiff the signals from an array of odor-sensitive sensors [36]. After sampling the
odor for about 60s, the unit can classiff the odor in much less than a second and
display the results on a two-line LCD dot matrix display.

Matching various sensor aray systems with pattem recognition and ANN
techniques in an integrated sensing system, has already spawned several
electronic noses which are commercially available, or close to it. A detailed
description of the various commercial odor monitors and electronic noses was
given by Gardner and Bartlet [32].

Four noted commercial instruments, which have been in use for quite some time
and therefore are worth mentioning in particular are: the 'AromaScan' (Alphatech
Intemational), the'NOSE (Neotronics Olfactory Sensing Equipment; Neotronics),
the 'Bloodhound' (University of Leeds Innovations Ltd.) and 'Fox 2000 lntelligent
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Nose' (Alpha MOS, France). Each of these uses for sensing, primarily, an array of
conducting polymer-coated microelectronics for the data acquisition system,
combined with an ANN machine for data processing and classification. Other
interchangeable sensing technologies have also been cited.

The digital aroma technology of the 'AromaScan' was first developed at the
Universi$ of Manchester, Institute of Science and Technology (UMIST). In 1980,
research began into biological olfaction systems and gas detection, with a specific
objective to develop a multi-element aroma sensor that emulates the human nose.
By 1990, a prototype instrument has been developed, which eventually evolved into
the cunent'AromaScan' instrument. The system is using a thermally stabil2ed
anay of 32 conducting polymer elements and a pattem recognition - artificial
network methodology for data analysis and classification. Their proprietary software
allows the user to subtract, or to overlay, the sensor response of one sample from
that of another sample. This feature helps to visualize the variance of the sensor
response between samples. This technique has been applied successfully in
measuring the response of, e.g. grapefuit and orange essence oil samples and in
sensing differences in the aroma of tomato pastes at different stages of lactic acid
spoilage.

The 'Neotronics' Olfactory Sensing Equipment (NOSER) utilizes an anay of
patented conducting polymer sensors which, due to their design, have rapid
response times and stable outputs. The reaction of the tested vapor with the
conducting polymer causes a change in conductivity and this change is dependent
on a complex interaction between the components of the vapor and the polymer, as
each sensor responds to a number of components in a unique manner. The use of
an expanding range of polymers makes comparative analysis of complex vapor
structures realizable. A twelve sensor anay is located in a sealed compartment and
the sensor head is automatically lowered out of its sealed compartment into the
vapor above the sample. Measurements from the sensors are tiaken at this point,
and the sensor head is raised automatically after each analysis. The outputs fom
each sensor are combined and compared to a previously measured pattem of the
particular aroma. The <<fingerprint patterns> obtrained ftom the instrument can be
analyzed and displayed in different formats and the cunently available software
package provides for using various statistical methods, including the latest in
artifi cial networks techniques.

Of special relevance to applications involving fruits and vegetables are the reported
results of a study involving the 'NOSE' on the discrimination between varieties of
tomatoes, based on their, presumably, different olfactory characteristics and
tomatoes of the same variety, which varied in age (postharvest time). Results of
this study clearly indicated the abilig of the 'NOSE' to discriminate between four
different varieties of tomato and successfully evaluate tomato fruit age. However,
these results were not obtained with intact fruit, but rather, with liquefied samples of
the tomatoes. Similar results were reported by the Scottish Crop Research lnstitute
(SCRI), where researchers have used the 'NOSE' as part of their raspberry
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breeding program for successful discriminations of four varieties of raspberry,
based on the difference of their aroma.

The <Bloodhound ( sensory system is a spin-off from a 10 years of research
conducted at the University of Leeds in the UK. At present, a prototype of the
system - BH 114 is available from <Bloodhound Sensors> Ltd. lt consists of an
anay of 14 conducting polymers, utilizing various statistical methods for its output
analysis, including pattem recognition and artificial networks.

The 'Fox 2000', manufactured by 'Alpha MOS' in France, and developed in
collaboration with the University of Warwick, UK, consists of an array of 20
conducting polymer chemoresistors and the 'lntelligent Nose' of an anay of six
metal oxide sensors, each capable of running at one or two temperatures. Both
instruments require a separate computer to calibrate and run the odor-sensing
arays.

Allthese instruments use chemoresistive sensors in a monotype nose. That is, they
rely on a single class of sensing material and of transduction principles, such as
conducting polymers or semiconducting oxides chemoresistors. However, the real
world is multifaceted in nature and in order to meet the emerging needs of the
industry and the complicated conditions of the agricultural environment, the need
exists for a multitype electronic instrument, or hybrid nose, consisting of an anay of
sensors. Such a system could extend the olfactory range of the artificial nose and
improve its discrimination power. An experimental design of such an anay has
been reported recently by Dyer and Gardner [24], who claim to have developed a
high-precision intelligent interbce for a hybrid electronic nose. According to their
report, their multitype nose can both, measure the signals from an anay of
chemoresistive and piezoelectric odor sensors, which have a stable circuit that can
detect changes in frequency of a few herE in many megaherE over a long periods
of time and implement numerical pre-processing algortthms, which render this
device suitable for membership in the next generation of electronic noses.

Numerous other research centers have also tried in recent years to meet the
challenge of developing an <artificial nose), for both laboratory and fteld
applications. Over 25 different research centers, universities and commercial
companies were cited in various reports on work aimed at developing an
<electronic>, or <<artificial> nose for a multitude of applications. These represent a
manifestation of the growing interest in the subject and hence, increase the
probability of an efficient system being developed, even for the specific application
of nondestructive quality evaluation of fruit and vegetables. Only the major
developments will be described here, but with the realization that much broader
work has been, or still is being done, worldwide.

A group of researchers at the Tor Vergata University in Rome have done extensive
research work in the past 2 years for the development of an electronic nose [21].
The device consists of 8 chemical sensors prepared by coating cut quarE crystals,
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having a fundamental frequency of 5 Mhz. Coatings have been obtained by
depositing a specified quantity of a diluted solution on compounds which are known
to act as catalysts in oxidation reactions. After the evaporation of the solvent, 50 pg
of coating was deposited on the quarE. Each sensor is part of an oscillator circuit,
the trequency response measurements of which were obtained by utilizing the
frequency counter of a digital oscilloscope. Data analysis and extraction of the
relevant information from the data were accomplished by a set of tools including a
number of chemometrics-based methods (Principal Component Analysis and
Cluster analysis) and Neural Networks (Feed Fonrtrard Back Propagation trained
networks, Self Organizing Maps, Adaptive Resonance Theory based networks).

The aptitude of this electronic nose to be utilized for the analysis of foods has been
tested by measuring the sensor sensitivities with regard to several substiances
which are of interest in food analysis. These compounds are representative of
various classes of species such as: organic acids, alcohols, amines, sulfides,
carbonyls. For example, in relation to quality of tomatoes, a measurement was
made of volatile acidity (e.g. D- and L- Lactic acid and acetic acid),
acethylmethynolcarbinol and ethanol, which represent the products of sugars
deg ndation of micro-organisms.

A joint research group fiom the University of Southampton and the University of
Wanrick in the UK, are involved in a research aimed at designing an instrument
that mimics the human sense of smell [30]. This aim differs from a previous related
area of gas sensing, where the objective was to detect a single gas or vapor that
has exceeded some threshold value. Like in the human olfaction system, the
objective of this development was to be able also to classiff and grade odors. Since
direct mimicking of the human sensory receptors seemed an exceedingly complex
approach to the problem, the scientists selected an altemative and simpler solution,
which has been exploited in their work, based on the use of a range of materials
which show a considerable variation in elecfonic behavior on exposure to a range
of different vapors. Like similar designs, their system uses an anay ol sensors
which are made from electrically conducting organic polymers, the conductivity of
which changes on exposure to different odors. As each sensor in the anay is
composed of a different conducting polymer, each will behave slightly differently
towards a particular odor. This creates a pattem of responses which will be unique
for a particular odor and hence, could be used to characterize it. The output signals
from the <<electronic nose) show a variation in the conductivity of each sensor site
with time and when combined, represent a <fingerprinb> of a particular smell or
mixture of odors. For their data processing the researchers suggested two
approaches: displaying the results obtained in the form of a radar plot in which the
response of each sensor is plotted using polar co-ordinates, or interpreting the
results by using pattem recognition software.

The scientists involved in this development suggested that the present technology
already offers the possibility of both, quantitative measurement and considerable
miniaturization leading to very high sensitivity. One application which is cunently
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under evaluation (and can be of relevance to our cited application for measuring the
responses from tresh fruits and vegetables) is the detection of ketosis in dairy
cattle, a problem which is thought to be an early indication of the potentially serious
disease mastitis.

Another group in the UK is operating at the University of Glasgow, at the
Department of Electronics and Electrical Engineering. They reported recently on
their cunent interest in developing an 'Electronic Nose> using conducting polymers
as transducers, which will have some of the capabilities of the human olfactory
system. By an analogy to the human system, which is believed to utilize only a
small number of chemical sensors to discriminate among a very large number of
gases, odors and mixtures, the present project intends to use a similar approach.
The model nose uses a finite array of sensors (typically 3 to 64 sensors); the
sensors are independent, but each sensor is sensitive to a very wide range of
odors. Odors are identified by an adaptive pattem recognition analysis of the
signals induced by the sensor anay. The system module which handles the signal
processing is a sophisticated parallel-processing system, which is used for the dual
purpose of modeling the human olfactory system, as well as for providing
engineering solutions to other problems in olfaction. The main applications concern
on-line quality control of food, drinks and perfumed goods, the detection of toxic
and dangerous vapors and medical diagnostics. At present, the group of
researchers are constructing a secondgeneration electronic nose which has
enhanced sensitivity and pattem recognition features. lt is being applied to
problems in agriculture and veterinary science.

The Pacific Northwest National Laboratory PNNL) in Oregon, has been working for
several years on an artificial nose project, with the objective of demonstrating the
potential information processing capabilities of the neural network paradigm in
chemical vapor identification. They have been involved in the development of a
prototype system that is composed of nine tin-oxide vapor sensors ('Figaro'), a
humidity sensor and a temperature sensor, coupled with an ANN. During operation
a chemical vapor is blown across the anay, the sensor signals are digitized and fed
into the computer, and the ANN (implemented in software) then identifies the
chemical. The identification time is limited only by the response time of the chemical
sensors, which is in the order of seconds 146,471. Although each sensor is tuned to
a specific chemical vapor, each responds to a wide variety of chemicals.
Collectively, these sensors respond with unique signatures (pattems) to chemical
vapors. Coupling the sensor anay with a neural network has the advantage that
most of the intense computation takes place during the training process. Once the
neural network is trained for a particular task, operation consists of propagating the
data through the neural network. During operation, the system can rapidly identiff
the composition of a vapor, provided that the vapor is composed of chemicals used
during the training process. The prototype nose has been used to identifo common
household chemicals by their odor, but other potential applications included also,
the monitoring of food and beverage odors, automated flavor control, analyzing fuel
mixtures and quantiffing individualcomponents in gas mixtures..
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However, while initial reports of their work were very promising, no continuation is
taking place at present.

The Biomedical Instrumentation Lab at North Carolina State University (NCSU) is
also cunently attempting to develop an artificial nose system. Their artificial nose
consists of a gas chamber with an anay of gas sensors and additional hardware to
support the gas flow through the chamber. The system utilizes 16 gas sensors of
'Figaro' type, but is also able to accommodate gas sensors of the 'Capteu/ type.
The nose system is able to test odors in two ways. First, a continuous flow of odor
can be sampled. That way, fresh odorant is supplied to the sensors during the
measurement. Second, a volume of odorant can be introduced into the chamber for
a stagnant measurement. 'LabView' software of 'National Instruments' is used to
control the measurement cycle and collect sensor outputs.

Another, rather recent development, is the Electronic Nose ('ENOSE'), which is a
device under development at the Jet Propulsion Laboratory (JPL) of the Califomia
Institute of Technology (Caltech). This work, which was also inspired by the human
olfactory system, originated as a result of research advances made by Prof. Lewis
of Caltech, working in collaboration with Prof. Freund of Lehigh University [54]. In
this collaborative effort, JPL is responsible for the instrument design and
construction, including: sensor assembly, electronics and the neural net pattem
recognition engine, as well as providing space flight validation. Caltech
researchers, building upon earlier efforts by British and Japanese research groups,
have been able to develop a way of monitoring changes in gaseous environment by
using polymeric films impregnated with an electrically conducting material. The
properties of the polymeric films can be varied broadly in a controlled way, but only
the electrical conductivity changes are used to generate the electronic signals
which are related to the sensed chemicals and enable detection of specific
gaseous. The Electronic Nose ('ENOSE') consists of an anay of different polymeric
thin film sensors that have been shown to respond to a number of organic and
inorganic compounds in the ppm (parts per million) range. lt is based on the
multisensing principle, in which the distributed response of an anay is used to
identiff the constituents of a gaseous environment. lndividual sensor films are not
specific to any one gas; it is through the use of an anay of different sensor films
that gases and gas mixtures can be uniquely identified by the pattem of measured
electrical response. Cunently under development is an experimental instrument to
monitor the air quality on the Space Shuttle. For this application, which aims at
sensing twelve compounds that have been detected on the Space Shuttle, the
instrument under development will consist of an anay of up to 32 polymers which
are deposited on four small ceramic substrates. Each deposited polymer will create
a sensing film of about 2 mm on the side and a few microns thick. The sensor
substrates will be in a sealed enclosure less than 15cc in volume with provisions for
letting sample air in and out. The polymer sensor response to gases will be
detected electronically by measuring changes in electrical conductivity. The data
will then be analyzed by a neural net pattem recognition software engine, which
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deconvolutes the datra to identiff the sensed compounds and their concentrations.
For this experiment, where there will be no on-board data processing and merely
data storage. JPL researchers are looking at coming generations which will reduce
the instrument to a credit-card size. In addition to the cunent development intended
for the Space Station, the researchers list a multitude of additional possible
applications, including: industrial processes, detection of environmental toxins and
pollutants, for medicine and body functions, for the use in food processing and for
measuring the military environment and its toxicology.

The European Space Agency (ESA), which is an international organization involved
in space applications systems, reported recently on the development of an artificial
nose, which is based on a multi-element polymer anay for the sensing of volatile
chemicals. New conducting polymer materials together with advanced
microelectronics and computationaltechniques have enabled the development of a
new range of chemical sensors capable of mimicking some aspects of the
biological system. Chemical sensing is achieved by the use of around 32 sensory
inputs (mounted on a chipsized package) from which a pattem of relative
responses to chemical stimuli is used as the basis for detecting selected gases.
The pattems generated are used as descriptors of simple or complex chemical
stimuli and in this way a library of gas and odor <<signatures) can be built up.
Specitivi$ is achieved by using neural networks to process the signals obtained
from the individual sensor elements, which have different ranges of selectivity for
any given class of chemicals. Response time is rapid (of the order of hundreds of
milliseconds) at ambient temperatures, making the system capable of real-time
monitoring of volatiles. A neural network algorithm based on backpropagation
leaming, allows the system to recognize a user-defined set of volatiles. Feedback
compensation has been used, for ofbetting sensor drifr due to characterisable
variables such as temperature and humidity. This sensor is already being used in
several industrial and experimental applications and, according to the developers,
has proven its accuracy and effectiveness and hence, offers a versatile new
altemative to existing, more expensive techniques. The possible applications cited
for this system are in environmental monitoring, quality control of food, beverages
and odorous products and process control. Further miniatur2ation of the system is
cunently in progress through the production of a special chipset for the signal
processing tasks.

Another development of an artificial nose associated with the space technology is
that, which was developed at RST Rostock Raumfahrt und UmweltschuE GmbH of
the Daimler-Benz Aerospace industry. Their technology - the SAM-QMB6 is a spin-
off from their activities in space research and is aimed for the monitoring, control
and evaluation of complex gas mixtures. lt consists of a multiple sensor affay -
quarE crystial micro balance sensors, which provide high selectivity and high
sensitivity to individual molecules and generate different responses to the volatiles
which describe the unique signature, or'fingerprinf , of the gas-mixture or odor. The
sensors are coated with different gas-sensitivity materials and respond differently to
the gases and vapors to be analyzed. A total of six sensors is built into a
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temperature-controlled measuring chamber in connection with a special oscillatory
circuitry for each sensor element. The adsorption of volatiles on the gas sensitive
coating of a sensor element results in a frequency change of the oscillator which
can be used as sensor signal for further evaluation. The evaluation of the
'fingerprinf is subsequently analyzed with modem pattem recognition methods, e.g.
statisticalsoftware and an artificialnetwork. This software compares signal pattems
from actual measurements with pattems memorized in the system library of the
identification and classification pattems of individual odors and gas mixtures. \Mrile
the available instrumentation is laboratory-oriented, the company is cunently
developing a portable system with a temperature range of 30-1500C, based on a
modular concept, which would enable the usage of different sensor technologies,
such as quarE micro balance sensors (QMB), surface acoustic wave (SAW)
sensors, metaloxide sensors (MOS) and semiconducting polymers.

A recent development has been published by'lnstrument Specialists', Inc. which is
a manufacture/s representative firm aiming at providing various sensing and
measuring technologies, based on state-of-the-art developments. Their design of
the artificial nose consists of 6 small semiconducting odor sensors, which can be
upgraded with several more anays to 6, 12, or 18 sensors. These include the Metal
Oxides Sensors (MOS), Surfiace Acoustic Wave (SAW, as well as conducting
polymers which make up the complete available range. The company claims to be
able to mimic the human nose by using these multiple sensors and list a variety of
applications in agriculture (such as measurements of freshness /storage of fruits
and vegetables), food industry (drinks and beverage flavors; meat and fish quality,
food and raw materials quality), cosmetics and chemistry (evaluating odors from
oxidized oils, measuring odors of polymers and the penetrabili$ of aroma through
packaging.

Quite a different approach has been taken recently by a group of scientists at Tufts
Universi$ in Massachusetts. They claim that most previous developments, utilizing
SAWs, QMBs and metal oxides and conducting polymers techniques, were able to
'observe' only one parameter, so expanding the number of molecules they can
detect means significantly increasing the number of sensors. To get around this
problem, they have used optical fibers as sensors, because they can provide many
kinds of complex information simultaneously, including changes in intensity,
fluorescence lifetime, wavelength and spectral shape. Although, admittedly, fibre
optic anays have been used before, the scientists at Tufts university claim that they
have no report of their utilization in a <<broad-band chemical sensing tool of this
nature>.

Their cunent design consists of a bundle 19 individual polymer-coated optical
ftbers, where each fibre sensor acts like an individual sensory receptor cell in a
vertebrate's olfactory system. This anay is exposed to various chemical vapors,
precisely pumped by an automatic delivery system, simulating a <<sniffing> action. A
xenon arc lamp with a standard bandpass filter sends light at 535 nm through the
fiber. \Nhen exposed to the vapors, the polymers fluoresce at 610 nm, and the
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signal from each fiber travels through the bundle to a CCD camera. The system
collects and compares the sequence of images, or response profiles, and stores
the data in its <<neural network>, so when the <<nose> comes in contact with the
vapor again, the network recognizes the pattern and can remember the chemical.
The research team used video images of the senso/s responses as the input
signals to <<train> a neural network to recognize the test vapors. They claim that
their system can identiff vapors at different concentrations with 'great accuracy'.

Preliminary results reported for this device suggests that it is highly effective in
identiffing components of mixtures, as well as characterizing analytes (test
compounds) on the basis of their chemical characteristics, such as functional
groups and relative molecular weight. Wrile no specific application in agriculture
has been cited for this device, a broad range of possible uses is described by the
researchers, including detecting contaminants in food, water and air and even
diagnosing diseases by <sniffing oub> various chemical compounds in the blood.
Moreover, it was stated that the device would even surpass the human ability of
smell, by detecting dangerous odorless gases like carbon monoxide. Nevertheless,
according to the researchers, no commercial venture will be attempted by them,
before the performance of their device will have progressed to the point it can be
considered as a real emulation of the human nose. This is not expected for another
10 years.

A development of a Gas Sensor Microsystem was reported by the Karlsruhe
Research Center in Germany, working in collaboration with universities in
Karlsruhe, Heidelberg, Freiburg, Tubbingen and Darmstadt in Germany. The
characteristic feature of the gas sensor chip developed at this center is the unique
way of fabricating the metal oxides sensor elements. At present, the gas sensor
chip is equipped with 40 sensor elements, each one consisting of two parallel
platinum electrode stripes, which measure the conductivity of the metal oxides
between them. lt was found that, in many cases, the sensitivity of the sensing anay
was quite sufficient to detect gases in concentration of only 1 ppm. Using tin oxide
and tungsten oxide allowed detection below 1 ppm, a high degree of selectivity and
a response time of one second. However, the developers themselves state, that
this development has only just began, and the gas sensor chip has, by no means,
reached its upper limit yet. Nevertheless, the report from the research center
expresses confidence, that chips developed in the future will be able to discriminate
even more gases or odors, respond even faster and will yield a low-cost (less than
DM 100 for a complete integrated system - gas sensor chip + electronics, based on
an annual output > 100,000 items.

ln addition to the aforementioned developments, more work was cited as being
canied out at various research centers, universities and commercial companies.
Part of the available information R & D at research centers. as cited in different
souræs include:
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(i) an aroma sensing system developed at the University of Wollongong Australia,
which is based on conducting polymers (polypynole and polyaniline), combined
with an ANN ; (ii) a system based on metial oxide and an ANN, developed at the
Hongkong University of Science and Technology; (iii) an odor sensing system,
developed at the University of Derby, UK, for which the technology is based on an
anay of 12 metal oxide sensors combined with an ANN; (iv) odor sensing
technology (a <robot that can smell>) developed at the Griffith University in
Brisbane, Australia (with no details on the technology developed, but a claim, that
<this kind of sensor has never before been created>); (v) a multi-component gas
mixture measurement system, developed at the University of Greenwich, UK, which
is using an aîay of gas sensors and a pattem recognition data analysis and
classification system. No details were given on the type and number of sensors; (vi)
a new type of a sensor for an electronic nose, developed at the University of
Antwerp, The Netherlands, based on conducting polymers - large molecules with
altemating single and double bonds. The developers state the advantages of their
sensor as being easy to synthesize, having high responses towards 8 organic
vapors, having no chemical side.reaction with water and good stability; (vii)
application of an electronic nose to remote sensing problems has been reported by
the Department of Agricultural Engineering at Texas A & M University at College
Station, Texas. The researchers used the tin oxide method for their sensing
technology, combined with a neural network machine for data analysis and
classification; (viii) an electronic odor sensing system has been developed by at the
Polytechnic lnstitute of Toulouse, France. The instrument - 'Odorimtre LCA', is
based on tin oxide/paladium technology, coupled with a pattem recognition system;
(ix) a prototype of a gas sensing instrument is being developed at the Physics
Department of Concordia University in Canada. The sensor is based on SAW
technology and a pattem recognition system.

ln addition to the scientific work canied out at research centers and universities
(with the ultimate goal of developing a commercial useable sensing instrument),
developmentwork is also being canied out by various companies, worldwide. Thus,
e.g. an electronic nose was reported to have been developed by the 'Nordic Sensor
Technologies AB' in Sweden for different gas sensing applications, such as: quality
control, proæss control, environmental analysis and medical diagnosis. lt is
claimed, that the instrument is able to identiff, classiff and also quantify odors and
gaseous emissions. The instrument is based on a unique anay of MOSFETgaS
sensors, the result of extensive research work at Linkoping University in Sweden,
and selected for their selectivity and large sensitivity. Another development of an
electronic nose is the 'MOSES' (Modular Sensor System), developed by 'Lenhartz
Electronic' in Germany, in close cooperation with the Center for Interface Analytics
and Sensors at Universi$ of Tubingen in Germany, based on an anay oî 2xB tin
oxides and quarE balances (BAW, combined with a pattem recognition package.
Other companies include the'Anaytech' Ltd. in the UK, developing a sensor based
on the QCM method; 'GEC' in the UK, also developing an aroma sensor based on
the same method and 'LG Electronics' in Denmark, using the MOS method for their
sensor.
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This list is, by no means comprehensive and only serves to illustrate the great
interest in developing gas sensors, worldwide.

6. Gurrent applications in agriculture and the food
industry

The complexity of the agricultural environment, insufftcient interest by the industry
to develop tailor-made solutions for agricultural applications and the stage of
development of the relevant technology, are among the factors responsible for not
having, so far, suitable technology for the problem cited (and other related issues in
the food industry). Most researchers involved in the study of the oliactory
characteristics of fresh produce have considered the following aspects:

- determination of the composition of aromas from several ftuits with distinct
volatiles, by means of conventional gas chromatography (GC);

- finding relationships among the GC readings with some accepted quality
attributes;

- testing commercial gas detection transducers for their suitability to detect fruit
volatiles both, in the laboratory and, if possible, in the field.

Nevertheless, the realization in recent years, of the potential for the utilization of
olfactory characteristics for nondestructive, consumer-oriented, quality evaluation of
fruits and vegetables, has provided the incentive for several researchers, to
investigate this potential, with the eventual objective of developing dedicated
instrumentation.

Trenkle et al., [88] obtained a patent (assigned to 'lntemational Flavors &
Fragrances' in New York), for a method and apparatus for simultaneously analyzing
aroma emitted from the interior and exterior of living fruit. However, the essence of
this patent is the mechanism for trapping the volatiles emitted from the outside and
the interior part of the fruit. No details were given on the sensing and discriminating
method.

A Japanese company, 'New Cosmos Electrical Company', which was a subsidiary
of a company specializing in gas detecting instruments, developed a hand-held
device (about 7009) for the determination of stage of ripeness in melons, by
measuring the total emission of volatiles from the fruit. The device - <Sakata Fruits
Testeo was based on a semiconductor gas sensor and relevant microelectronics
and, according to the manufacturer, was able to detect between unripe, ripe and
over ripe melons with 99% accuracy. Sarig and Beaumelle [77] canied out an
exploratory research utilizing the same device testing its efficacy on melons, feijoa
and orange fruit. Their research concentrated on postharvest studies, in which
other ripeness indices (color, firmness, SS, respiration and ethylene production)
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were compared to the output of the instrument. They found consistent relation
between the instrument output and the age of the ftuit, and observed a trend
between the instrument readout and fuit firmness. In another experiment, they
connected the instrument to a digital oscilloscope and a computer and were able to
get a reproducible signal for a given fruit after 10s, giving an evaluation rate of 1

fruiUmin. Additional time is needed to purge accumulated gases from the previous
measurement, but their conclusion was that it is conceivable to expect in the future
(after additional development work) the achievement of 1 fruiUs.

Benady et al.l12l developed a fruit ripeness sensor, based on electronic sensing of
aromatic and nonaromatic volatiles. Their sensor utilized a commercially available
semiconductor gas detector ('Figaro' gas sensor TGS 822), which is positioned
within a small cap that is placed on the fruit surface. Natural gases emitted by the
ripening fruit accumulate in the cup and cause a change in the conductivity of the
sensor, which is measured by a computer-based data acquisition system. The
changes in the electrical resistiance were shown to be directly related to total
concentration of aromatic volatiles as measured by gas chromatography and
verified by GC/Mass Spectromefy (Benady et al. [11]. Ethylene is only one of the
volatiles measured by the sensor. Measurements on muskmelons indicated that,
while ethylene production decreased as the melons went from half-ripe to full-ripe
and then to over-ripe, the total emission rate of aromatic volatiles continued to
increase. In laboratory tests using the semiconductor sensor, classification into ripe
or unripe categories was successful90.2o/o of the time (2-way classification), while
a suæess rate of 83% was achieved for sorting into three ripeness classes (unripe,
half-ripe and ripe fruit). Fruits were sampled for one second, followed by an
approximately equal delay time for desorption before evaluation of the next sample.
The sensor was also tested under ambient conditions in the field on melon fruit
growing on the vine, with temperatures ranging from 18 to 410C, and relative
humidities ranging from 37 to 85%. Classification accuracies of fruit under these
conditions were 88% and 78.3o/o for 2-way and 3-way classification, respectively
[12]. The conclusions from their research was that the comparison of their sniffer
performance with traditional analytical methods of ripeness determination
demonstrated that it was better than all other parameters, both destructive and
nondestructive and hence presents a highly feasible technique for nondestructive
sampling of fruit ripeness. The researchers indicated that with a planned future
prototype, they expect to be able to measure volaûles from an individual fruit in a
fraction of a second, while separating ripe and over-ripe fruit and classification into
four ripeness stages.

In a recent work in Spain, an aroma sensor was developed for assessing peach
quality [59]. Two commercially available transducers were originally considered for
incorporation in a dedicated instrument. The gas detector was based on infrared
technology Polytron lR Ex from DGER and semiconductor gas transducers. The
infrared transducer was not able to detect low concentrations of the emission of G
and D Decalactones, which were found to conelate well along the ripening process
of peaches, and hence, this apparatus \ /as discarded. The semiconductors, on the
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other hand, were able to detect even low concentrations of decalactones and have
a better response time than the infrared system and, therefore, were incorporated
in the dedicated sensor. The results with two versions of the sensor have indicated
that it was possible to classiff the peaches in two categories, comparing the sensor
output with peach quality parameters (color, firmness, estimated maturity). This
classification was obtained with a 75-85o/o success rate. The sensors were able to
detect skin breakage produced by physical or microbiological causes and showed a
good correlation with firmness measurements using a penetrometer. However, no
conelation was found with sugar levels measured in obrix. Wrile the researchers
suggested that the proposed method has good possibilities for a nondestructive
fruit quality evaluation, they have, nevertheless, cited the relatively long response
time as the cunent major drawback.

Some reports were also obtained from industry ('Neotronics Scientific Inc. in
Georgia, USA), describing the util2ation of an <Elecfonic Noser>, based on a plug-
in sensor modules of a range of sensor types - conducting polymers, metal oxides,
resonant type, for the discrimination of tomato and raspberry varieties and the
determination of tomato feshness, based on the difference in their olfactory
response.

A joint research group of Purdue University, lN in the US and the Institute of
Agricultural Engineering in lsrael, have completed recently 3 years of research,
funded by the US-lsrael Bi-National Fund for Research and Development in
Agriculture (BARD). In this research, the issue of electronic sensing of fruit ripeness
based on volatile gas emissions was studied. The researchers reported on two
prototype systems which were designed, constructed, modified and tested, for the
determination of fruit ripeness. The first was based on a single head sensing unit
for use as a single or paired unit placed on an individual fruit surface for application
in the field, laboratory, or industry. The second electronic sniffer utilized a matrix of
gas sensors, each selected for different sensitivity to a range of volatile
compounds. The second sniffer was designed for sampling fresh-cut or whole
packs of fruits, such as packaged strawbenies and bluebenies. The researchers
claim to have used successfully the aroma sensing for classiffing ripeness in
different cultivars of muskmelons, apples, bluebenies, strawbenies and tomatoes.

Utilization of an electronic nose for specific applications in agriculture is cunently
also being studied at CEMAGREF in Montpellier, France.

A quite unique application has been reported by NCR Co. in Ohio, based on a
recently obtained patent for an olfactory sensor identification system for rapidly
identiffing fruits and vegetables by their aroma. The object (truit) to be identified is
placed in close proximity to the testing chamber. The air pressure within the testing
chamber is then lowered below ambient, thereby causing ambient air to flow past
the object being identified and into the testing chamber. As air flows past the object
being identified, the aroma of the object becomes mixed with the air and is canied
into the testing chamber. Once within the testing chamber, the aroma/air mixture is
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exposed to an anay of gas sensors. The gas sensors detect the levels of various
gases comprising the aroma/air mixture and produce a sensor pattem capable of
being identified using pattem recognition techniques. The company plans to use
this system to automatically ring up prices of fruits and vegetables at the
supermarket, or green grocer check-out - identiffing them by their smell.

Conclusion

The control of food quality and the ability to determine ripeness of fruit and/or its
freshness, are of prime interest for both the consumer and the food industry. A non-
destructive approach is desirable, which conelates information available outside the
product with its stage of ripeness [86]. Various nondestructive techniques are
already available (such as, sonic, ultrasonic, tactile, UV, lR, NIR), but their use is
limited to certain produce items only, and most of them are not suitable for use in
the form of a portable field instrument. The characterization of typical odors of
specific compounds in the gas phase ('headspace') of food, or fresh ftuits and
vegetiables, also represents another possible nondestructive approach.

The human olfactory system is inferior, as compared with that of other mammals, or
with other human sensing characteristics. Nevertheless, it has been (and still is)
utilized extensively for a wide range of applications, from comparing the
effectiveness of deodorants, distinguishing authentic perfumes from artificial
aromas, grading the quality of ftsh and authentication of wines, to its utilization in
the diversified food industry. While the human nose is, remarkably, able to
discriminate between a whole range of odorants, it is subjective, qualitative by
nature and would be impractical for an on-line applications. Recent developments,
both in microelectronics and in data processing, utilizing advanced sensing and
pattem recognition and artificial network techniques, may eventually replace the
human nose in many applications. Two different concepts may be applied in the
analysis of odors: the detection of specific compounds with highly selective
sensors, or the characterization of different odors by pattems generated with
sensor arays, using sensor elements with partly overlapping selectivities.
Examples for the latter method have already been published in the literature and
include the characterization of tea, coffee, grain freshness and tobaccos [33, 34,
72,73,81,821.

An altemative concept is based on the knowledge of volatile compounds. For their
detection, a sensor, or a sensor aray, can be designed. This approach has been
utilized in the study of meat and fish treshness [80].

While several proposed <artificial noses> are already employed commercially, there
is not a universal nose at present that can solve all odor-sensing problems, or
effectively respond selectively and sensitively to specific gases at an appropriate
temperature. Many of the more advanced techniques need further development to
improve their sensitivity, selectivity and time of response and be adapted to

418



commercial scale which allows reproducibility in sensor production. Other
problems, such as eliminating drift because of aging, decreasing cost of production
and better versatility, need to be addressed before commercialization can be
realized.

Especially for the problem cited, we need to develop application-speciftc electronic
nose (ASEN) technology appropriate to the specific need. This means developing
dedicated sensor structures, appropriate sensor materials and appropriate pattern-
recognition (PARC) methods. Moreover, for agricultural applications it is highly
desirable to have a portable, field instrument, hence adding to the complexity of the
design. Thus, the application cannot be divorced from the instrumentation. Based
on the conclusion drawn by Gardner and Bartlet [32], it is not surprising that no
applications have been cited, so far, for utilizing the olfaction characteristics of fruits
and vegetables in s/u. With the need for more nondestructive quality evaluation
techniques on one hand, and the continuing progress in the development of the
technology on the other, an appropriate technique should therefore be developed
also for the cited problem. More work is needed before such an application could
be realized, especially for the difficult case of a needed, portable, field apparatus for
in situ sensing of volatiles emanating from fruits and vegetables. These difficulties
are augmented by the broad range of factors that may effect the nature and
concentration of the volatiles, such as growing conditions, fertigation schemes,
climatic and soilconditions, which in addition may vary, yearly, from place to place.
Several research centers, worldwide are working at present on the general subject
of odor sensing and they are bound to yield some practical results in the near
future. Nevertheless, with all the gamut of the available results of past and present
work, no commercial instrument, or even current research could be cited, related
directly to the specific application of the olfactory characteristics of fruit and
vegetable as a quality attribute. Hence, the need exists for a dedicated future
research, working in concert with plant physiologists, plant breeders, postharvest
physiologists and biochemists, to ensure a meaningful application of the sensing
attribute to the cited problem and in accordance to the way the consumer perceives
quality characteristics.

Finally, although the stated problem relates to a specific application for
nondestructive quality evaluation of fruits and vegetables, the instrument
envisioned for the future could lend itself also to a multitude of other applications.
These may include gaseous sensing in fields such âs, food processing,
medicine/body functions both, in humans and animals, environmental toxins and
pollutants, detection of plant diseases and insects effects, toxicology, space and
military environment. These additional important applications should provide
another incentive for the development of the system desired.
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Part 6

Measurements in animal based products





Ultrasonic muscle sample classification

Classification d'échantillons de muscles par ultrasons

S. Abou El Karam, P. Berge And J. Culioli
INRA, Station de Recherches sur la Viande, 63122 Saint Genès-Champanelle
France.

Abstnct Ultrasonic bovine muscle samples classifrcation was achieved from ultnsonic
data-
On samples extracted from three muscles (Semimembranosus, Semitendinosus and Biceps
Femoris), chemical composition and ultrasonic measurements were performed. The
chemical parameters determined were: dry matten lipids and collagen. The acoustic
parameterc measured for these samples were speed, attenuation and backscafteing
intensity, and were peÉormed at ditrerent temperatures (5, 10, 20 and 30'C). The sample
classifications according to two biological factors (castration and muscle type) were canied
out from ultrasonic and chemical data. The classifrcafion resu/fs obtained ftom ultrasonic
data (80% of TWC: Total of Well Classifred) are befter than those obtained by chemical
dosages (over 70% of TWC). Certain ultrasonic parameters combinations resulted in 100%
successfu/ c/assrfcafibns.
Ultrasounds provide better classifications because they are not only sengfiye to chemical
information but also to physical propefties. Furthermore, by varying the expeimental
conditions (tempentures, frbre muscle orientations) ultrasounds can provide new
info rmation about the samples studied.
Most of classifrcation resulfs were then related to samples chemical composition (dry
matter, collagen and lipid contents). The classification results obtained are encouraging,
and they show the potential of this ultrcsonic technique to classify meat samples.

Keryords: Spee4 attenuation, backscatteing, muscle fissug fissue composition.

Résumé : La classification de muscles de bceuf est réalisée à partir de données
ultrasoniques.
Sur des échantillons extraits de 3 muscles (Semimembranosus, Semitendinosus et Biceps
Femoris), la composition chimique est analysée et des mesures ultrasoniques sont
menées. Les paramètres chimiques sont: matière sèche, lipide et collagène. Les
paramètres acoustiques mesurés pour ces muscles, la vitesse l'atténuation et I'intensité
rétrodiffusée, ont été mesurées à différentes températures (5, 10, 20 et 30'C). Les
échantillons sont classés en fonction de 2 critères biologiques (la castration et du type de
muscle) à partir des données chimiques et ultrasoniques. Les résultats de classification
sont meilleurs pour les données ultrasoniques (80% de bon classement) que pour les
données chimiques (plus de 70Yo de bon classement). La combinaison de certains
paramètres donne une bonne classification de 100%.
Les ultrasons donnent une meilleure classification car ils ne sont pas seulement sensibles
informations chimiques mais également aux informations physiques. De plus, en faisant
varier les conditions expérimentales, les ultrasons apportent une information nouvelle sur
les échantillons étudiés.
La plupart des résultats de classification sont reliés à la composition chimique. Les résultats
de classification obtenus avec la technique ultrasonique montrent I'intérêt de cette méthode
pour classer des échantillons de viande.
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1. lntroduction

Ultrasound is an effective technique to analyse physico-chemical properties of
biological tissues. Such analysis is rapid, non destructive and non invasive. The
ultrasonic equipment can be made portable, robust, and relatively inexpensive and
suitable for industrial applications. Ultrasound has already been used to assess the
fatness of live animals or that of carcasses; subcutaneous fat thickness and
Longrssmus muscle section area were measured for sheep, beef and pork grading

[5, 8, 13]. To characterise conectly meat it is necessary to get information on
chemical composition, constituent distribution and structure. The ultrasonic
properties reflect aspects of some physical and chemical characteristics of the
medium, and they can be helpful for meat characterisation. For this purpose, there
are some useful analytical techniques based on the measurement of wave
propagation velocity, ultrasonic backscattering intensity, or spectral analysis of an
echographic signal [9, 11, 12, 141.

The aim of this study was to use acoustic parameters, such as the velocity of wave
propagation, attenuation and backscattering intensity, in order to achieve
classifications of various bovine muscles according to biological factors, such as
castration and muscle type. These classifications were compared to those obtained
with chemical data (dry matter, collagen and lipid contents). The chemical
composition was also used to explain the results obtained with the acoustic
parameters.

This study took into account meat anisotropy. The high variance explained is
encouraging. Some groups were 100% successfully classified. Furthermore, we
showed the effect and emphasised the importance of temperature variations.

2. Material and methods

Meat samples (7 x 5 x 4 cm) were taken from Semitendinosus (Sï),
Semimembranosus (SM) and Bicepsfemoris (BF) muscles fom eight 16-month-old
Montbéliard bovines. The samples were vacuum-packed and placed in a
temperature controlled water tank that composed the ultrasonic bench. Ultrasonic
transducers (5 MHz) were used to scan the samples. The motors, the emitter-
receiver generator connected to transducers, the signal acquisition and treatment
were computer controlled.

Meat anisotropy was taken into account analysing the samples with their fibres both
orthogonal and parallel to the direction of the wave propagation. The experiment
was performed at 5, 10,20 and 30'C.
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The uftrasonic beam scanned a 20 x 20 mm region of interest (ROl) in two
orthogonal directions (x and y) with a 1 mm step, and 20 planes of 20 lines were
obtained, conesponding to 400 equidistant points.

Veloci$ (rn/s), attenuation (dB.MHzi.cmi) and backscattering intensity
(homogeneous to the squared amplitude) were measured for each of the 400
sounding points of the ROl.

The Bergman and Loxley (1963) method was used to determine the collagen
(hydroxyproline) content in samples; the Arneth method (1972) for intramuscular
lipid content. After oven drying at 105'C for 24 hours, the content in dry matter was
measured.

Variance and discriminant analyses were achieved using the SAS softrare (6.11
Version). Two factors were tested: castration and muscle type.

3. Results and discussion

3.1 Globalresurfs

Some global results previously presented in [15] are recalled below. The
classifications of meat samples according to biological factors (castration, muscle
type and animal age) are global and take into account animals aged 4, 8, 12 and 16
months.

Table 1: Comparison of total conectly classified samples using ultrasonic or
chemicaldata

Table 1 gives a comparison of the classifications obtained with ultrasonic and
chemical data. As we can see, the ultrasonic data gave higher scores than
chemical data for castration, muscle and age factors. This result could be expected
since chemical assays provide information on sample composition only, whereas
ultrasonic measurements also give information on its physical properties, i.e. spatial
distribution of the constituents, tissue structure or its mechanical properties.

Globally, the classification results obtained are interesting but not fully satisfactory,
particularly in regard to chemical data. This is probably due to the low variation and
a large overlap of the sample composition values. The age classes are not clearly
distinguished probably because the range of animal ages was small, particularly for
the classes 4, 8 and 12 months. These results should be improved by focusing on a
particular age class.

Castration factor Muscle factor Aqe factor
Ultrasonic parameters 78 o/o 78% 88 o/o

Chemical parameters 64 o/o 73% 58 o/o
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3.2 16-month ageclass results

ln the following, only the results of 16-month-old animals will be presented. The
meat from these animals is more comparable to that commercially available.
Furthermore, this restriction allows a more detailed study of this sample population.

3.2.1 Chemical composition

Figure A: Dry matter Figure B: Lipid content

Figures A, B and C present the values of chemical composition and show averaged
values for bulls and steers, separately and together for each of the three
parameters (dry matter (DM), lipids and hydroxyproline (HyPro)). Bulls and steers
clearly differed in dry matter and lipid contents but not in collagen content which
varied between muscles. One should note that the variations in amount of dry
matter content are related those of lipids.

Figure C: Hydroxyproline content

E'*'F*t'F*r'

Bulls & Steers Bulls

F

EI

a0

É

SÉ
re

AJ

to

J
n

Èl;
I

6q
t

Èq
I 'F"'

I ro0

| 600

!400

t200

æ tooo

1 800

600

4æ

200

o

4U



3.2.2 Analysis of variance

Statistical tests were performed on these chemical data, and the results are given
in the following table:

Castration F ratio Steer Bull rsd
DM (%) 30.13 * 26.5 A 24.88 0.76
Lipids (%) 20.2* 2.2 A 1.28 0.52
HyPro.
(uq/q)

3.68 1082 1239 201

Table 2: Anova for castration factor. (*: P<0.0001)

Muscle F ratio SM ST BF rsd
DM (%) 4.19 " 26.2 A 25.6 BA 25.18 0.76
Lioids (%) 1.48 1.5 A 1.9 A 1.6 A 0.52
HyPro. (uq/q) 29.96 * 741 C 1230 B 1510 A 201

Table 3: Anova for muscle factor. (*: P<0.05, *: P<0.0001)

As shown in Tables 2 and 3, castration directly influenced dry matter and lipid
contents and muscle significantly influenced collagen content (hydroryproline).

Table 2 shows that the dry matter and lipid contents are highly significantly
influenced by the castration. From these two measurements we can expect a good
classification of bulls and steers. On the contrary, no significant difference is
provided by collagen for this factor.

In Table 3, regarding muscle, only collagen gave a high F ratio (P<0.0001). The
HyPro content in each muscle was significantly different from that in the two other
muscles. The F ratio was much lower but still significant with DM; lipid content was
not significantly different between the three muscles. Thus, collagen measurement
is expected to provide a good classification according to muscle type.

3.2.3 Classification results

In order to understand how classification by discriminant analysis could be
influenced, different combinations of chemical (Figure 5) and ultrasonic (Figure 6)
parameters were tested.
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3.2.3.1 Classification with chemical data

Figure 5 shows the total percentage of wellclassified samples according to muscle
and castration. The classifications were performed using different combinations of
chemical parameters. Some combinations did not improve the classifications: for
example [DM] or [DM & Col.] gave the same result (88%) for castration.

Figure 5: Total of Well Classified samp/es according to muscle and castration
factors with different chemical parameters DM (Dry Matter), Lipids, Collagen (Col.)

and their combination

On the chemical parameter basis, it was not possible to discriminate completely the
sampfes according to castration or muscle. Using the three variables, only 92o/o of
samples for castration and 79o/o for muscle were conectly classified. Dry matter and
lipid contents were well suited to classiff samples according to castration with 88%
and 83% respectively. Collagen seems to be more suitable for muscle classification
with 83% correctly classified samples (Figure 5).
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3.2.3.2 Classifications with ultrasonic data

C l.rtificltlor wltl rltrr30tic d.ar

s

O

M usclc Factor

V cl.,
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Ir t.
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A 11,

C ast. Factor
A tt., Vcl.
I! t.

Figure 6: Total of Well Classified samples with different combinations of
ultrasonic parameters according to muscle and castration factors. Wth: Vel.:

Velocity, Att.: Attenuation, lnt.: lntensity

Figure 6 shows the total percentage of wellclassified samples according to age and
castration obtained with different combinations of ultrasonic data. As we can see,
some of them gave the perfect (100%) classification ([Vel., Att., Int.]; [Vel., Att.];

[Att., Int.]).

Overall, the percentages of well classified samples were higher using ultrasonic
variables individually than using the chemical assays either individually or
combined. This is due to the number of parameters used in this experiment: there
were more values taken for ultrasonic parameters compared to the three chemical
ones. Indeed, new partially correlated acoustical values can be generated by
varying the temperature, and, by choosing relevant temperatures, new independent
values can then be produced. Moreover, taking into account muscle fibre
orientation (anisotropy), further values are obtained. In this way, eight values were
determined for each ultrasonic parameter.

In order to simplify the discussion, only the individual variables Velocity,
Attenuation, backscattering lntensity and their combination [Vel., Att., Int.] will be
considered. Figure 6 presents results that are more detailed in Figures 7 to 14
which show the sample classification distribution. These figures show how samples
were classified according to the two biological factors, and to explain the ultrasonic
classifications in terms of chemical composition.
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Velocity, Atten uation and I ntensity combined :

Vel., Aft. andlnt. - Casraion Factor

Figure 7: Total of Well classified: 100% Figure 8: TWC: 100%

A combination of the three parameters gave a perfect classification, r.e. the score of
100% is obtained for both factors (Figures 7 and 8). Chemical data gave 92o/o and
79% respectively for castration and muscle factors, of total well classified samples
(Figure 5).
The three ultrasonic parameters conectly classified the samples and we now
consider each of them individually.
Velocity:

\ÉL - Ggratisr Êctor
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Figure 9: TWC:75% Figure 10: TWC:75%

\Â/ith veloci$, as it could be expected using only one parameter (Figures 9 and 10),
the number of correct classifications is lower than previously, and reached 75o/o tor
both factors. Steers were much better classified (83%) than bulls (670/o). This could
be due to the composition in collagen: the only significant difference existing
between steer and bull samples was for the ST muscle; thus, the confusion of bull
with steer samples is probably due to BF and SM muscles.
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Attenuation:
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Figure 11: TWC: 100% Figure 12: TWC: 89%

As shown in Figures 11 and 12, attenuation gave better classifications than
velocity: all the samples were correctly classified for castration and 89% for muscle.
BF and SM muscle samples were classified at 100%; whereas ST muscle only at
670/0.33% of ST samples were classified as BF samples. This was due to the small
difference in collagen content between some ST and BF samples.

The classification with attenuation only (see Figure 1 1) was 100% for both bulls and
steers. This result can only be explained by DM and lipid components. The main
difference between bulls and steers was found in their dry matter content and, to a
lesser extent, in lipids (Table 2).

Since bulls and steers differed in dry matter and lipid, and muscles were
differentiated by collagen, the attenuation was expected to be correlated with these
chemical measures. But correlation coefficients (results non presented here)
between attenuation and dry matter or lipids were surprisingly very low (r < 0.2).
This lack of correlation can be explained by the small variation in sample
composition. Another reason could be related to the variability in composition that
exists within each sample. Since, due to experimental conditions, chemical
determination and ultrasonic measurements were performed on different muscle
subsamples, these chemical data must be considered as a trend of sample
composition, rather than as their precise composition.
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Intensity:

Figure 13: TWC:67%

EBF
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Figure 14: TWC:71%

Backscattering Intensity parameter gave the lowest scores: 670/o and 71o/o corcect
classifications respectively forcastration and muscle (Figures 13 and 14). No clear
relationship could be established between intensity classifications and chemical
composition. This parameter is probably not directly related to the sample chemical
composition, but to its structure and mechanical properties.

Conclusion

We showed that the ultrasonic method used can provide a good classification of
meat samples from different biological origins, despite the low correlation between
chemical and ultrasonic variables and the small range of variation in chemical
composition.

Almost all classifications were explained by variations in chemical composition.
The better score obtained with ultrasound, compared to chemical data, is due to the
fact that ultrasonic waves are not only sensitive to chemical composition but also to
physical properties. Moreover, the number of ultrasonic parameters used was
greater than the number of chemical ones.

The physical properties of a medium depend on its temperature, and ultrasound
can provide new information at each new temperature. Thus, for a single sample
and by varying experimental conditions (different temperature and muscle fibre
orientation), several acoustical values can be determined. This can be very useful
for sample characterisation.
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Use of ultrasound reflection for fresh hams
classification

Utilisation de la réflexion des ultrasons pour c/asser la viande de
jambon

Myriam CHANET

Cemagref, Division Qualité de I'agriculture et de I'alimentation
24 avenue des Landais, BP 50085, 63172 Aubière cedex 1, France
e-mail : myriam. chanet@cemagref.fr

Abstnct: One of the criteria of classification of fresh hams r.s fhe thickness of
subcutaneous fat. At Fleury-Michon's company, tfris c/assifcation is achieved by an
operator who esûmafes fhe fahess of the ham on the cut. We propose to replace this visual
appraisal by ultrasonic measurements.

Keywords : U ltrasou nd, ftesh ham, cl assifr cation

Résumé : Un des critères de classification des jambons frais est l'épaisseur de gras sous
cutanée. Chez Fleury-Michon, cette classification est effectuée par un opérateur gui estime
la quantité d'un gras d'un jambon sur la tranche. Nous proposons de remplacer cette
appréciation visuelle par des mesures ultrasoniques.
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1. Introduction

The sorting of hams at delivery is an important stage for the meat product
processing companies. The fat thickness is one of the checked parameters in
addition to pH, temperature or even the colour of the meat. lt is often appraised
visually [1].

Devices already exist for the measurement of fat thickness, but they are often
invasive [2]. We propose to develop a non invasive and fiast system which would be
based on ultrasound wave propagation.

1.1 Softing of hams at delivery

The hams processed in the Pouzauges tactory of the Fleury-Michon æmpany are
sorted, at the time of acceptance, in terms of four criteria: weight, pH, state of
surface (appearance) and thickness of subcutianeous fiat. As a function of these
criteria, the hams will supply various production lines.

As far as the fat thickness is concemed, three classes are kept strictly inferior to
12mm conesponding to the class 1, trom 12 to 20 mm coresponding to the
class 2, and strictly superior to 20 mm conesponding to the class 3. The price paid
to the supplier depends among other things on this grading.

1.2 Cunently used means

Since September 1990, the Pouzauges factory has been equipped with a partly
automat2ed sorting line. The hams are displayed flat on their lateral side (rind side)
on a roller conveyor by a workerwho appreciates at this time the state of surface. A
second worker sets the pH probe on a ham, the measurement being acquired by
the computer. Simultaneously, he visually estimates the fat thickness of the next
ham, before entering on keyboard the conesponding grading and the appearance
mark (in function more particularly of the state of surface) previously announced by
the first operator. Then, the weighing is automatically canied out by a weighing
section of the conveyor connected to the computer.

The computer orders an automatic sorting system which distributes the hams into
compartments as a function of the above parameters. The whole works at a rate of
1000 to 1200 hams/hour.

In case of contentious matter with a supplier, the fat thickness is measured with a
ruler on the cut at the vertical of the thighbone, the ham being laid on its middle
side, like the ham on figure 1.
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1.3 Expressed need

We notice in what precedes that the appearance of surhce and the fat thickness of
the ham are visually assessed by two operators, one of them carrying out nearly
simultaneously three different tasks: positioning the pH probe, estimating the
thickness and entering data with the keyboard.

Our aim is to achieve a grading according to the fat thickness which would be
objective, that is to say independent from the operator. Thus we would suppress, or
at least considerably reduce, the number of grading errors, which may result in

contentious matters or in downgradings, due to a difference of appreciation
between the sorting line operator and the one who controls the supplying of hams
on processing lines.

The uncertainty of the measurement must be inferior to the one attributed to visual
evaluation, that is to say + 1 mm.

1,4 Prtnciple of the proposed measurement
The principle of the proposed measurement consists in using one or several
subcutaneous iat thickness measurements by ultrasound reflection, that is to say
by measurement of the time delay between the emission of an ultrasound signal
and the reception of the echo retumed by the interface between adipose tissue and
muscle tissue, the ultrasound wave propagation velocity in adipose tissues being
known (this speed depends on the tissues temperature). This echo results from the
difference between the respective acoustical impedances of the tissues: one part of
the energy of the incident wave is reflected and one part of this energy is
transmitted.

1.5 Objective of the experiments

The experiments which are further described had as aims:

- to study the conelation between the ultrasound measurements and the visual
appraisal cunently in operation;
- to test the accuracy of this measurement;
- to compare this measurement with the ruler measurement previously signalled.

They should allow to answer, among others, the following questions:

- must it be used, in order to get the grading, one, two, even three sites of
measures on each ham?
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- ls it necessary to measure the temperature of the ham or can one use an average
temperature and so an average propagation velocity?

- since the ultrasounds are not propagated in the air at the used frequency, is the
use of water as a coupling element between ham and transducer necessary and
efficient?

2. Development of the experiments

2.1 Notations

The notations used in this paper are given in table 1.

Table 1: Notations

2.2 Products

The three sets of experiments have concemed samples of 100 hams for the first,
200 hams for the second, and at last 80 hams for the third one, therefore a total
number of 380 hams. These samples should include a sufficient number of hams
whose fat thickness should be near the two extreme values met in the usual supply
of the company.

2.3 Measurements

2.3.1 Visualgrading

The 300 hams of the two first samples have been treated on the sorting line
according to the usual protocol, and the whole of conesponding datra, collected by
the operator, has been supplied for data analysis. We finally used only the class
assigned by the operator, noted ClassO.

The 80 hams of the last sample have been treated according to the usual protocol,
but the class assigned by the operator has been immediately compared to that

Class 1 Conesponds to a subcutaneous fat thickness stricllv inferior to 12 mm
Class 2 Gonesponds to a subcutaneous fat thickness included between 12 mm and 20 mm
Class 3 Conesponds to a subcutaneous fat thickness strictly superior to 20 mm
R Measurement of subcutaneous fat thickness with a ruler
ClassR Class assigned by the ruler measurement
ClassO Class assiqned by the operator
GlassP Class assigned by the ponderation equation of ultrasound measurements
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assigned by ultrasound measurements, so as to find out the causes of the
differences of grading stated during the two first sets of experiments.

2.3.2 Measurement of temperature

The measurement of the temperature of subcutaneous fat has also been achieved
on each ham from the two first samples.

2.3.3 Measurement with ruler

On each ham, the measurement of fat thickness with the ruler, as it is practiced in

case of commercial contentions, has been performed. From this measurement,
noted R, we determine a "rule/' class (class 1: R < 12 mm, class 2:
12 < R < 20 mm, class 3: R > 20 mm), noted ClassR.

2.3.4 Ultrasound measurements

The ultrasound measurements have been achieved in three sites, as shown on
figure 1, slightly recessed from the cut the site of the measurementwith the ruler
(site 2) and the two ends of the superficial layer of fat (sites 1 and 3). The reason is
that the grading achieved by man results from a global visual evaluation of fat
thickness at the cut. The ham lays on its medial side during the measurements.

Figure 7: Sifes of ultrasound measurements (photo Cemagref Rennes)

The calculation of thickness at the three sites of measurements has been done
from the time taken by the signal to go from the transducer to the interface lean-fat
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and to come back to the transducer, and from the ultrasound velocity in adipose
tissue at the average measured temperature.

3. Results and discussion

3.1 Visual grading

Among the 380 hams, the visual grading gave 137 hams of class 1 ,212 hams ol
class 2 and 31 hams of class 3.

3.2 Measurement of temperature

The data concerning the temperature allow to judge the necessity or not to
introduce in the calculation of thickness a correction due to the variation of
ultrasound velocity as a function of temperature.
The surveyed temperatures were varying from 2,6 "G to 5,2 "C. The study of the
curve representing the velocity of ultrasound waves in adipose tissues as a function
of temperature [3] has therefore led to use a constant mean value of the velocity of
propagation: 1650 m/s.

3.3 Measurement with ruler

Among the 380 hams, ClassO and ClassR are differentin 114 cases, distributed in
the following way:

- for 86 hams ClassO is superior to ClassR: hams "over-graded" by the operator,
- lor 28 hams ClassO is inferior to ClassR: hams "under-graded" by the operator.

The measurements with the ruler of the 28 "under-graded" hams are included
between 12 and 14 mm (11 hams at 12 mm, 10 at 13 mm and 7 at 14 mm). These
hams have been classed in class 2 by the measurement with the ruler and in class
1 by the operator. This can be summarised by the table 2.

11 (a)

10 (a)

Table 2: "Under-graded" hams
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These differences may be explained either by a nearly uniform fat thickness on the
whole cut, or by thicknesses at sites 1 and 3 very inferior to that of site 2, which
involves a grading in class 1 by the operator.

The 86 "overgraded" hams are distributed according to table 3.

R (in mm) Number of concemed hams ClassO ClassR

7 1 2 1

8 3 2 1

9 4 2 'l

9 1 3 1

10 33 2 1

11 20 (a) 2 1

12 3 3 2

13 4 3 2

14 5 3 2

15 3 3 2

17 2 3 2

18 5 3 2

20 2 (a) 3 2

Total | 86

Table 3: "Overgraded' hams

These differences can probably be explained by a rather important fat thickness at
sites 1 and 3 compared to site 2.

It must also be stated that the incertitude is + 1 mm, so a ham whose measurement
with the ruleris included between 11 and 13mm, or 19 and 2'lmm, can be over-
graded or under-graded by the operator. lt is the case of the 43 hams stated (a) in
tables 2 and 3. This would bring the number of hams for which ClassO is equal to
ClassR to 309 instead of 266.

Considering these two tables, we may ask whether the definition of grades only
based on the measurement with the ruler is sufficient.
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3.4 Ultrasound measuremenb

The measurements canied out at site 2 are directly compared to measurements
canied out with ruler, so as to detect a possible systematic deviation between the
two measurements, which could be due to a bias of one or the other method.

There is no systematic deviation between the measurement at site 2 and R. But a
single measurement at site 2 is not sufficient to determine the grade of hams:
ClassO is matched in21A cases over 380, which can be explained at the same way
that for the comparison between ClassO and ClassR. ClassR is matched in 236
cases over 380, which can be explained:

- either by the presence of two layers of subcutaneous fat at site 2: in this case,
because of the characteristics of the transducer and the generator which are used
(lack of power), it is likely that the echo retumed by the interface between these two
layers has been used for the measurement, the echo coming ftom the interface
between fat and muscle being not detectable;

- or by the crushing of the cut or, in the case of two overlapping layers, by the
withdrawal of the intemal layer, hence a value of R less high than that of
measurement at site 2.

We have therefore investigated the conelations between visual appraisal and the
various possible combinations of ultrasound measurements, so as to seek the best
compromise between reliability of results and convenience of measurements
(linked especially to the number of sites and their position). A ponderation equation
taking into account the three ultrasound measurements has allowed to define a
class, noted ClassP, defined the same way as ClassR.

We have chosen to consider, first, the data of the 266 hams for which ClassO and
ClassR are identical, so as not introduce a bias in the comparisons with the
ultrasound measurements. The ponderation equation provides then the same
grading as the visual appraisal in 199 cases over 266, that is to say 75%.
The 67 cases where ClassO is different from ClassP are given in table +.

Number of concemed hams

Table 4: Unmatched cases
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First we state that there are only deviations of one class. For 41 of these 67 cases,
the thickness determined with the ponderation equation is equalto 12 mm + 1 mm.
Taking this tolerance in account, the percentrage of conect grading is brought to
90% (instead of 75o/o). For the 6 cases referenced (b), the fat thickness was
probably too big to be determine with the used apparatus.

\Men we consider the 380 hams, the equation of ponderation matches with the
visuaf grading in 230 cases over 380 and the rulergradingin2TT cases over 380.
Allthe æses can be summarised in table 5.

Table 5: Summary

Conclusion

Taking in account the incertitude of t 1 mm, the rate of matching of the grading
achieved with ultrasound measurements with the visual grading is 79o/o (ClassP =
ClassO of table 5) and with ruler grading 90% (ClassP = ClassR of trable s).

The 80 hams of the last sample have been classified using an ultrasonic device
better adapted to the measurement than the one of the two first tests. lf we only
consider these 80 hams, the rate of success is 957o instead of 81o/o.

We can therefore plan to substitute the ultrasound measurements to visual
appraisal. However various problems, due to the principle of measurement, can
arise:

- the amplitude of the echo is too weak to be visible, because the thickness of fat is
too high;

- several echoes are present resulting from two layers of fiat or from a small
thickness of fatwhich allows to get two echoes (or both reasons);

ClassP compared to ClassO ClassP compared to ClassR

ClassP =

ClassO

ClassP * ClassO ClassP =

ClassR

ClassP * ClassR

tlmm other cases È1mm other cases

ClassO * ClassR
(114 hams)

31
(27%)

29
(260/o)

il
(47o/o)

78
(6e%)

23
(2oo/o\

13
n1%)

ClassO = ClassR
(266 hams)

199
o5%\

41
(15%)

26
(1Oo/o)

199
(75o/o)

41
(15o/o)

2A
(1o%)

Total

(380 hams)

230
(6'lo/o)

70
(8o/o\

80
e1%\

277
O3o/o)

u
(7o/o)

39
(Oo/o\
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- it is not possible to distinguish the echo from the emission signal, because the
thickness of fat is very weak;

- the parasitic echo due to the use of apparatus at a temperature of 5 "C must not
be mistaken with the first echo of the interface.

The automatization and the industrialisation of the device need therefore the
achievement of investigations and development fon

- the determination of the optimal characteristics of the transducer and of the
generator allowing to solve the above mentioned problems;

- and the automatic determination of the position of the echo due to the interface
fat-lean in the ultrasound signal.

It will be necessary to take into account a few constraints of implementation:

- need to make three measurements by ham,
- need to achieve a coupling with water,
- achievement of measurements in a duration consistent with the hourly rate (1 000
to 1 200 hams/hour).

This step of industrialisation needs therefore that the skills and the means of
development of an equipment manuiacturer will be added to those of the initial
partners.
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Application of electrical conductimetry to the control
of a meat emulsification process

Application de la conductimétie électrique pour Ie suivi d'une
opération d'émulsification de viande
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Abstact: Meat emulsions are studied duing their manutacture (chopping) by use of
electrical conductimetry. Sfudy convsfs of: 1) determination of temperature coeffrcients on
emulsion, according to two linear models necessaty fo express conductivity at a reference
tempenturc; 2) test of rcpeatability which depends of homogeneity degree of emulsion
(when emulsion is considered as homogeneous, precision found is about 3o/o);

3) determination of optimal duntion: quality of ftnal prcduct (texture, coloun sensory
propefties, /osses during cooking) depends mainly on chopping duration. Continuous
measurements of electical conductivity are realised at pilot scale.

Keytords: Hedical conductivity, meat emulsion, process control.

Résumé : Les procédés d'émulsification de viande sont étudiés lors du cutterage en
utilisant la conductimétrie élec{rique. L'étude consiste à : 1. Déterminer les coefftcients liant
conductivité et température en fonction de 2 modèles linéaires utiles, ceci pour exprimer la
conduc{ivité à une température de réfêrence ; 2. Tester la répétabilité de la mesure qui
dépend de I'homogénéité de l'émulsion (quand l'émulsion est considérée homogène, la
précision est d'environ de 3o/o); 3. Déterminer la durée optimale : la qualité du produit fini
(texture, couleur, propriété sensorielle, perte lors de la cuisson) dépend principalement de
la durée du cutterage. Des mesures continues de conductivité électrique sont réalisées à
l'échelle pilote.
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1. Background and objectives

There is a need for real-time sensors that are able to manage the main
characteristics of ficod product composition, flavour or colour for example. Various
physical techniques such as electrical conductimetry have been investigated to
evaluate their ability to do rapid quality control. Food industry uses specific
applications of conductimetry for product characterisation (composition, detection of
contamination, evaluation of texture) and for process control (ripening,
emulsification, fermentation, heat and cold treatments...) [1].

The study aims at controlling an emulsification operation: emulsions are an
important part of industrial food production : natural such as milk or processed, like
franKurter, processed cheese, ice cream, mayonnaise... They are characterised by
various properties : type (oil in water - water in oil), pH, viscosity, droplet diameter,
stability... Stability parameter is a major characteristic of emulsions because it
influences quality of the final product and its evaluation may guarantee a product of
optimum and constant quality for consumer. Our study deals with a particular
emulsification operation: the chopping phase which is a main stage during the
manuf;acture of meat emulsions such as frankfurter-type sausages.

1.1 Meatemulsions

During chopping, different raw materials are structured into an homogeneous
mixture which is called meat emulsion. lt consists of a fairly coarse dispersion of a
solid in a liquid:

- continuous phase is water, which also contains various water-soluble components
as salt,

- dispersed phase is iat,

- meat proteins, especially salt-soluble proteins, are considered as emulsiffing
agents.

As emulsion is a mixture of two immiscible products, its structure is
thermodynamically unstable and the dispersion must be made with a given amount
of shear force during the chopping operation.

Quality of final product after thermal processing (fat and water losses during
cooking, sensory properties, texture and colour) depends mainly on the
determination of the optimal duration of this chopping operation. For example,
Girard et Dantchev (1983) [2] described yield evolution vs. chopping duration
(figure 1). Yield (%) is expressed by '\reight of product after cooking/weight of
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product before cooking" and it is often considered as a reference method for
stability evaluation [3, 4]; losses (%) are defined by 100 - yield (%).

Three zones are distinguished on the curve by these authors:

- under-chopping: emulsion is not yet created, fat is not sufficiently dispersed,
- optimalzone,
- over-chopping: temperature is high and this leads on one hand, to a protein
denaturation that cannot act anymore as emulsifiers and on the other hand, to a fat
melting.

So, chopping operation must be stopped during optimal zone, where stability is
maximal.

Figure 1: Yield evolution vs. chopping duration

ln industrial practice, a method based on temperature evolution during chopping
has been proposed to evaluate optimal duration [5], but quality product mainly relies
on chopping operator know-how.

A review [6] shows that it is possible to characterise "emulsion stabili$", in food
products, through different methods and particularly electricalconductimetry.

1.2 Principle of electrtcal conductimetry

The principle of electrical conductimetry lies on ability of products to conduct
electrical cunent. lt consists in measuring conductance or conductivity, which is
linked to the structure and composition of the product modifications of structure or
composition induce modifications of electrical signal (figure 2). In practice, two to

o

Optimal zone

Chopping duration
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four electrodes, which formed the measuring cell, are immersed into a product to
measure its conductivity. Altemative cunent of sufficiently high frequency (4 kHz
here) is used to avoid polarisation phenomenon.

Cell constant, electrode shape, electrode material and frequency must be suited to
product $pe: food products have biological nature and are likely to be modified
when an electrical cunent is applied (for example, if too high a voltage is applied,
meat undergoes a contraction).

NaCl solution(2Yù

Lean meat +NaCl solution

Meat emulsion

Fat + NaCl solution

Lean meat

Lean meat + water

Fat + w4191
Water

Fat

Figure 2: Range of conductivities for the different components of meat emulsion
(afrer ftl)

Electrical conductivity depends on several parameters [8]: pH, temperature,
viscosity, concentration of the solution... Variation of an electrical measurement is
linked on a global variation of chemical stiate, so it is necessary to bind it to a
unique phenomenon: some parameters must be held constant or conected.
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2. Preliminary studies

2.1 Determination of temperature coefficients

2.1.1 Background

ln our study, while temperature increases during the chopping phase due to the
energy created by the rotating knives, conductivity must be expressed at a
reference temperature. The relative variation of conductivity against temperature is

within the range 0,015-O,O7"C-1, depending on the type of solution: for water or

salt solutions, it is about 0,02-0.03 'C-1 [8], for milk, 0,020-0,025 'C-1 [9], for sugar

solution, O,O2'C-1 [10] and for muscle, influence of temperature on resistivity is

around -0,02'C-1 [11]. Moreover, the temperature coefficient is usually itself a
fu nction of temperature.

2.1.2 Materials and methods

Composition of the mixture conesponds to that of franKurter-type sausages: 40%
lean meat, 30% water, 30% fatty tissue; common salt concentration is 2%. Samples
are prepared in a laboratory equipment (DITO-SAMA, K55;volume: 5,5 L).

Emulsion conductivity is measured using an electrode M/TW, LTA/S) with a cell

constant of 1 cm-1, connected to a conductivity meter (VVIW, LF 530).

The ten different times of chopping range fom 115 s to 370 s. This range of time
allows to work on the three different states of emulsion structure. Temperature and
conductiviÇ are jointly recorded for each processing time, on 10 samples of '100

mL.
Temperature coefficient is determined by regression analysis according to two
models:

(1) C=aT+COand
(2)c=cs(1 +b(r- Ts)) with

To =18'c.

2.1.3 Results and discussion

C: conductivity at T oC, CO: conductivity at

Conelation coefficients between conductMity and temperature are higher than
97.660/o: the two models are appropriate within the range of temperature studied,
i.e.12-30"C.

457



Analysis of variance shows that there is no significant difference between the
coefficient evaluated during an increase of temperature and that determined during
a decrease (figure 3), it is therefore possible to carry out experiments for
determining influence of temperature on conductivity using any of these two thermal
treatments.

t2 t4 16 18 20 22
Temperature ("C)

A Increase of temperature

I Decrease of temperature

Figure 3: Evolution of conductivity vs. temperature when sample is cooled then
warmed (after [7])

Mean values of temperature coefficients at the different processing times are
compared by the analysis of variance:

- model 1: it can be considered that there is no significant differences between
temperature coefficients for the various durations, i.e. a = 0,306 mS/cm "C, except
for duration of 115 s. In the case of this shorter duration, emulsion presents high
heterogeneity due to pieces of fatty tissue (characterised by a resistant behaviour)
inside the homogeneous mixture of proteins and salt solution (characterised by a
conducting behaviour) (figure 4). Hence, the measurement takes into account more
or less pieces of fatty tissue and this leads to variation of conductivity value.

o
a

à

o
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Figure 4: Conductivity vs. temperature for (a) lean meat (conductivity in mS/cm)
and (b) fatty tissue (conductivity in pS/cm)

- model 2: the coefficient b is considered to be the same at 115s, 130s, 145s:
0.0230 "C-1; 180 s,215 s,250 s: 0.0208 "C-1;280 s, 310 s, 370 s: 0.0217 "C-1.
According to the standard enor, the second model is the most reliable.

2.2 Test of repeatability

2.2.1 Methods

Emulsion is made as the same way as for "determination of temperature
coefficients".

Thirteen times of chopping are tested within the range 115s-370s. Temperature
and conductivity are jointly recorded for each processing time, on fifteen samples of
100 mL of emulsion: evaluation of repeatability is done with values at 18 'C.

Repeatability is determined according to the ISO 5725 Standard (AFNOR, 1987),
for each processing time.
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Repeatability is estimated by'. r = z,Sx.,lSl

where: ,Sr2 = 
It"
o,

| 1 tn
tu =rhrlàr,,

with:
- n : number of repetitions (n = 5),
- Yiif : conductivitY value at 18 "C,

-i:timeindex,
- j: sample index,
- p : number of samples (p = tS).

2.2.2 Results and discusslon

The precision depends on processing time (figure 5)

250
Choppingtime (s)

Figure 5: Repeatability vs. chopping duration

The repeatability found is about 3o/o for chopping times in the range 195 s-370 s,
where emulsion can be considered as homogeneous according to structure. On the
other hand, composition is not completely controlled, due to the presence of lipids
in the lean meat and that of proteins in the fatty tissue. The composition influences
the conductivity because the various components of the emulsion get
conductivities, at the same temperature, very different one from another (figure 2)
and consequently, repeatability values.
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For the lowest chopping durations, repeatability is linked to the duration: the longer
the duration, the best repeatability is. That must be due to the degree of
homogeneity of emulsion which increases with duration.

3. Determination of optimal duration

These experiments are intended to determine if it is possible to show up a structure
modification of the product during chopping, and so to determine an optimal
duration.

3.1 Materials and methods

Emulsion is made as the same as for "determination of temperature coefficients".
The thirteen tested times of chopping range from 115 s to 370 s.
Two different series of experiments have been made:

Series I (ten samples)

Temperature and conductivity are jointly recorded for each processing time.
Conductivity at 18 "C is used to build the graph.

For determination of yield (reference method), a sample of emulsion (P1 =
30 + 0,05 g) is cooked during 30 min in a water-bath at 70 "C. After cooking,
liquids which exsude are eliminated and <solid emulsion> is weighted (P3). Yield is

P3
expressed as * x100.rl

Series 2 (ten samples)

Temperature and conductivi$ are jointly recorded.

A slope break (slope becomes negative) is supposed to be linked to structure
modification of emulsion. To determine whether conductivity is a reliable method to
control chopping operation, time corresponding to this slope break is determined
and the value obtained in the case of yield method is compared with the value
obtained in the case of conductivity method.

3.2 Results and discussion

Conductivity values are 11to 18 mS/cm, for both series.
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3.2.1 Relation between yield and conductivity (seies 1)

Determination of optimal duration with conductivity method is possible (mean:
263 s, standard deviation: 37 s).

For half of the samples, optimal durations determined by conductivity and those
determined by reference method are very close (table 1).

Table 1: Optimal durations determined by two ways

For other half of samples, yield curves have not the expected behaviour (figure 1):
in addition of very low values, yield values decrease when duration increase. All
these atypical curves are obtained with meat coming from a same ham. We can
suppose -we didn't measure it- that this meat has a PSE (Pale Soft Exsudative)
character that generate important losses during cooking. Moreover, yield
determination is time-consuming: several minutes are necessary to do this
measurement and emulsion might be perturbed within the time necessary for
determination. To avoid emulsion perturbations, we have chosen to study only
temperature and conductivity, in a second series of experiments.

3.2.2 Evolution of conductivity during chopping (series 2)

It is possible to distinguish different phases on the graph "conductivity vs. chopping
duration" (figure 6):

- increase of conductivity,
- tairly steady trend,
- conductivity decreases more or less markedly.

It is possible to determine an optimal duration, for the ten samples, within the range
224-289 s (mean:256 s and standard deviation: 17 s).

Optimal duration determined with conductivity (s) 301 252 239 297 250
Optimal duration determined with reference method (s) 300 270 240 270 240
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Figure 6: Conductivity vs. chopping duntion

lf one compare the optimal durations determined by conductivity on one hand, on
series 1 and on the other hand, on series 2, the results are more dispersed in case
1. This might be related to the possible destabilisation of emulsion within the time
necessary for yield measurement.

This study was conducted on a pilot plant (with collaboration of ADIV - Association
pour le Développement de l'lnstitut de la Mande) with an industrial cell
(Endress+Hauser) which allows continuous measurement (ftgure 7).
Complementary research is needed to confirm this behaviour.

Chopping duræion (s)

Figure 7: Continuous measurement of conductivity
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Conclusion

We have demonstrate the possibility to conduct the chopping operation on
laboratory stage and pilot stage through electrical conductivity measurement.
Preliminary studies conceming conection of electrical values (temperature
coefficients and precision of measurement) have been used in the next
experimental step: determination of optimal duration. These experiments have
shown that it is possible to show up a structure modification of the product during
chopping and so to determine an optimalduration

Complementary research is now necessary for design of a measuring cell and to
test on industrial size so electrical conductivity might be used as a chopping control
method to support operator in decision.
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NMR relaxometry as a rapid technique to evaluate the
consistency and the oxydizability of adipose tissues

La relaxométrie RMN, une technique rapide pour évaluer la
consistance et la tendance à l'oxydation des fissus adipeux

A. Davenel, P. Marchal
Cemagref
17 avenue de Cucillé
3504/ Rennes Cedex. France

A. Riaublanc, G. Gandemer
INRA
BP 71627,
44316 Nantes Cedex. France

Abstract Low consistency of pig adipose û.ssues leads to meat products insufficiently
dried, very oxydable and with lack of cohesion in cutting. Consistency of adipose ffssues is
related to the physical state lipids which depends on their tiacylglycerol composition. One
of the simplest and quickest method to characterise physical state of /rpids is to measure
their solid fat content (SFC) by Nuclear magnetic resonance relaxometry. In this study, the
solid fat content at 20"C (SFC20) and the solid fat content at -5"C (SFès) of a large
collection of adipose û.ssues were related to their tiacylglycerols composition. The SFC20
variability was closely related to that of the proportions of disatunted triacylglycerols and
more specially to palmitoyl-stearoyl-oleoylglycerol (R = 0.92). SFGS brought a fufther
information on the oxydizability of adipose ûssues related to the proportion of
tiacylglycerols OOL and SOL.

Keyrords: NMR relaxometry, adipose ûssues, solid fat index, triacylglycerols, fat quality.

Résumé : Une faible consistance des tissus adipeux de porc peut mener à des produits
insuffisamment séchés, très orydables et qui perdent leur cohésion lors du tranchage. La
consistance des tissus adipeux est reliée à l'état physique des lipides qui dépend de la
composition en triacylglycerol. Une des méthodes les plus simples et les plus rapides pour
caractériser l'état physique des lipides est de mesurer la teneur en matière grasse solide
par résonance magnétique nucléaire. Dans cette étude, la teneur en matière grasse solide
à 20'C (SFC-20) et la teneur en matière grasse solide à -5'C (SFC-5) d'un ensemble de
tissus adipeux sont mises en relation avec la composition en triarylglycerol. La variabilité
en SFC20 est reliée de manière très forte aux proportions de triarylglycerol déssaturé et
plus spécialement, aux palmitoyl-stearoyl-oleoyl-glycerol (R2=0.92). SFC-S a donné des
informations supplémentaires sur I'orydabilité des tissus adipeux reliés à la proportion de
ùiacylglycerol OOL et SOL..
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1. lntroduction

Lack of consistency of adipose tissues is one of the main problems the
manufacturers of dried meat products have to fiace. The meat products containing
these adipose tissues show large defects such as insufficient drying, oily aspect,
rapid rancidity and the lack of cohesion between meat and lard in cutting. That why
the producers need a simple method for selecting adipose tissues at the industrial
scale. They presently select adipose tissues with an indirect method based on
carcass lean content (<57o/o) and on the bacKat thickness (>15 mm). This method
is based on observations which estrablished that adipose tissues with the lowest
thickness lack of consistency because they have the highest proportion of
polyunsaturated fatty acids and the lowest one of saturated fatty acids[1, 2].
Although this method limits the risk to get pig carcrsses with soft fat [3], it would be
inefficient to control adipose tissue quali$ because many soft tissues escape to the
selection.

Consistency of adipose tissues is related to the physical state of lipids which
depends on both fatg acid and triacylglycerol compositions. One of the simplest
method to characterise physical state of lipids is to measure their solid fat content
(SFC) by H- Nuclear magnetic resonanæ relaxomety. lt could be an efficient
method for on line grading of adipose tissues because it is very fast. However very
few data have been published on the solid iat content of pig adipose tissues [4].
The aim of this study was to determine the relationships between solid fat content
measured at different temperatures and the lipid composition of a collection of
adipose tissues to find new rapid and efficient indicators of the consistency and the
o>rydizabili$ of adipose tissues.

z. Material and methods

2.1 Animals andsample preparation

Samples were taken from 65 pigs in four slaughterhouses. Samples of sub-
cutaneous adipose tissue including the two layers were taken at the cut between
ham and loin along the vertebra column. Pig females and castrated males were
selected to cover a broad range of carcass lean content measured using a Fat-O-
Meter.

Sample including the two layers was minced after meat and skin were removed. A
29 sample was placed in an oven at 103'C during 3 hours for melting lipids. A
sample of minced adipose tissue and an aliquot of melted lipids (about 0.5 g) from
each animalwere transfened into 10 mm diameter NMR tubes. An aliquot (10 mg)
of melted lipids was dissolved in one ml of chloroform. All samples were stored at -
20"C until chemical analyses and NMR measurements.
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2.2 Solid fat content by NMR

Frozen biopsies as they stood and extracted lipids were stabilised at -5"C and
20'C during ten minutes before NMR measurement in 5 seconds with Bruker
Minispec 20 MHz spectrometer according to the well-known method using the
recording of the free induction decay signal measured just after rotating the
magnetisation of the sample by a radiofrequency pulse in the plan perpendicular to
the permanent field (figure 1).

8.5 L+S

L+S'
protons of fat in crystalline state

SFC20 = 3l o/o

protons of fat in amorphous state

e 7.s

z
& 6.5

).f

4.5
0.00 0.02 0.04 0.06 0.08 0.10

Time (ms)

Fig.l. Free induction decay signals oftwo samples

The solid frat content was calculated with the following formula using a calibration
factor of 1.37 to take into account the lag time of 1 1;rs.

SFC = ,oo /[(z *s')--z]
P' v - '"" fl(L+,s') - Ll+ L

2.3 Chemical analysis

Triacylglycerol composition: An aliquot of melted lipid was dissolved in a mixture of
chloroform/ methanol (111; vlv) to obtain a 5 mg/ml solution. Molecular species of
triacylglycerols were separated in 45 minutes by reverse phase HPLC using a
linear gradient of chloroform in acetonitrile. Molecular species were detected with a
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light scattering detector. lt was assumed that the molecular species of
triacylglycerol have a similar response and results were expressed as a percent of
total molecular species present.

Fatty acid composition : Fatty acids were analysed by gas liquid chromatography
after methylation of 10 trg of lipids by a mixture BF./methanol. The gas
chromatograph was equipped with an on-column injector and a flame ionisation
detector. The results were expressed as percent of the total methyl esters
present. lodine value was calculated from fatty acid composition and expressed as
mg of iodine per 100 g of fatty acids.

3. Results
The average SFC20 at 20"C which expresses the consistency at ambient
temperature was 23.5o/o and the variability of SFC20 was important because the
gap between the extreme values was 22 SFC points. Lipids from adipose tissue
contained mainly ficur fatty acids which accounted for g5o/o of total fatg acids: two
saturated fatty acids, palmitic acid (P) and stearic acid (S), one monounsaturated
acid, oleic acid (O), and one diunsaturated acid, linoleic acid (L). Twenty
triacylglycerols molecular species were identified. Seven species accounted for
90o/o of triacylglycerols and three of them for at least 75o/o ; POO (38.4%), PSO
(25.5o/o) and POL (12.9Vo). Trisaturated triacylglycerols account for a very small
proportion of the triacylglycerols in pig adipose tissue.

Average Standard Minimum Maximum
Deviation

Solid fat content (%)
- at -5'C
- at 5"C
-at 20'C

67.5
32.8
23.5

4.3
5.3
4.8

53.5
18.9
9.5

71.2
36.5
31.5

Main fatty acids (%)
Palmitic (P)
Stearic (S)
Oleic (O)

Linoleic G)

23.1
14.5
41.9
11.4

1.4
1.7
1.9
2.2

19.5
10.8
36.9
6.8

26.8
17.9
45.3
17.8

lodine value (mg iodine/100
q fattv acids) ô3.8 4.4 il.S 76

Main triacylglycerols (%)
ooL
POL
ooo
POO
PSL
PPO
PSO

2.3
11.2
3.7
38.4
3.1
4.5
25.5

1.2
3.3
1.0
4.2
0.9
0.9
5.4

0.6
4.6
1.7
27.4
1.9
2.3
13.6

6
20.7
6.3
47.8
5.6
7.2
35.4

1: Solid fat content, fatty acid and triacylglycerol compositions of the
adipose fissues
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The SFC20 could be accurately predicted from the proportions of three
triacylglycerols (PSO, PPO and PSL) which explained 95% of SFC20 variability.
The relationship between SFC20 and these species species containing two
saturated fatty acids, was:

SFC2O = 0.635 PSO + 0.789 PPO + 0.665 PSL- 0.853 (R2 = 0.95, o= 0.96)

The variability of PSO proportion explained alone 92 o/o of the SFC20 variability
(figure 2). The relationship between these parameters was:

SFC2O = 0.73 PSO 1n2 = 0.92, a = 1.24)

The presence of two saturated fatty acids in a same triacylglycerol molecular
species give them a high melting point. We can deduce that the solid phase of lipids
contains a large majority of triacylglycerols with two saturated fatty acids because
trisaturated ûiacylglycerols account for a very small proportion of the triacylglycerol
in pig adipose tissue.

SFC20 gives a good estimate of the consistency of adipose tissue. The average of
solid fat content at S"C(SFC5) was 32.8o/o and that at -5'C (SFC-S) was 67.5%.
SFCS and SFC20 were highly corelated (R2 = 0.91). For practical use of the
determination of the consistency of adipose tissue SFC20 could be substituted by
SFCS immediately measured on sample taken on backfat of refrigerated carcasses
and SFC20 deduced in using the following expression:

SFC20 = 0.68 SFCS

The information on consistency at 20"C could be eventually completed by the
measurement of the solid fat content at -5"C. Two useful mathematical relations
between SFC-S, lipid composition and SFC20 have been calculated:

1) SFC-S = 63.1- 1.87 SOL - 2.18 OOL + 0.46 SFC2O 1R2=0.94 c = 1.2)

2) SFC-S=63.6+ 0.263 PSO-2.88OOL+ 0.8'1 PPO ( R2=0.93o= 1.3)
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y = 0.73 PSO + 2.2

R 0.92

PSO (%)

Figure 2: Relationship between solid fat content (SFC20) and Palmitoyl-
Stearoyl-Oleoylglyce rol (P SO) proportion in ad ipose fissues

These relations show that SFC-S is also positively conelated to SFC20 as planned

(R2 =0.79) but less than SFCS. SFC-5 brings a further information on the
oxydizability of adipose tissues related to the proportion of triacylglycerols OOL and
SOL which have lower melting point than OOO and SOO.

Gonclusion

According to the limit values of parameters such as iodine value, linoleic and stearic
acid proportions widely used to define soft and hard tissues, we can postulated that
soft tissue should have a SFC20 lower than 15o/o and hard one should have a
SFC20 higher than 18 %. However complementary studies are required to define
more precisely the limit values of SFC20 to get adipose tissues adapted to the
production of dry-cured meat and to know if SFC20 is a sufficient indicator of the
oxydizability of adipose tissues or if SFC-S must be also measured.
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The NMR measurement of SFC20 could be an interesting method for selecting
adipose tissues in slaughterhouses because it is fast to perform. We have shown
that resulted on biopsies of adipose tissues as they stood instead of melted lipids

were similar 1p2 =0.97). These results suggest that the method could be automated
for selecting adipose tissues at the industrial scale. The high conelation between
SFC20 and SFC-5 suggests that, for practical use of the determination of the
consistency of adipose tissue SFC20 could be substituted by SFCS immediately
measured on sample taken on backfat of refrigerated carcasses. Further works are
necessary to find representative localisation of the consistency of fat tissues in

each carcass.
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Abstnct: In spirit of crab like meat stick, we develop a new frsh texturation procesg uslng
a cooling extrusion to used common specr'es, which permit a wide nnge of textured
product. lnevitable heterogeneity of raw material induce perturbation in the process. A
model Ls use to control and stabilise around a given reference tnjectory. Acoustic
transducers permit the estimation of specific weight, and give a prcdictive image of the
futurc product.
We describe the on-line measurement of acoustic impedance, combined with velocity to
obtained the density.

Keytords : Extrusion, gelation, specifrc weight, densîty, specific impedance acoustique,
velocity.

Résumé : Nous avons développé un nouveau proédé de texturation du poisson utilisant
une extrusion refroidie afin de créer des produits proches des bâtons de surimi au crabe.
L'hétérogénéité inévitable des matières premières entraîne des perturbations du procédé.
Un modèle est utilisé pour contrôler et stabiliser le proédé autour d'une trajectoire donnée.
Des transducteurs acoustiques permettent d'estimer le poids spécifique et donnent une
prédiction du produit ftrtur. Nous décrivons la mesure en ligne de I'impédance acoustique
combinée à la vitesse pour obtenir la densité.

1 This work is covered by a patent (Fr 9706298) entitle: "Mesure de la masse volumique d'un produit

pâteux ou liquide"
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1. lntroduction

Natural resource management is a major concem for our future. lt includes
improving the valorisation of fish products. Surimi. production techniques may be
considered in this perspective.They are mainly based on fish protein gelation
properties. According to several authors [1], two distinct steps : the destructuration
of the myofibrillar structure and the restructuration yielding new interactions
between proteins in the presence of salt.

The constraints resulting from the specificity of species needed for the production of
surimi on the one hand, and the difficulty to have access to these species on the
other hand, gave incentive at IFREMER to look for another texturing process. The
objective of such a process is to use common species, mainly small pelagics
(mackerel, sardine), to valorise by-products resulting from the filleting of noble
species (salmon, cod , halibut), and to allow a direct texturation of fish pulp.

Fish protein gelation can be decomposed in two distinct steps : the destructuration
of the myofibrillar structure in the presence of salt and the restructuration yielding
new interactions between proteins.

The fish extrusion-gelation process consists of two steps. The first one concems
the extrusion at low temperature (destructuration phase) performed by a twin-screw
co-rotating extruder (Clextral BC 45) and the second step is canied out in a cooking
tunnel. A scheme of a twin-screw extruder is presented in figure n'1

Figure 1: Twin-screw extruder followed by the acoustic transducers
and the cooking tunnel

In this context, extrusion is very promising. lts main advantages, compared to
surimi production machines, are compactness, modularity, continuity and low water
consumption. lts flexibility allows the use of a large diversity of raw materials, and
the extruded final product can have a wide range of textures Nevertheless, up to
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now, from a biochemical point of view, the texturation principles are not completely
understood and, as far as dynamical aspects are concemed, the extrusion is still
considered as a process which is hard to modelZe. Additional difficulties can be
identified: the fluctuations of the characteristics of fish and unmodelled
perturbations such as those affecting the feed rate. They may be attenuated by the
controldesign.

2. Process control

The control aspects of a new fish extrusion process was studied [2]. The product
quality is defined in terms of the output flow rate and the s2e of the bubbles and the
quality control problem is addressed. The trajectory planning is solved, using the
differential flatness property of the model and a feedback law that tracks the
conesponding trajectories is designed.

V: Volume of the accumulated fish mince
v : average volume of one bubble capted in the network sfucture
Vcontrol : Volume setpoint of the accumulated fish mince
vcontrol : average volume setpoint of one bubble capted in the network structure
p : specific weight
Qin : input flow rate
vin : input v
Qout : outPut flow rate
N : screw rotation speed

Q : die restriction (=f(valve position))
Z: electric impedance (4(Za))
Za: acoustic impedance (Za = p*c)
c: celerity

So, a work has been done within a collaboration between the laboratory Genie
Alimentaire of IFREMER and Centrale Recherche of ECP to study ultrasonic
techniques in this application.

Procesg
represented by
an non linear
model with two
statês V and v Estimation

ofv
v=f( p)
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Low-intensity ultrasound is a non-destructive technique that provides information
about physicochemical properties, such as composition, structure, physical state
and flow rate. The three parameters that are measured most frequently in ultrasonic
experiments are the ultrasonic velocity, attenuation coefftcient and acoustic
impedance.

In this presentation, we describe the on{ine measurement of acoustic impedance to
estimate the fish sol densi$ at the end of low temperature extrusion.

3. Acoustic in viscous-elastic medium

The longitudinal waves propagate in all medium according to the following
equation :

1 ô2pV2D:^c2Ae

They generate pressures. The pressure can be described as below :

p = PO exp. i(k x-ot)
where PO , x, ro, k are the amplitude of the pressure at x=0, the co-ordinate
measured in the direction of the wave travel, the pulsation, and the wave number.

The propagation velocity depends of the media where they are travelling :

c1=1(i,+2p)/p)0'5
where p is the density, À and p are the Lamb's constants of the material.

The specific acoustic impedance Z equals the product of the density and the
velocity. We chose to use a piezoelectric disc to measure the specific acoustic
impedance, the density can then be computed:. p=Vça.

4. Piezoelectric ceramic

4.1 Equivalent circuit of the piezoelectric disc

The piezoelectric disc is a electromechanical converter which can be described by
the following equivalent circuit :

j- ÇPq r I I/2N _II -t- Cçq I--Ef:*: frT" ;IF"-*ï",
LII ll T

Figure 2: Equivatent circuit of the piezoelectic disc Figure 3: Simplified circuit

478



From this equivalent circuit the admittiance y can be calculate,

y= r'
,''+( /.o - à, ),

t f /..- I )l
.,1 .o@-lffil 

I

L \ \ Céq'a) ))

and these admittance at the resonance (at the resonance frequency the imaginary
part of the admittance becomes nil).:

If = ----z-+ j .co .a
eJ--' ' 

Qx)'
Where N, Co and r are the converter yield, the static capacitor. and the intemal
resistance of the piezoelectric disc.

4.2 Characfensfics of the piezoelectric disc

PZ27 and P1.88 ceramics are used to make the part of our measurements. Theirs
mains characteristics are following :

The diameter is 25 mm and the height is 2 mm.

Electrical Properties
Relative dielectric const.
rt 1 kHz

1 800 Diel. dissipation factor
at1 k'-]'z

0,017

ilectricomechnical Prooerties Freouencv constants Hz.m
:ouplinq factors kp 0,59 Np 2010
:ouplinq factors kt 0,47 Nt 1950
:ouolino factors k31 0,33 N1 1400
:ouolino factors k33 0,69 N3 1 500
Jensity 7,7 Mechn ical Quality factor 80

The ceramic is charged by the unknown medium.
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4.3 Ceramic disc charged by a tube

The ceramic disc has a diameter of 25 mm. lts resonance frequency is 950 kHz.
Therefore the acoustic beam is very narow.

ES Saidi [7] shows that we can assume the ceramic is loaded by a tube of medium.
The diameter of the tube equals the ceramic diameter.
This tube is equivalent at a line.

'Tubd'of product

Figure 5: Load of the ceramic disc

ïhe method of calculus of the electric lines can be applied: Z= Zn os th[(b+jq) L].
The extruded fish flesh attenuates much ultrasonic waves therefore Z equals Z*os
For the standard products L is chosen very high to obtain Z equals Zos.

5. lmpedance measurement

5.1 Apparatus

Two apparatus are employed to make the impedance measurement. The first one
is described on the diagram below:

Figure 4: Acoustic beam

ceramic

Z"os o*c

ft-Æjioooo I a\v

generdor HP.

dgûizing oscilloscope

Figure 6: lmpedance measurement apparatus
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The H.P. generator is connect to ceramic through a resistance rg. The oscilloscope
is connected at the ceramic disc. 60 cycles burst are used to measure the peak to
peak voltage. Several points are measured around of the resonance frequency, at
the 3 dB points and at antiresonance frequency.

The second apparatus is a Hoki impedancemeter. lt performs the on line
measurements.

6. Velocity measurement

The velocity measurement are made with PANAMETRIC transducer.

7. Density calculus

We obtain r (the intemal resistance of the piezoelectric disc) by measuring the
impedance of the ceramic in the air (r = /. in the air).

The impedance of the extruded fish flesh or of the standard products / are record.
Z', the total conected impedance equals the impedance reduce of r.
Zcort is the equivalent impedance at the primary of the converter.

7 _ Zcort
4.N..S

N and S are the converter yield, and the ceramic surface.
The specific acoustic impedance Z equals the product of the density and the
velocity: Z=p.c1.
There fore, the density equals the yield of the impedance on the velocity: p = Zlcl
After discussing the modelling assumptions, the sensor calibration is considered.
We obtain r (the intemal resistance of the piezoelectric disc) by measuring the
impedance of the ceramic in the air (r = / in the air).

Sensor calibration in laboratory condition with standard product are being tested.
We measure the impedance of the disc loaded by standard products (with known
characteristics : p) as to establish the proportionality ratio N' between Z and their
measured values t', Z=(t' _r).(2N')'.

The velocity of each standard product is measured to calculate the density p=ZJc1.
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8. Results

8.7 Standard producfs results

All calculus made, we obtain the following results :

- for the alcohol p=773 t<glm3 instead of 809.5 fglm3 (enor = 4,4o/o),

- for the glycerol p=1180 kg/m3 instead of 1259 t<g/m3 (enor = 6,3%),

Comparaison between the measrred densiv and the theorica! densaty of the
standart products

waler qvc€nol
.+ tllrasured denad

standart Dtoduct' --l-theoricaldensity

We assume than relative enor is less ten percent.

8.2 On-line measuremenfs resurts

measured by weighing 1,08 1,03 0,98
't6,2 15,19

ratio 0,067 0,068 0,067
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Donslty and normalized lmpedance V.S.( scr€w sp€ed)

_ 225
---.- Density 

]

l-ç- fbnnaEed irçedance r

On-line extrusion measurements present good conelation with analytical method
(see the chart and the figure above).

Gonclusion

The impedance measurement combined with the velocity measurement permit to
obtain the density.
We discuss about the industrial application and extension of those results.
The density points the ratio on air bubbles to a pastry or to dairy products like light cream
cheese.
The density shows the proportions variations in a biphasic products.
lf we use the impedance measurement alone, this device permits to follow a gelation, a
solidification or in the other hand a liquefac{ion.
The impedance measurement is useable in high attenuating medium. lfs a low cost system
These process can be followed with velocity measurements but it use two transducers. The
chart below explains the advantages of each method.
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Beef tenderness prediction by near infrared
reflectance spectroscopy

Prédiction de la tendreté du boeuf par spectrométrie proche
infrarouge

Bosoon Park and Yud-Ren Chen
Instrumentation and Sensing Laboratory
Beltsville Agricultural Research Center
Agricultural Research Seryice, USDA
Beltsville, Maryland 207 05-2350
Phone: (301)504-8450; Fax (301)504-9466
e-mail: ychen@asrr. arsusda. gov

Abstnct: Tendemess is the most important factor affecting consumer perception of eating
quality of meat. ln this paper, the development of the principal component regre,ssrbn (PCR)
models to relate near-infrared (NIR) reflectance spectn of raw meat to Wamer-Bn2ler
(WB) shear force measurement of cooked meat was presented. NIR reflectance spectn
with wavelengths from 1100 to 2498 nm werc collected on 119 /ongissimus dorsi meat cuts.
The le principal component (orfactor) from the absotption spectra log(l/R) showed that the
most signifrcant vaiance from the spectra of tough and tender meats were due to the
absorptions of fat at 1212, 1722, and 2306 nm and water at 1910 nm. The distinctive fat
absorption peaks at 1212, 1722, 1760, and 2306 nm were found in the F lactor of the
second derivative spectn of meat. AIso, the local minima in the ZÉ principal component of
the second derivative spectra showed the impoftance of water absorption at 1153 nm and
protein absorption at 1240, 1385, and 1690 nm. When the absorption spectn between
1100 nm and 2498 nm were used, the coefficient of determination (2) of the PCR model to
predict WB shearforce fenderness was 0.692. The f was 0.612 when the spectra between
1100 nm and 1350 nm were analyzed. When the second derivatives of the spectnl data
were used, the f of the PCR model to predict WB shear force of the meat was 0.633 for the
full spectnl nnge of 1100 to 2498 nm and 0.616 forthe spectnl range of 1100 to 1350 nm.

Résumé : La tendreté de la viande est un des facteurs de qualité les plus importants pour
le consommateur. Dans cet article, des modèles de Régression en Composantes
Principales (PCR) sont développés pour relier les spectres de réflectance NIR à la force de
cisailfement de Wamer-Brahler (WB) obtenue sur viande cuite. Les spectres NIR en
réflectance de 119 morceaux de longissimus dorsi sont enregistrés dans la gamme 1100-
24OO nm. Le premier composant principal (ou facteur) du spectre d'adsorption montre une
variance significative entre viandes dures et tendres aux longueurs d'onde 12'|.2, 17?2,
2306 nm (matière grasse) et 1910 nm (eau). L'absorption spécifique des pics de MG à
1212, 1722,1760 et 2306 nm est déterminée dans le 2ème facteur de la dérivée seconde
du spectre. Les minima locaux du deuxième composant principal de la dérivée seconde du
spectre d'absorption montrent I'importance de I'eau à 1153 nm et des protéines à 1240,
1385 et 1690 nm. Dans la gamme 1100-2498 nm, le coefficient de conélation au cané pour
la prédiction de la force de cisaillement par le modèle PCR est 0,692. Le R2 était 0,612 en
utilisant la gamme 1100-1350 nm. Lorsqu'on utilise les dérivées secondes, les coefficients
de conélation au cané sont respectivement 0,633 pour la gamme complète ('1100-2498 nm)
et 0,616 pour la gamme 1100-1350.
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1. lntroduction

Among the many quality factors of meat such as texture, flavor, juiciness,
appearance, and aroma, the texture or tendemess in particular is considered the
most important in determining the meat eating quality [1,2,3]. Inconsistency in meat
tendemess has been identified as one of the major problems fiacing the beef
industry [1,4,51. Because consumers consider tendemess to be the major
determinant of eating quality of meat, it is important to develop methodologies to
objectively predict meat tendemess to supplement or replace the cunent USDA
quali$ grading system. Even though tendemess is considered to be the major
determinant of meat quality, no rapid method exists for the grader or retailer to use
to determine tendemess of meat. The cunent tendemess measurement by taste
panels is a subjective method, and is a time-consuming process, because it
requires long sample preparation time. The Wamer-BraEler (WB) shear device is
widely used in the United States for measuring tendemess of cooked meat.
Although it is an objective method, it also time consuming and destructive. Thus, an
objective, nondestructive and rapid technique for assessing beef tendemess needs
to be developed.

Near-infrared (NlR) spectroscopy has become an important tool to measure
chemical composition and moisture content of meat and meat products. Ben-Gera
and Nonis [6] investigated NIR transmittiance for measuring fat and moisture
contents in emulsions of meat products. Later NIR spectroscopy was used to
measure moisture and biochemical properties such as fat and protein in emulsified
lamb, pork, and beef [7,8,91. These studies, however, were canied out on ground or
emulsified meats. NIR spectrosæpy also has been applied for the measurement of
chemical composition and textural attributes of raw and cooked meat. The
composition (moisture, fat, and protein) has been measured for raw poultry [10,11].
Recently, Marks and Chen [12] evaluated cooked ground poulfy patties using NIR
spectroscopy. NIR spectroscopy also was applied to predict total pigment values by
measuring optical density of raw fresh meat [131. NIR reflectance and interactance
measurements were used to classiff wholesome and unwholesome carc€rsses
based on myoglobin measurement, which affects pigment content of poulfy meat
114,15,16,171. Changes in NIR spectra of beef muscles during conditioning and
aging of beef were investigated and the feasibility of NIR spectroscopy in the
prediction and assessment of meat sensory attributes was reported [181. Although
NIR spectroscopy has been demonstrated to be a promising method for assessing
meat quality of individual carcasses, none of the research resulted in systems
which are accurate, reliable, practical, low cost, and rapid that can be readily
adopted by the meat industry for measuring tendemess. NIR technology has the
potential to be used for assessing the tendemess of meat. Thus, research is
needed to develop measurement techniques using the NIR spectra for the accurate
prediction of meat tendemess. The objective of this study is to develop a technique
to use near-infrared (NlR) spectroscopy of raw meat to predict its tendemess
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rapidly and nondestructively. More specifically, the objectives are 1) to measure
NIR reflectance on raw meat and 2) to develop models to relate NIR reflectance
spectra of raw meat to \Â/B shear force measurement of cooked meat, using the
principal component reg ression (PCR) technique.

2. Materials and methods

2.1 Materials

The meat samples of longissimus dorsi (LD) muscle from 119 beef carcasses were
used for establishing NIR spectra measurement. About 24 mm thickness steaks
were excised from the LD muscles of the thirteenth rib from the right side of each
carcass. The samples were vacuum-packed in polyethylene bags and frozen and
stored at -40 oC in the U.S. Meat Animal Research Center, Clay Center, Nebraska,
then transported to the Instrumentation and Sensing Laboratory, Beltsville,
Maryland. The samples were completely thawed lor 24 h at 2 oC before NIR spectra
were collected. From each steak two cylindrical shaped samples of about 38 mm
diameter were excised using a stainless steel punch force corer which allowed the
meat sample to ftt in a quarE window-clad cylindrical cell. ln the sampling
procedure, excessive fat and connective tissue were avoided to minim2e sampling
efiors. Each sample was cut to make three or four (the number depended on the
size of ribeye muscle) circular slices of 8 mm thickness from the cylindrical pieces
of meat. A total of 405 disks cut meat samples were used to collect NIR reflectance
spectraldata.

2.2 NIR reflectance measurement

A scanning monochromatorl (model 6500, NlRSystems, Silver Spring, MD) was
used to collect reflectance (R) readings over a wavelength range of 1100 - 2498 nm
in 2 nm increments, yielding 700 values per spectrum. Two pairs of lead sulfide
detectors collected the reflectance spectra. The absorbance spectrum, recorded as
log(1/R) for each meat sample, was gathered on a spectrophotometer equipped
with a rotating drawer. Reflected energy readings were referenced to conesponding
readings fom a ceramic disk. A reference scan was collected and stored to
computer memory before each sample was scanned. The spectra from three or
four circular slices of each sample were averaged to produce one spectrum per
sample for the development of chemometric models to predict meat tendemess.
The spectrum of a meat sample was the average of 32 successive scans (i.e.
grating oscillations), altogether taking approximately 20 seconds per slice.

1 Mention of any company or trade name does not imply endorsement of the products by the U.S.
Depadment of Agriculture. lt is for purpose of description only.
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2.3 Shearforce analyses

Steaks were cooked on an electric grill to an intemal temperature of 70oC. Copper-
constantan thermocouples were placed in the geometric center of each steak and
temperature was monitored. These samples were cooled overnight at 4 oC. Six 13-
mm diameter cores were taken ftom each steak parallel to the muscle fibers. The
shear force for each steak was measured by Warner-BraEler (\Â/B) shear tester
[19]. The averages of the maximum force readings were used in the reference data
analysis. These shear force values were used as the reference to develop
prediction models for meat tendemess by NIR measurement.

2.4 Principal component analysis

Principal component analysis (PCA) or spectral decomposition produces a reduced
representation of the training data based on the maximum variations between the
spectra. This produces a small set of defined numbers that can be used for
discrimination, since it provides an accurate description of the entire training set.
Effectively, PCA finds a set of mathematical spectra (or factors) which contrain the
maximum variations common to allspectra in a data set. This sets up a new space
where each spectrum in the original group of data can be modeled by a linear
combination of these factors [20]. The linear combination coefficients or scores,
which determine how much of each factor is needed to reconstruct the original
spectrum, can be calculated from this set of tactors and the original data. Each
spectrum will have its own unique set of scores; therefore a spectrum can be
represented by its PCA scores in the factor space instead of intensities in the
wavelength space.

2.5 Prtncipal component regression model

A=SV+Eo (1)

The mean spectrum was first calculated from all of the calibration spectra and then
subtracted from every calibration spectrum. Mean centering would enhance the
subtle differences between the spectra. Since eigenvector methods calculate the
principal components based on changes in the absorption data, the ability of the
calculation to detect the differences between the calibration spectra would improve
the model. \Mren the PCA algorithm has processed the training data, it is reduced
to two main matrices; the eigenvectors and the scores.

The matrix expression of the PCR model for the spectral data can be obtained by
equation (1)

A=SV+Eo
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where A=spectral absorption matrix (n by w), S=score values matrix (n by m), V=
eigenvector matrix (m by w), Eo=residual spectra matrix (n by w), n=number of
spectra, w=number of wavelengths, m=number of principal component
eigenvectors.

As the scores in the S matrix are calculated from each spectrum and a spectrum is
represented by a collection of absorption at a series of wavelengths, it is possible to
regress concentrations against the score matrix as equation (2).

y=CS,+ E,, e)

where Y=constituent concentrations matrix (p by n), C=regression coefficients
matrix (p by m), Eçenor matrix (p by n), p=number of constituents for calibration.
As with least square regression, the coefftcients matrix can be solved by the
regression equation (3). Prime indicates the transpose of the matrix.

c=ys(s,s)-' (3)

From equation (1), the score matrix of the spectra can be obtained by equation (4)
after eliminating the noise enor matrix.

(4)

S=AV-I =AV'

For the equation (4), the transpose matrix of V can substitute its inverse matrix
because V matrix of eigenvector is an orthonormal matrix. By combining the
concentration equation (2) with the score equation (4), the PCR regression
equation can be obtained as equation (5).

y=C VA,+E" (5)

As described above, the PCR is a two-step process, the PCA eigenvectors and
særes, which represent the largest common variations among allthe spectra in the
calibration data, are calculated first and then the scores are regressed against the
constituent concentrations using a regression method. A PCR model should be built
by performing a selection on the scores to determine which factors should be used
to build a model for each constituenl

3. Results and discussion

The meat samples were excised from the longissimus muscle of 119 beef animals,
with tendemess ranging irom2.O1 kg,to 11.7 kg, (measured in \A/B shearforce).
The mean WB shear force of the samples and its standard deviation were 5.46 kg,
and 2.21k9,, respectively. For the shear force prediction, the coefficients of
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determination (rc) of the best PCR models were determined by applying the cross-
validation procedure.

3.1 NIR reflectance character.sfics of longissimus muscle

Figure 1 shows that the tough meat (shear force, 11.7 kg) had a higher absorption
than the tender meat (shear force, 3.8 kg) at most wavelengths, particularly for the
wavelengths between 1100 and 1350 nm. This is similarto the result of a previous
report by Hildrum et al. [18].

1ZOO 't400 16æ '1800 æ@ næ 2@
Wavelength (nm)

Figure 1: Near-infrared reflectance spectra of longissimus muscles for tendemess
measurement. The shear force values of the samples were 3.8 kg, (tende6 solid

Iine) and 11.7 kg,(very tough: dash line)

Obvious absorption differences existed between tough and tender meats at protein
absorption bands at 1187, 1690, and 2265 nm fat absorption bands at 1212, 1722,
and 2306 nm; and water absorption bands at 1409, 1460, and 1910 nm,
respectively. Significant variations in spectra among samples from the same steak
were also found. This showed that a gradient in tendemess exists within the
longissimus muscle and proved that a tendemess gradient exists within a steak
obtained from the longissimus muscle 12'1,22,231. In our model development,
because the tendemess of each steak was represented by a WB shear force value
for the steak, the spectra of disk samples sliced ftom each steak were averaged
and used for the calibration and validation to minimize variation within the samples.
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Figure 2: Absorption of near-infrared
spectra and their second derivatives of
tender and tough meat samples. The shear
force values of each categories were tender
(3.8 kg, - 4.3 kg) and tough (10.1 kg, -
11.7 Rg)

Figure 2 shows the comparison of the
absorbance between tender (3.8 - 4.3
kg) and tough (10.1 - 11.7 kg) meats
and their second derivatives. As
shown in the Figure 2 (bottom), the
absorptions of tough meats were
obviously higher than tender meats at
all wavelengths. The peaks of the
difference curve nere mostly at the
protein and fat bands. The smallest
differences between tender and
tough meats were found at the water
bands. Thus, the tendemess of
meats would be affected by the
concentration of protein and fat
constituents. At water bands (1450
and 1910 nm), the difference of
absorption between tough and tender
meats was minimal. Since the effects
of the second derivatives of NIR
spectra are resolution of overlapping
peaks and removal of baseline
variations [24], the second derivatives
of spectra of tender and tough meat
were compared as shown in the
Figure 2 (top).
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The wavelength bands, which occuned at the transition from maximum to minimum
or the vice versa of the second derivatives of the spectra, were 1 380 and 1870 nm.

3.2 Prtncipal component analysis for meat tendemess

Principalcomponent analysis (PCA) was used to reduce the contribution of noise in
the modeling procedure and the absorption and second derivative spectra were
used to conelate with \Â/B shear force values of the meat. Figure 3 shows the first
three principal components extracted from the calibration data set of the absorption
spectra. For the 1$ principal component (or the first factor) from the absorption
spectra, the most significant variance from the spectra of tough and tender meats
was due to absorptions of fat at1212, 1722 and 2306 nm; protein at 1187 nm; and
water at 1910 nm. In the 2nd factor, the peaks of absorption were also found at 1458
nm for protein and 1460 and 1910 nm for water. As shown in the 3d factor of Figure
3, the high absorption bands of fat were found clearly at the wavelengths of 1212,
1722,1760, and 2306 nm. Also, high absorption peaks were observed at 1910 and
2345 nm of water and protein, respectively.
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Figure 3: First three pincipallfigure 4: First three pincipal
components extracted from thelcomponents extracted from the
calibration data set of the NlRlcalibration data sef of the second
spectra 
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NIR spectra

Figure 4 illustrates the absorption wavelength bands of the second derivative
spectra of the longissimus dorsi meat cuts. lt shows that the major contribution to
the variance among the tough and tender meats was from fat absorptions. For the
1$ principaf component, the peaks occuned at the fat absorptions at '|.212, 1722,
and 2306 nm, and the protein absorptions at 1187, 1365, and 2345 nm. The
distinctive fat absorption peaks aI1212, 1722, 1760, and 2306 nm occured in the
2d tactor. The water absorption at 1900 nm, the fat or protein absorption at2265
nm, and the protein absorption at2345 nm were also presented in the 2nd factor of
the second derivative spectra of the meat. The valleys in the 2d f-actor of the
second derivative spectra indicated the importance of water absorption at 1153 nm
and protein absorption at 1240, 1385, and 1690 nm even if these peaks were not
significant compared to the wavelength bands of fat absorption. For the 3d f;actor.
the absorption bands for tat and protein were significant at 1212, 1722,1760, and
2380 for fat and 1240, 1690, and 2345 nm for protein, respectively.

3.3 PCR model for meat fenderness prediction

Based on the absorption spectra, log(1/R) and their second derivatives, principal
component regression (PCR) models for predicting tendemess (WB shear force)
were developed. Ranges of wavelengths were selected for the models. When the
absorption spectra between 1100 nm and2498 nm were used, the coefficient of
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determination (É) of the PCR model to predict WB shear force tendemess was
0.692. When the spectra between 't 100 nm and 1350 nm were analyzed, the É was
0.612. The rs was 0.535 when 4 wavelength bands of 1567 to 1617 nm, 1663 to
1713 nm, 1829 to 1879 nm, and2115 to 2165 nm (selected from the multivariate
data analysis) were used (Figure 5). \Men the second derivatives of the spectra
were used for developing the PCR models for predicting the \Â/El shear force of the
meats, the É was slightly better than the model with absorption spectra between
1100 and 1350 nm wavelength bands. \Mren the full spectral range of 1100 to 2498
nm was used, the rs of the PCR model to predict \Â/B shear force of the meat was
0.633. The É was 0.616 when the second derivatives of the spectra of wavelengths
between 1100 and 1350 nm were selected (Figure 6).

Figure 5: Beef longissimus muscle
fendemess prediction by NrR
spectroscopy using PCR model for the
wavelength of (a) 110ù 2498 nm; (b)
1100 - 1350 nm; (c) selected 4
wavelengths with 1567 - 1617 nm,
1663 - 1713 nm, 1829 - 1879 nm, and
2115 - 2165 nm

Figure 6: Beef longissimus muscle
fendemess prediction by N/R
spectroscopy using PCR model for
the second derivative of
wavelengths with (a) 1100 - 2498
nm; (b) 1100 - 1350 nm

Summary and conclusions

An objective, nondestructive and rapid technique for assessing beef tenderness
needs to be developed. The principal component regression (PCR) technique was
utilized to determine cooked meat tendemess using NIR reflectance measurement
on raw meat. The tough meat (shear force, 11.7 kg) had an overall higher
absorption than the tender meat (shear force, 3.8 kgr) at most wavelengths,
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particularly for the wavelengths between 1100 and 1350 nm. There existed obvious
absorption differences between tough and tender meats at protein absorption
bands at 1187, 1690, and 2265 nm; fat absorption bands at 1212, 1722, and 23OG
nm; and water absorption bands at 1409, 1460, and 1910 nm.

For the 1$ principal component from the absorption spectra, it can be seen that the
most significant variance from the spectra of tough and lean meats was due to the
fat absorptions at 1212, 17?2, and 2306 nm and water absorption at 1930 nm. For
the 2no principal component of the second derivative spectra of the meat, the
distinctive absorption peaks due to fat absorption at 1212, 1722, 1760, and 2306
nm; water at 1,900 nm; fat or protein at2265 nm; and protein at2345 nm were also
presented. In this factor, significant absorption was found for water at 1153 nm and
protein at1240,1385, and 1690 nm.

Based on the absorption spectra, log(1/R), the coefficient of determination (f) of
principalcomponent regression (PCR) modelto predictWamer-BraEler (WB) shear
force tendemess was 0.692 when the absorption spectra between 1100 nm and
2498 nm were used. In case of the second derivatives of the spectra, the r2 was
0.633 when the full spectral range of 1100 to 2498 nm was used. In this study, the
biochemical constituent composition of fat and protein were identified as absorbers
of NIR spectra. Other factors that affect meat tendemess such as collagen,
connective tissue amount should be studied for better understanding how those
parameters would be conelated with the absorption of NIR spectra.
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Spectrometer techniques for process analysers

Techniques spectrométriques pour l'analyse de procédés

Markku Kânsâkoski, Pentti Niemelâ, Mauri Aikio, Jouko Malinen and
Jouni Tornberg

VTT Electronics, P.O. Box 1100, FIN-90571 Oulu, Finland
e-mail: markku. kansakoski@vtt.fi

Abstnct: The use of optical spectroscopic methods for quantitative composition
measuremenfs in process control is increasing rapidly and the use of imaging spectroscopy
for visual inspection and piece softing is growing even faster. A number of different optical
confrgurations are in use today and many more ate being developed to accomplish the
wavelength selectivity needed in spectroscopic methods. The development of compact and
rugged spectrometers has been one of the major tasks of the optical measurements
research team at VTT Electronics. Some of the techniques developed will be presented in
this paper.

Keynords: Spectrometer, onJine measuremend process analyser.

Résumé : L'utilisation de méthodes de spectroscopie optique pour mesurer la
composition des produits en contrôle de procédés s'accroît rapidement. L'utilisation
de vision multispectrale pour I'inspection visuelle et le tri de pièces connaît
également un fort développement. Différentes configurations optiques sont mises
en oeuvre et bien d'autres sont en cours de développement pour sélectionner les
longueurs d'onde en spectroscopie. Le développement de spectromètre compact et
robuste a été I'une des activités majeures de l'équipe de recherche sur les mesures
optiques à Vfi Electronics. Certaines de ces techniques sont présentées dans cet
article.
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1. lntroduction

Several optical configurations are in use or being developed to achieve the
wavelength selectivity needed in spectroscopic measurement methods (Table 1)

[1]. A large number of possible configurations makes it rather difficult to determine
the best instrument for each application. This is difficult enough with laboratory
applications and even more difficult with onJine applications. The selection
procedure involves speciffing such factors as wavelength range, wavelength
resolution, dynamic range and measurement time. In addition to these, on-line
applications have some special requirements, e.g. ruggedness, stray light rejection
and sample presentation. Most existing near infared (NlR) analysers employ either
a rotating ftlter wheel or mechanically scanned diffraction grating. These types of
analysers are not very well suited for measuring fast moving process streams.
Many of these instruments have been developed to be versatile and can thus be
regarded as mainly research grade instruments. Due to the versatility demand and
the use of moving parts these devices are likely to be rather expensive and their
construction large and fairly complicated. The approach for process applications
has often involved mounting the laboratory instrument in a special housing, which
will further increase the cost.

Fixed wavelenoths Full spectrum measurement
Scanning: Filterwheel

LEDs and lasers (also
parallel)
Acousto-optical filter

Tilting
Variable wavelength ft lter

Oscillating grating
Acousto-optical tuneable fi lter
LED anay and
monochromator
Tuneable lasers
Fabrv-Pérot interferometer

Scanning parallel: Moving minor interferometer
Hadamard transform
soectrometer

Parallel: Multichannel detector Spectrograph and detector
anay
Soatial interferometer

Table 1: Techniques for wavelength separation in spectroscopic instruments

The rapidly extending recognition and acceptance of NIR (and other spectroscopic
methods) as a real problem solver and the increasing number of proven
applications are creating a new kind of market a market for specific spectroscopic
analysers and sensors featuring fixed operational parameters (wavelength or
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wavelength range, resolution and sample presentation) for each specific
application. The solutions offered by research grade instruments are too
cumbersome and expensive for on-line purposes.

The Optoelectronics Research Area of Vfi Electronics is using optoelectronic
hybrid integration to develop compact and low cost, while still high-performance
techniques that can be used as OEM modules for spectroscopic analysers and
sensors. This paper describes three hybrid techniques that are based on a multiple
detector and either a detector or light emitting diode (LED) arays, providing parallel
or nearly parallel measurement at each wavelength without any moving optical or
mechanical parts. This kind of constructions inherently offer high resistance to
environmental stresses.

2. NIR and MIR instruments for process applications

Three optoelectronic techniques developed especially for process and field
instruments will be described in the following paragraphs. The first configuration is
an integrated module based on an arîay of LEDs and a fixed grating
monochromator. This construction enables electrical wavelength scanning and
overcomes the main problems affecting the use of LEDs in analytical instruments,
i.e. wavelength and response instability and unit to unit wavelength variations.
Together with a large area detector, this technique is especially suitable for near-
infrared transmission instruments using short-wave NlR. The module operating
between 832 and 1048 nm with a resolution of 12 nm measures one spectrum in
milliseconds; the dimensions of the solid glass construction are 5 x 5 x 7 cm.

VTf has designed a novel spectrograph for use with linear and matrix detectors in
post-dispersive applications, in which the wavelength separation takes place on the
detector side of the analyser. The spectrograph module employs a dispersing
prism-grating prism (PGP) element. The element is composed of a volume
transmission holographic grating, which is glued between two prisms. The basic
idea of the PGP element with two identical prisms is that the central wavelength of
the specified wavelength range passes through the element without any radial or
angular deviations. All the optical components are positioned on the optical axis
and the spectrum is formed perpendicular to the optical axis with a good lineari$,
while the location of the spectrum is insensitive to slight tilting enors in the
mounting of the PGP components. Thanks to these features the spectrograph is
compact, easy to assemble and adjust, thus fairly inexpensive to manufiacture.
Equipped with a 2dimensional detector matrix, e.g. charge coupled device (CCD),
it forms a compact imaging spectrometer.

The integrated multichannel detector technique offers several advantages over the
conventional filter wheel construction in applications requiring only a few
wavelengths. lt enables an exactly simultaneous measurement at each wavelength
and provides a rugged construction without any moving parts. Two to four
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wavelength channels can be integrated into a TO-8 window package. The
technique has been implemented in several processes and in truly hand-held NIR
analysers.

2.1 LED-affay spectrometer

Light emitting diodes are promising radiation sources for spectroscopic analysers:
they are superior to incandescent lamps thanks to their longer lifetime, high
brightness, low power consumption and possibility for electrical modulation. VTT
Electronics has recently developed a LED anay spectrometer design optimised for
high-performance hand-held analysers and process analyser applications.

The design employs a powerful temperature-stabilised 32-element NIR LED anay
source comprising various types of surface-emitting LEDs. The grating
monochromator optics are optimised for low stray light and high optical throughput.
The assembly procedure includes methods for adjusting and permanently fixing the
wavelength scale to target specifications. ln this case, the range from 832 to 1048
nm was selected. A fibre optic bundle serves as an exit slit and delivers the exit
beam to a sample illumination unit. This solution allows direct illumination of the
sample in various transmittance, reflectance and transflectance measurement
applications. Optical detection is normally ananged with a single large-area low-
noise silicon pin diode detector. Control electronics can be integrated with the unit,
depending on application requirements. Figure 1 illustrates the operating principle
of the LED anay spectrometer in transmission measurement mode.
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Figure 1: The operating pinciple of the LED anay spectrometer
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High optical output is an essential requirement for the LED spectrometer to achieve
a good signal-to-noise ratio (SNR) in the transmission measurements on high-
absorbance samples. The optical output was measured for each wavelength
channel separately. The conesponding LED was tumed on by supplying a dc
cunent of 50 mA. The output beam was measured at the exit end of the fibre
bundle using an optical radiometer fitted with a calibrated 1 cm2 silicon sensor.
Figure 2 presents a comparison of the optical output of the developed prototype
unit with the corresponding data of the previous design [2]. The improvement in the
measured output is remarkable, about two decades in the short-wave and long-
wave ends of the scale and by a factor of 2 ... 5 for the central bands. The
measured output ranges from 6 to 76 pW. The loss in the 0.5 m long fibre bundle is
included in these power figures (Tnon o 50 o/o). Figure 3 illustrates a typical
wavelength scale of a LED spectrometer unit, ranging from 832 to 1048 nm.

e Prototyp x WM - 1

LED No.

Figure 2: LED spectrometer output power data, prototype of new design
compared with an olderdesign WM-1)

o s 1o tlro 
*olo 

25 30 35

Figure 3: The wavelength scale of the LED spectrometer unit
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The developed LED anay based spectrometer unit provides 32 electrically scanned
wavelengths ranging from 832 to 1M8 nm for use in spectroscopic composition
analysers. Extensive testing was aranged to thoroughly examine the performance
of the developed unit, covering performance in normal operating conditions,
characteristics vs. temperature, unit-to-unit variation and preliminary environmental
testing. Table 2 summarises the main characteristics.

The combination of technical performance, small size, rugged construction and the
potentialfor low manufacturing costs make the unit developed by Vfi a promising
altemative for developing competitive high-performance analysers for various NIR
applications. The most potential applications of the LED spectrometer are expected
to be hand-held composition meters as well as spectroscopic sensors for process
automation. The applications with a LED anay spectrometer using a short-wave
NIR wavelength range are especially suitable for measuring the content of
moisture, oil or fat, protein and sugar on optically thick samples (grain, meat, fruit,
etc.).

tr typical optical output from 6 to 76 pW per band, up to 2 decades of
improvement compared to the previous design

tr capability of at least 7 decades of dynamic range in transmission
measurements (i.e., SNR in excess of 1000 with 4A sample)

tr stable output due to integrated temperature stabilisation of the LED anay
tr band CW unit-to-unit tracking much better than with interference filters
tr minimum drift in band CWvs. operating temperature
tr optical stray light approximately 0.1 % for majority of bands

Table 2: The main figures of pertormance for the developed LED spectrometer unit

The developed spectrometer technology is not limited to the cunent short-wave NIR
design. A module for mid-infrared (MlR) wavelengths has also been developed [3].
The wavelength scale can be modified to meet various application requirements.
The main limitations for potential applications are the availability of LEDs for the
light source and monochromator design. At present, commercial high-efficiency
LEDs cover wavelengths from blue 400 nm to at least 2500 nm in the near-infrared
region. Figure 4 illustrates the wide variety of different wavelengths of commercially
available LEDs. Modifying the spectrometer design to cover new wavelength
regions could, in addition to increasing the number of applications for spectroscopic
analysis, extend thé scope of applications to colorimetry, as well.
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Figure 4: Commercial LEDs cover visible and NIR wavelengths

2.2 lmaging spectrometer

The compact spectrometer module employs the well-known construction of a
spectrograph with an array or a matrix detector. The construction, which is very
simple to assemble and adjust, features a PGP component using on-axis optics
only offering minimised aberrations. Equipped with a matrix detector (e.9., CCD), it
forms a compact imaging spectrometer, which provides significant advantages
compared with a colour line scan camera: a high spectral resolution and additional
information beyond the visible region. One dimension of the array detector
constitutes a line image through the entrance slit, while the other dimension is used
to measure the spectrum of each line image element (Figure 5). lf the target is a
moving object (e.9., web or process stream) a full spectral image can be formed.
lmaging spectroscopy is a new versatile and powerful method for efficient
simultaneous measurement of spatial and spectral maps of various objects.

.qAEtê
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Entrance slit Lenses and
PGP component

Matrix detector

Figure 5: Schematic of an imaging PGP spectrograph construction using a matrix
detector
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This imaging spectrometer module provides a unique, simple and cost-effective
means of adding spectral resolution to an existing BAA/ (black and white) vision
system, allowing use with already installed systems (for example shape or
dimensional inspection originally) and new installations alike. The module fits
directly onto a standard BA/V CCD camera via the C-mount and converts it to a
spectral line imaging camera, in which each frame includes one spatial line image
at multiple wavelengths. This offers a low-cost solution for adding colour information
to machine vision systems. The principle of this concept is presented in Figure 6.
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Figure 6: The srmplesf version of imaging PGP spectrograph: The spectrograph
optics can easily be assembled between a standard CCD camera lens and a BlW

CCD camera with a C mount

The PGP technique can be employed in the wavelength region ranging from 340
nm over the visible region to the NIR up lo 2400 nm. The silicon detector
technology, covering wavelengths from UV to 1100 nm, is the most advanced and
mature matrix detector technology using either diode or CCD matrixes. The spectral
resolution is typically 5 nm over a spectral range of 300 nm.

Since imaging PGP spectrographs have been constructed for some time for
airborne applications, in addition to on-line process control and quality inspection
purposes, they are now commercially available [a,5,6J. An imaging spectrograph
instrument for ultraviolet - near-infrared microspectroscopy has also been
developed for laboratory use, consisting of two PGP spectrographs for VIS and NIR
and an UV spectrograph based on reflective concave grating [7].

Also a multichannel PGP spectrograph for fibre optic remote spectroscopy has
been developed [8,9]. By replacing the entrance slit with an array of fibres, a fibre-
optic multiplexer system with up to 30 channels can be built without any moving
parts. The design is presented in Figure 7
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Figure 7: A multipoint spectrograph, comprising a CCD matrix camera and a
specially designed imaging PGP spectrograph connected with N opticalfibres

Detector technologies (Ge, InGaAs, PbS and PtSi) covering the upper NIR region
are becoming more feasible for industrial applications, especially those requiring
only a limited spectral region, which can be covered by arrays of a few or a few
dozens of elements. Commercial InGaAs matrix detectors and cameras are now
available for wavelengths ranging from 850 to 1700 nm in different formats,
'128x128 pixels, 320y240 pixels and 256P.56 pixels. As a result of the rapidly
developing detector technology Vfi Electronics has developed a new version of
imaging spectrometer for NIR wavelengths (850-1750 nm).

2.3 lntegrated multichan nel detector

In applications requiring only few measuring channels, the integrated detector
technique developed by Vfi Electronics can be used instead of the traditional filter-
wheel construction. The integrated detector has 2 to 4 parallel channels, each of
them comprising a specific interference filter. The channel components are
mounted on a metal frame, each channel in a chamber of its own for preventing
optical crosstalk. The metal frame is mounted on a Peltier cooler for stabilising the
temperature below the ambient; a bead thermistor is used for temperature
measurements. Allthese components are mounted in a hermetically sealed window
package (Figure 8).

The technique developed at Vfi Electronics offers obvious advantages for process
applications as well as for hand-held devices. lt provides a small and rugged
instrument construction without having to use any moving parts in the case, while
electronic chopping techniques can be used. The interference filters, which are
often made of soft and even hygroscopic materials, are well-protected against
ambient stresses in the hermetic package. The parallel channels provide an exactly
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simultaneous measurement at each wavelength, thus minimising the noise caused
by rapid variations in fast moving process streams.

Our multichannel detector construction can be used over a wide spectral range
from UV to lR by selecting the detector type and the window material according to
the specific need. Up to now we have used mainly PbS and PbSe detectors in the
1-5 pm spectral region. The temperature of these photoconductive detectors has to
be stabilised carefully, because of their high temperature coefficient 2-5 o/oloC. ln
our construction, the change of the ratio of the channel signals caused by variations
of the ambient temperature is typically ca. 100 ppm/'C.

Figure 8: Schematic of an integrated two-channel detector

Vfi Electronics has developed several process analysers based on multichannel
detector techniques. One of the applications was developed for measuring the on-
line water content of lubricating oils in circulating oil systems [1]. The measuring
wavefength band was selected a|2.95 pm, where the broad water absorption band
has its maximum, and the compensating wavelength band at the adjacent
wavelength region, where water has a negligible absorption. The length of 0.5 mm
was selected for the transmission path of the flow-through cell to give a fairly linear
response over the 5000 ppm measurement range with a detection limit of 50 ppm.
The two-channel system compensates for the turbidity caused by solid particles
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and air bubbles as wellas emulsified water, thus making it possible to measure true
water absor$ion.

The potential of this technique has not yet been fully utilised and new industrial
analysers for demanding applications are under development. One of the newest
applications is a four-channel hand-held analyser, which is showing promising
results in measuring the maturity of vegetables (Figure. 9). The standard enor of
calibration (SEC) is as low as 1.0 %, which is adequate for pea maturity
measurements.

12.00 14.00 16.00

Ghemical rebrence / AlSo/o

Figure 9: Result of four wavelength calibration of pea matuity measured with a
m u lti ch a n n e I detector p rototy pe

Gonclusion

The hybrid integrated optoelectronic techniques presented in this paper provide
new ways of implementing smaller, more compact, rugged, while still less
expensive spectroscopic analysers, guiding the way from spectroscopic
instruments to spectroscopic sensors.

Both the LED array technique and the integrated multichannel detector technique
offer obvious advantages for spectroscopic analysers in process applications and
portable instruments alike. The LED anay technique is especially suitable for NIR
instruments in the 800-1060 nm region, while new and powerful LEDs are offering
new opportunities for using NIR wavelengths up to 2500 nm and, furthermore, for
colorimetric applications alike. These provide a compact light source without any
moving parts, allowing electrical scanning of the wavelength, with a resolution
better than the bandwidth of the LEDs, and in which the stability problems of the
LED emission spectrum æn be overcome. In the upper NIR region, the
multichannel detector technique makes the rotating filter wheel redundant. This
technique has been successfully used in developing high-performance hand-held
instruments, and process analysers requiring exactly simultaneous measurement at
each wavelength.
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The third technique described in this paper, the imaging spectrometer, is a new and
potential tool for industrial measurements providing enhanced possibilities and
advantages over conventional instruments. lt has already been applied to adding
spectral resolution to existing BÂlV (black and white) vision systems, in on-line
process control and quality inspection applications and for airbome use. The NIR
(850-1700 nm) imaging spectrometer developed recently is a powerful tool for
measuring the chemical composition (e.9., moisture, fiat, protein) of process
streams. lt is capable of measuring not only the true composition but also the
distribution of this composition in real time, providing a full coverage of the whole
process stream.

The hybrid integrated optoelectronic techniques presented in this paper provide a
new means of developing specific process analysers and hand-held instruments to
supplement the present supply of versatile research spectrometers and laboratory
analysers. We expect that after the first successful demonstrations there will be a
rapidly increasing market for small, rugged, easy-to-use and low-cost analysers for
a variety of applications in e.g. food industry and agriculture, pulp and paper
industry, petrochemical industry and environ mental monitoring.
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Influence of the optical configuration on model
pred iction performance for non-destructive
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lnfluence de la configuration optique sur la pertormance du modèle
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Absfrct: In this paper some r.ssues related to the nondestructive measurement of apple
quality attributes by means of NIR reflectance spectroscopy are addressed. ln a frrst
expeiment the penetration of NIR ndiation in apple ûssue is investigated. lt is shown that
the intensity of the light source is high enough to penetrate through the skin of the apple
and the gather information about the apple parenchym. ln a second experiment a
compaison is made between two optical confrgurations which can be used to peffom the
measuremenfs; fhe bifurcated and the 0"/45" optical confrguration. To this end, a relation
has been established between the rcflectance spectra (88ù1650nm) and the quality
parameter of the apple, the soluble solid content. Depending on the data preprocessing
conelation coefficients between 79% and 91/o were obtained. lt was found that the resu/fs
obtained with the bifurcated frber were only marginally befter than those obtained with the
0"/45' confrguration.

Key'vtords: Quality, PLS, light penetration, sugar, optical configuntion, apple.

Résumé : Dans cet article sont discutés les problèmes de mesure non destructive de la
qualité des pommes par NlR. Dans une première expérience, la pénétration d'une radiation
NIR dans une pomme est étudiée : I'intensité de la source est suffisante pour pénétrer sous
la peau et recueillir des informations dans le parenchyme. Dans une deuxième expérience,
une comparaison est faite entre 2 configurations optiques : la fibre bifurquée et la
configuration O"l45o. Une relation a été établie entre le spectre de réflectance à 88G1650
nm et les paramètres de qualité des pommes tels que le taux de sucre. Des coefficients de
conélation de 79 à 91 % sont obtenus. Les résultats obtenus avec des fibres optiques
bifurquées ne sont que faiblement supérieurs à la configuration 0'/45'.
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1. lntroduction

ln recent years research has been focused on the development of non-destructive
measurement techniques for quality attributes of apples such as pH, sugar content
and firmness. The advantages of these techniques include fast execution, limited
sample preprocessing, easy use in process control and grading systems. NIR-
spectroscopy has been suggested recently as a non-destructive technique to
measure quality parameters of various fruits and vegetables. NIR methods have
already been used to detect bruises on apples (e.9., Upchurch et al., 1994; Pen et
al., 1985). Kawano (1992) studied the sugar content in peaches with an opticalfiber
in interactance mode. Slaughter (1995) determined that visible and NIR-
spectroscopy could be used to measure nondestructively the internal quality of
peaches and nectarines as characterised by their SSC, sugar content, sorbitol
content and chloroffll content. Bellon-Maurel (1992) used the wavelength region
between 800-1050 nm to built a model for sugar measurement. ln a recent study,
Moons et al. (1997) established a relation between N|R-spectra and apple fruit
quality parameters such as acidity, pH and sugar content.

For intemal quality measurements, it is important that the NIR radiation penetrates
the apple tissue sufftciently. In literature only a few studies on this topic are
mentioned. Chen en Nattuvetty (1980) measured the penetration depth by
separating the source and the detector fiber by a black knife. On average the
detector signal was fading away with a knife depth of 2.5cm. But the results were
found to be strongly dependent on the wavelength, the intensity of the light source
and the configuration of the spectrophotometer. Hother et al. (1995) followed the
changes in reflectance properties of unpeeled apple disks with varying thickness.
They found that , depending on the variety and the wavelength, the penetration
depth varied between 0 and 7 mm. For Jonagold the maximum depth equaled 5.5
mm. However, the authors only considered a wavelength range between 480 and
800 nm. lt should be observed that, even if the radiation sufficiently penetrates the
apple tissue, it is required to separate the reflected radiation due to intemal
scattering from that due to specular reflection. Several optical configurations have
been used in the literature, including bifurcated light guides and 0"145"
configurations. lt is not clear how the configuration affects the quality ôf the
calibration models.

The objective of this paper were (i) to evaluate the penetration of NIR radiation
through apple skin, and (ii) to compare two optical configurations for measuring
intemalapple quality attributes by means of NIR reflectance measurements.
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2. Materials and methods

Apples

The Elstar apples used for both experiments (70 apples) were purchased at a local
auction and stored for 2 days in a climate room at 20'C and 70% relative humidity
to equilibrate. For the calibration models 60 Elstar apples were used. From each
apple four spectra (880-1650nm) with the bifurcated and with the 0'/45'-
configuration (see further) were taken at exact the same position. The soluble solid
content, which is strongly corelated with the sugar content, is measured at the
same positions with a refractometer (PR-101 Palette Series, ATAGO CO., Ltd.,
Japan).

Refl ecta nce meas u rem ents

For each apple 4 reflection spectra (880-1650 nm, wavelength increment 0.5 nm)
were taken at four equidistant positions along the equator, with a spectrofotometer
(Optical Spectrum Analyser (OSA) 6602, Rees Instruments Ltd., Godalming, UK).
The light source consists of a 12Vl100W tungsten halogenlamp (Phillips
7724.M128) that can be used both in the visible and near infrared region. Two
different optical configurations can be used. \Mth the bifurcated optical configuration
(type MIO€134) the light is guided tp the sample by source fibres, and from the
sample with the detector fibres. In the head of the bifurcated cable the source- and
detector fibers are situated randomly (see figure 1). The fiber has an active surhce
ol 4 mmz and is held directly to the skin of the ftuit which has the advantage of a
higher light intensity. lt can only be used in the wavelength range from 380 to
1650nm. The 0"/45' optical configuration (see figure 2) consists of a black box
(type 6151) in which the source and the detector ftbres are positioned under an
angle of 45". The incident beam falls perpendicularly onto the sample, to avoid
specular reflection, and is detected under an angle of 45'. Since the illuminated
surface is larger the intensity will be lower than with the bifurcated cable. ln both
æses the reflected light is divided into individual wavelengths by the diffracting
gratings of the monochromator. Grating A (type 6632) is used for the wavelength
range from 300 to 1080 nm and grating B (type 6633) for the range 1080-1650 nm.
A silicon detector (type 6632) is used for the visible and the beginning of the near
infrared range (300-1100 nm) and a PbS detector ( type 6633) is used in the NIR
range (1000-2000 nm). The signals are processed with softivare, model 6857
v1.30. The configuration is calibrated with a He/Ne laser and a spectrum from a
BaSOo-disc served as reference.

An average spectrum for each apple was calculated and the data were
preprocessed by reducing the number of points of measurement and taking the
second derivative using the method of SaviEky-Golay (SaviEky and Golay, 1964).
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The second derivative or multiplicative scatter conection (MSC) is used to correct
for additive and multiplicative effects in the spectra (Martens and Naes, 1987). The
result was used together with the quality parameters in the statistical analysis. The
technique used for the analysis of the spectral data is partial least squares (PLS).
The calculations were executed with The Unscrambler. a statistical software
package for multivariate calibration.

Lightsource lV

Sourcefiber Sourcefiber

Detector fiber

Black holder

Figure 1: The bifurcated optical
configuration

Figure 2: The 0"/45" optical
configuration

Li g ht pe n etrati o n expe ri m ent

To obtain information about the light penetration properties an experiment based on
earlier work of Lillesaeter (1982) was performed. Lillesaeter (1982) divides the
information in a reflectance spectrum of a leaf into two components: information
coming from the leaf and information coming from the background, being the
ground. In this study the leaf surface is replaced by the skin of the apple and the
background conesponds to the tissue under the skin

The total reflected radiation ( R* ) consists of two components: the inherent skin

component, .R, which is the radiation reflected by the skin with a perfectly black
background, and a background component, R', being the radiation reflected by a
non black background, changed by transmission through the skin. \Mth ,Ithe
intensity of the incident light beam and r the transmission of the skin the following
formula can be derived:

Àn =.R+R'= rI +r'r2l (1)

with r and r' respectively the reflectance of the skin and the background. The
apparent reflectance of the skin is defined as:

,"=+=r+r'r2 (2)
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Two measurements with a different background (D en L) are sufficient to solve the

equations in the skin parameters r 2 and r.

rrD=f+r'o72

fsl=f+rtr12

-2-rsD-rsL
l'D-l'L

I =trD - 7' D|'

(3)

(4)

(5)

(6)

All the measurements for this test were executed with the spectrophotometer as
described above using the 0"145o optical configuration. For this test a piece of the
red and the green side of the apple were used. The skin is carefully isolated from
the fruit flesh. This undamaged skin is used for the measurements with the different
backgrounds.

3. Results and discussion

3.1 Light penetration expertment

Figure 3 shows the spectra of the different backgrounds. Remark that the black
background is not perfectly absorbing and that the white background is not
completely reflecting the incident radiation. The green background has a low
reflection at 692nm, which is the $pical absorption wavelength for chloroffll. Both
papers do also show water absorption bands at 1495nm. The wood has in addition
a high absorption at 1180nm an other typical water absorption band.

Figure 4 shows the inherent reflectance, r, of a green and a red piece of apple skin
as a function of the wavelength. For different combinations of two backgrounds
(black and white, black and green, green and wood, ...) the system of two
equations was solved to obtain the skin parameters, r en t2. The r values calculated
on different measurements fall close to each other for one colour of the skin. On
average the red skin gives higher inherent reflectance values than the green one
and the chloroffll absorption (692nm) is higher for the green skin, because the red
side of the apple has seen more sunlight and is in a further ripening stage. The
ripening is reflected in a decreasing content of chloroffll.

The transmission, f, is plotted as a function of the wavelength in figure 5 for green
and red apple skin. The thin curves indicate the calculated values lor f . The two
thick curves are the mean transmission curves. For the green apple skin, the mean
transmission curve is strongly influenced in the colour range (400-700nm). This is a
measurement enor since by definition the value of t" can never exceed 1 (or
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100o/o). The mean C values for the two skin colours are almost equal. At first sight
the two means seems to be quite different but taking only the NIR-range (800-
2000nm) into account, t2 for the green skin is only a vertical translation compared
to the red skin, which indicates that there is no large difference in transition
properties of the red and the green skin. This additive effect is caused by light
scattering (\Mlliams et al., 1987) and can be conected by MSC-conection
techniques or by calculating a second derivative spectrum.

Figure 6 shows the reflectance spectra for the red apple skin with white and black
background. Since the reflectance of a black background is very small, the inherent
reflectance of the red apple skin has to be equal to the reflectance spectrum of the
skin with the black background. This is shown by figure 6. This figure also illustrates
that background information can be found in a NlR-spectrum, since the spectrum is
dependent of the background. But also the fact that C differs from zero proves that
light is penetrating through the skin. The area between the curve of the average
inherent reflectance of the red skin and the reflectance spectrum of that skin with a
certain background is an indicator for the amount of information coming from the
background. Intuitively æn be said that the amount of information from the
background exceeds the amount of information from the skin, since the
transmission coefficient is larger than the inherent skin reflectance. This experiment
is also performed with a piece of apple tissue as background, which leads to the
same conclusions. lt can be concluded that a N|R-spectrum can contain information
about the underlying fruit flesh.

Reflectance spectra of different backgrounds
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Figure 3: Reflectance spectra of the different backgrounds
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Figure 5: The transmission spectrum of a green and red apple skin
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Reflectance specrrum of a red apple skin with a white and a black background
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Figure 6: The influence of the background on the retlectance spectrum of a red
apple skin

3.2 Compartson of the optical configuration

In table 1 and table 2 a serie of regression models is displayed for the prediction of
the soluble solid content of Elstar apples for both the bifurcated and the 0"45'
configuration. Choosing the best model is difficult, since it depends on a number of
parameters: the root mean squared enor of prediction and calibration (RMSEP and
RMSEC), the difference in explained y-variance between the calibration and the
validation set, the difference between RMSEP and RMSEC, the corelation
coefficient between the predicted and the measured values, the number of latent
variables, ... Full cross validation is used to validate the models.

Table 1 gives a survey of different models based on spectra taken with the
bifu rcated optical fiber.
The model with MSC treatment has a low RMSEP value (0.55) and a small
difference between RMSEC and RMSEP. A large difference indicates that the
calibration set does not represent the validation set. The conelation coefficient
between measured and predicted values equals 0.91 (See figure 7).
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Table 2 shows the models calculated for the 0"145o configuration. The same
pretreatments are used to compare the two optical configurations. Three remarks
are to be made.

First, model 6 with MSC-treatment gives a good RMSEP, a low number of latent
variables and a small difference in explained y-variance between calibration and
validation set. The models based on the second derivative of the spectra require
more latent variables which conesponds with a higher explained y-variance for the
calibration set.

A second remark æncems the curvafure of the plot of the residual y-variance as a
function of the model complexity. For the 0"145" configuration this plot is
characterised by a sharp peak as the

Model Pretreatment Lat. Var. RMSEC RMSEP Conelation
1 o10 5 0.45 0.55 0.91

2 .10 5 7 0.37 0.73 0.85
3 .10 10 7 0.43 0.59 0.90
4 .10 15 6 0.43 0.57 0.91

5 .10 20 7 0.47 o.62 0.88

ox indicates the size (x) of the reduction of the original spectrum, x denotes the half of the
interval (x) used for the calculation of the second derivative using the method of Savitzky-
Golay en ! indicates the MSC treatment.

Table 1: Suruey of the prediction pefformance of the different calibration SSC-
models for the bifurcated optical frber
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Model Pretreatment Lat. Var. RMSEC RMSEP Conelation
6 o10 I 5 0.61 0.72 0.83
7 .10 5 7 0.39 0.84 0.79
8 o10 10 7 0.52 0.70 0.86
9 o10 15 6 0.53 0.65 0.87
10 .10 20 5 0.56 0.66 0.87

rx indicates the size (x) of the reduction of the original spectrum, x denotes the half of the
interval (x) used for the calculation of the second derivative using the method of SaviEky-
Golay en ! indicates the MSC treatment.

Table 2: Survey of the prediction pertormance of the different SSGmode/s for
the 0"/45" optical configuration

minimum, which makes it easy to choose the optimal number of latent variables.
For the bifurcated fiber this plot has an exponential curvature. The choice of the
number of variables is not so easy.

As a final remark it is important to mention that leaving out some samples can
influence the prediction performance of the model.

Conclusion

ln the first experiment it was proven that a NIR-spectrum, measured with a 0"145"
conftguration, can contain information about the state of the fruit flesh. The
background influences the spectrum of the skin and the transmission coefficient
differs from zero. The proportion of the inherent reflectance to the transmission
coefficient is an indicator for the amount of information coming fom the background
compared to that coming trom the skin.

A general overview of table 1 and table 2 leads to the conclusion that the bifurcated
optical fiber gives only slightly better prediction results than the 0"145" configuration.
First, the RMSEP values are, on average, less in table 1 than in table 2. In addition,
for a comparable number of components, the explained y-variance and the
validation conelation are higher for the bifurcated cable. The low cost, the
possibility to measure contactless and the only slightly worse results compared to
the bifurcated cable, make the 0"145" configuration the best choice for commercial
applications.
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Spectral amplification in NIR spectroscopy and sorting
of whole apples-

Amplification spectrale en spectrométrie laser N/R ef ti des pommes

Marc MEURENS and Emmanuelle MOONS

UNIVERSIW OF LOUVAIN, Laboratory of NIR Spectrometry
Place Croix du Sud 2(8), 1348 LouvainJa-Neuve, Belgium
e-mail: meurens@bnut. ucl.ac. be

Abstract: The spectral amplifrcation methods aim at the increase of the signal to noise ratio
in spectroscopy. A frrst way to pertorm this increase in NIR spectroscopy has previously
been descibed with the DESIR technique of sample prepantion for the analysis of
aqueous liquids. Wth an intense light source such as a laser and a sensitive CCD detector,
ff is a/so posslb/e to achieve a spectral amplification in NIR spectroscopy of solid sample
such as apples for example. A comparison of spectra taken by a CCD spectrcmeter on
apples illuminated by a 700-mW Tttanium:Sapphire continuous wave laser and a 150-W
tungsten halogen lamp is presented here to demonstrate the advantage of tnnsmission
measurements with strong sources and sensifive detectors in apple softing according to the
intemal quality.

Keyuords: N/R /aser spectroscopy, tnnsmission, reflection, optical pathlength, apple
softing.

Résumé : <<L'amplification spectrale> a pour objectif d'accroître le rapport signaUbruit en
spectroscopie. Une première méthode a été décrite dans la technique DESIR, technique de
préparation des échantillons liquides. Avec une source puissante comme un laser et un
détecteur CCD, il est également possible de réaliser l'amplification spectrale d'échantillons
solides tels que les pommes par exemple. Une comparaison entre le spectre enregistré par
une caméra CCD d'une pomme illuminée par un laser continu Ti:Saphir de 700 mW et une
lampe tungstène halogène de 150 W est présentée pour montrer I'avantage de la mesure
en transmission lorsqu'on utilise des sources puissantes et des détecteurs sensibles pour
le tri des pommes en fonction de la qualité.

' Research funded by the Belgian Federal Ministery of Agiculture
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1. Introduction

Near infrared (NlR) light transmission is an established nondestructive technique
for evaluating the intemal quality of many horticultural products. Although an apple
for example transmits less than 0.1 percent of the light falling on it, the
characteristics of this transmitted light have been related to the fruit interior quality.
Already in 1958, Birth and Nonis (1) described an instrument for measuring NIR
transmittance spectra of whole fruits such as intact apples to evaluate maturig and
intemal defects due to physiological disorders. A measuring wavelength related to
the desired characteristic and a reference wavelength must be carefully selected to
successfully evaluate the fruit interior quality. This instrument has been termed
horticultural spectrophotometer or 'hortispect'. The arangement of components
making up the 'hortispect' was a 100-watt ribbon ftlament lamp, standard
microscope lenses, an integrating sphere and a multiplier type phototube.

The difference 
^OD 

(700 - 740 nm) between the optical densities (OD) at 700 and
740 nanometers has been reported as a good index of chlorophyll content and
maturity level (2), whereas the difference ÂOD (760 - 810 nm) between the optical
densities at 760 and 810 nanometers has been reported as a good index for water
core (3).

According to Lovasz et al. (4), parameters that can determine maturity (refractive
index, firmness) and some other parameters (dry matter, alcohol insoluble solids)
are predictable with acceptable accuracy from NIR transmission spectra of apples.
According to Kawano et al. (5), the NIR transmittiance spectroscopy is also
accurate enough to determine the maturity level of oranges. However these authors
have used dispersive scanning NIR spectrometers (Tecator Infratec 1255, Pacific
Scientific Model 6250) which are too slow for a convenient apple sorting in fruit
conditioning stations.

Today it is interesting to test new fast spectrometers based on diode anay
detectors and laser sources which could fit better to the requirement of on line fruit
sorting. So we have tested a coupled charge device (CCD) specfometer with two
different strong sources : a 150-W halogen tungsten lamp and a 700-mW
titanium:sapphire (TiSa) laser.

2. Material and methods

Fifteen Jonagold apples at the same maturity level and without (extemal and
intemal) defects were used as samples in the spectroscopic measurements.

The white lamp was a 150-W Osram tungsten halogen lamp lighting up the 350 -
2500 nanometers (nm) spectral range. The OD (log 1Æ) spectra of the light
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transmitted through the apples were taken directly from 500 to 850 nm within 1

second on each apple by the CCD spectrometer.

The NIR laser source was a tunable continuous wave Spectra-Physics 3900S
titanium: sapphire laser pumped by a 7-W Spectra-Physics Stabilite 2017 argon ion
laser so that a monochromatic light is delivered at a power o10.7 W in the 700 -
1000 nm spectral range. The spectra of the NIR laser lighttransmitted through the
apples were taken step by step at intervals of 5 nm manually selected by a
micrometric screw from 730 to 830 nm.

In both cases the NIR transmitted light has been measured by a CCD Ocean Optics
52000 spectrometer connected by a fiber optic cable to the apple skin at the
opposite side from the light source (Fig.1).

TiSa laser
micrometric screw

Figure 1: Schematic drawlng of the titanium:sapphire laser spectrometer

3. Results and discussion

The spectral data acquired in transmission mode with the two different light sources
have been treated in multiple linear regression (MLR) versus the physico-chemical
reference data that are the refractive index (Brix), the acidity and the firmness in
order to see what is the conelation with maturity parameters. In using specûal data
at two to four different wavelengths, a better conelation is obtained with the TiSa
laser (R2 = 0.8) than with the white lamp (R2 = 0.5) for the Brix. An equivalent
conelation (R2 > 0.8) has been obtained with both light sources for the acidity and
the firmness.

Transmission spectra taken with the two different sources and the same apples
were recorded in a graph (Fig. 2).
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Figure 2: Spectra of whole apple with white lamp between 500 and 850 nm and with
laser between 730 and 830 nm

We can observe that the transmission spectra present a larger OD variation than
the conesponding reflection spectra in the same wavelength range (500 - 850 nm)
but also that between 730 and 830 nm the TiSa laser produces a larger OD
variation than the white lamp. So we can say that there is a spectral amplification in
transmission.compared with reflection and that this spectral amplification is stronger
at least on the studied wavelength range with the laser than with the white ligth
souræ.

An explanation of this spectral amplification can be found in studies of light
absorption and scattering in biological tissues (6). \Men light travels through
biological tissue it is attenuated due to the effects of both scatter and absorption,
and hence the effects of both of these phenomena must be taken into account
when considering spectroscopic measurements.

In a non scattering medium, there is a relationship between the light attenuation,
the concentration of absorber and the optical pathlength. This relationship is given
by the Beer-Lambert law equation : A = log (lJ) = s. c. d

where / = absorbance, Iight attenuation or optical density (OD),
lo = light intensity incident on the medium,
l= light intensity tnnsmitted through the medium,
o = specifrc extinction coeffrcient in mmolarl. cm'1,

c = concentration of the absoher in mmolar,
çl= thickness of the crossed medium in cm.
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Wlen a scattering medium is considered, the Beer-Lambert equation must be

modified to include an additive term G, due to scattering losses and a multiplicative
fiactor B, to account for the increased optical pathlength due to scattering. ïhe
photons travel a mean distance which is greater than the simple thickness d of the
crossed medium. This true optical distance has been defined as the differential
pathlength :

9=B'd

where B is the multiplier or the differential pathlength factor. The modified Beer-
Lambert law which incorporating these two additions is expressed as :

A=a.c.d.B+G.

The explanation of the more pronounced spectral variation indicated by a larger
difference of light attenuation 

^OD 
(750 - 800 nm) between two selected

wavelengths in transmission measurement through whole apples than in refection
measurement on the apple skin, overallwith a laser source more than with a white
source, can be found in the assumption that a longer mean distance is travelled by
the photons inside the apple flesh than inside the apple skin overall when the
incident beam has the very high spatial and spectral density of the TiSa laser
beam.

Another comparative study (7) of diffuse transmission and reflection leads to a very
near conclusion about the importance of the optical pathlength in NIR
spectroscopy. ln that other study we speak of light pathlength shortening, here we
prefer to speak of optical pathlength extension and of spectral amplification.

We can say also that effect of spectral amplification observed in transmission
measurement with a very intense ligtht source looks like the effect that we obtain in

the dry extract (DESIR) technique (8) of sample prepation for the NIR analysis of
aqueous liquids. Moreover a similar effect of spectral amplification is presented by
a poster of Meurens in this same Sensoral 98 conference.

Conclusion

The obtained results show.that below 1100 nm the NIR light transmission
measurement through whole apples by a CCD spectrometer give better OD
differences than the light reflection measurement on the fruit skin by diode anay or
scanning NIR spectrometers.
The results show also that the light transmission measurement through whole
apples give better OD differences inside a limited wavelength range (730-830 nm)
with a laser than with a white lamp. These differences of results between the
measurement modes and the light sources could be explained by longer optical
pathlengths in transmission measurement with laser source.
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lf the observation of a spectral amplification is confirmed by more complete
experiments on a larger part of the NIR spectrum, an interesting improvement of
the NIR instruments will be possible for better performances of whole apple sorting
by NIR spectroscopy.
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Real-time NIR sensor to sort fruit and vegetables
according to their sugar content

Un système proche infrarouge temps-réel pour le tri en ligne des
fruits en fonction de leur taux de sucre

J.M. Roger, V. Bellon-Maurel, L. Dusserre-Bresson, P. Fayolle, G. Ranou

CEMAGREF GIQUAL - Sensor and lnformation Engineering for Food Quality
and Agriculture
BP 5095 34033 MONTPELLIER Cedex 1, France
e-mail : jean-michel.roger@cemagref.fr

Abstract: Researchers have been showing that Near Infrared Spectroscopy (NIR)
can be used to measure sugar in the fruits for about 10 years. However, the lack of
robusfness of the prediction model remains an obstacle for the development of on-
/ine sensors.
CEMAGREF research aims to develop robust methods for spectral analysis by taking into
account some extemal variables responsible of prediction model drifts.
In the early 1998, more than 2A0 fruits have been softed using these methods on
the SHIVA machine (European Esprit project), showing a Standard Ecart of
Prediction (SEP) /ess than 1 "Bix, and a repeatability of 85%.

Keytords: N/R sensors, sugar measurement, fruit and vegetable sorting.

Résumé : Les recherches de ces dix demières années ont montré que le proche infta-
rouge (NlR) peut être utilisé pour mesurer le taux de sucre des fruits. Toutefois, le manque
de robustesse du modèle de prédiction est un obstacle au développement de capteurs en
ligne. Le but de la recherche au Cemagref est de développer des méthodes d'analyse
spectrale robustes en tenant compte de certaines variables extemes, responsables des
dérives du modèle de prédiction. Début 1998, plus de 200 fruits ont été triés en utilisant ces
méthodes sur la machine SHIVA (Projet Européen ESPRIT), montrant un écart standard de
prédiction inférieur à 1 'Brix et une répétabilité de 85%.'

533



1. Introduction

Nearlnfrared has been shown for years to be an adequate technique to non-
destructively measure the sugar content in various fruits: peaches [1], pealed melon

[2], apples [3]...

However, although near-inftared spectroscopy is more and more found in on-line
systems [4], most of the systems dealing with fruits are not usable in an industrial
environment. The reasons are their lack of reproducibility and the difficulty to
calibrate them.

Our aim was to bridge the gap between the laboratory experiments and real
applications in fruit quality control by near infrared. ln 1992, we have built a
multiplexed system to measure sugar content in fruits [5]. However, robustness still
had to be improved in regard to the wavelength drift of the spectrometer (À; in nm).
This lack of robustness causes some real problems on line because the
spectrometer is exposed to mechanical vibrations and temperature variations that
cause offset drift. \Mth the device we used, this offset can reach 4 pixels, that is to
say 1,2 nm.

After a preliminary discussion about robustness, the method we adopted is
exposed. Some results are then presented as a conclusion.

2, Discussion about robustness

2.1 Quantification of the problem

The notion of robustness is rarely quantitatively defined. Here, the robustness
relative to a variable V is evaluated by the calculation of the first derivative of the
prediction enor with respect to V. The prediction enor is So-S., where So is the
predicted sugar content value and S, the reference one. Then, the robustness index
is:

/. = 
ôs'

'6V
The lower this value, and the more robust the model.
The model established in laboratory is based on a classical Partial Least Squares
(PLS) leaming process. A 0,6 "Brix SEP was obtained. Some experiments have
shown the following robustness index value :

Ix = 3o Brix lnm
From these value, and with a specification of 1"Brix for the enor of prediction, it is
easy to calculate the maximalvariation for À :

ÂÀ,n* = 0,33 nm.

534



ln on-line conditions, keeping the calibration of the spectrometer within 1 pixel
variation is not ensured, especially with low cost devices. This entirely justifies the
need of improving the robustness of the prediction model.

2.2 Preliminary remarks on the robusfness improvement

Whatever the variable V, which is the source of enor, two main methods are
available to improve the robustness of the PLS prediction model :

The ftrst one takes into account the value of V (provided by any means or estimated
onJine). The prediction model is adjusted with regard to this value, by to ways :

- the spectral data are corrected to place the model in the same conditions than
during the learning process,

- the prediction model is conected, or takes into account the value of V.

The second one consists of integrating the variations of V into the leaming set. Two
methods can be employed :

- building a leaming set covering the entire variation domain of V,
- pre-processing the spectrum to make the model less dependent on V.

lf it is possible to modify the model in relation with the value of V, the first method
should be preferred, because it may induce less noise on the model than the
second one. Then, this kind of method has preferably been investigated. However,
it is limited by some severe constraints:

- the results directly depend on the precision of the evaluation of V,
- much more computation may be needed in realtime.

3. Method

Two kind of wavelength drift can occur: a static one, when the process starts, or a
dynamic one, appearing during the process. Their effects are not identical. Since a
reference measurement is taken before starting, the static offset affects the spectra
with a pure translation (because I and lo are shifted with the same value). On the
other hand, a dynamic oftset entails a combination of a translation and a
deformation. Because it is less simple, only this latter case has been treated.

3.1 Problem analysis

At first sight, the sensitivi$ of the PLS model with regard to the wavelength drift
appears virtually obvious. However, the value attached to a specific wavelength is
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strongly conelated to its neighbours. Then, a wavelength offset should not be so
critical. Moreover, it is easy to see that the sensitivity is not dependent on the
smoothing of the spectrum (which however increases the conelation between
wavelengths).

Then the understanding of this problem requires a finer analysis of the PLS
functioning. The PLS deals with an iterative reduction of the variance of the original
and residual spectra. At each step the sugar contents of the apples can be
determined. The computed sugar contents, for each step of the algorithm, is shown
in Fig 1.

Sucre prédit ('B)

N' de facieur

Figure 1: Evolution of the predicted concentration duing the iterative process of
vaiance reduction

It is clear that the first factors give an average evaluation of the sugar contents, and
the other ones are responsible of the separation between the samples. ln other
words, the precision of the prediction is only due to the further factors of the model,
the last ones also generating noise. Then it becomes clear that an offset, which
especially affects the last residual spectra, directly affects the differentiation phase.

3.2 Taking X drtft into account

Since it is very simple to conect the spectral data in regard to a known ofbet drift
(translation of the spectrum before dividing by lo), the methods based on the
integration of l" variations into the leaming phase have been cancelled.

The wavelength offset is a slow phenomenon. Then, the identification of À is based
on the measurement repetition, as illustrated in the following scheme (Fig.2)
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Figure 2: Pinciple of slow )' drift identification

Two kinds of principles have been tested for the identification of À drifr :

- analytical (geometry based) ones,
- black box (leaming based) ones.

The analytical methods only will be presented.

These methods are simply based on the recognition of a characteristic element of
the spectrum, which is bound to a specific wavelength. Different characteristics
have been explored. For each of them, a criterion C. is computed as the standard
deviation of prediction of À on a set of examples taken without any ofbet. lf this
criterion is satisfied, the ability of the criterion is tested for the prediction of l, which
essentially relies on its invariance with regard to the offset (at least locally).

First of all, two simple geometrical points on the absorbance spectrum have been
tested : the maximum and the main inflexion point, as represented in Fig.3 :
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Figure 3: Two simple geometricalcharacteistics on the absorbance spectrum

For these two points, the standard deviation of the abscissa is about 3 pixels, that is
to say I nm. The following histogram (Fig.4) presents the dispersion of the abscissa
of the maximum. lt shows that the distribution is not symmetric, that could lead to
some systematic enor in the slow identification process.

Figure 4: Distribution of the maximum aôscrssa of the absorbance spectrum

The distribution of the inflexion point abscissa approximately follows the same
shape. The dispersion has been judged too important for continuing in this way.

A second geometrical approach is based on the spectra intersection. lt has been
seen that after a particular pre processing, all the spectra cross more or less at a
common point (G). The Figure 5 illustrates this phenomenon :

rr !è E
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Figure 5: lllustration of the point G

The repartition of the abscissa of G (XG) is represented on the following histogram
(Fig. 6). The standard deviation is 1,5 pixel, that is to say C^=0,5 nm.

40

35

Figure 6: Distribution of X6

Given this encouraging results on G point stability, more tests have been conducted
in order to determine its independence with regard to the wavelength offset.
Because the G point is obtained by geometrical computation, it is obvious that its
position is affected by the wavelength offset. Commonly, the absorbance spectrum
is obtained by division of I (which is translated by the ofbet) by lo, which is not
translated. Then, the slope of I nearby the theoretical abscissa of G (Pu) could be
an important fiactor for sensitivity. Some tests have been conducted in this way. The
Figure 7 shows the dependency of G position drift (^G) with regard to Pn :
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Figure 7: Relationship between Xc drift and the slope of I nearby Xn

Then, G point appears as a good characteristic of the wavelength offset, on
condition that the slope of the spectrum nearby Xn is taken into account. This way
for identiffing À has not been more investigated, but is very promising, especially
because the computation charge is very light.

4. Results and conclusion
The research described in this paper has been tested on the SHIVA prototype
(European ESPRIT project), demonstrated on February 1998.

A method based on the spectrum shape analysis has been developed to conect the
wavelength drifts. Intensive tests have confirmed the efficiency of this ofbet
detection method. Thanks to this conection, in on-line conditions, a SEP of 0,7
'Brix has been reached, that is to say more or less the same value than the
laboratory one (0,6'Brix).

Repeatability tests, consisting of sorting again the fruits preliminary sorted in a
given class, have given a 85o/o ratio. This result is very satisfactory, especially with
regard to the variability of sugar contents inside the same fruit (up to 1'Brix).

Further work has to be achieved on the other variables causing a lack of
robustness, like fruit temperature or incoming signal variation (due to dust on the
fibre optic).
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Part 8

Glassification and multisensor fusion





SHIVA (European project): A robotic system for fruit
sorting

SHIVA (Projet européen) : Un système robotisé de tri des fruits

Antoine Bourely

PELLENC SA, U122 Pertuis, France

Abstnct: The Espit Project 9230, SH|', has brought together during 3.5 years frve
paftnerc of Research and lndustry, around two key objectives for the fruit industry : to
ensure quality control of each individual fruit, especially for taste related criteia (maturity,
sweeûress), and to pack each fruit automatically and without damage.

The SHIVA partners have developed industry compatible sensors derived from laboratory
senso/'s, and robotic principles for soft fruit handling ; they have adapted classical packing
line elements, and developed new CIM components for packing house superuision. They
have integrated these components into a Pilot Line, and demonstrated its opention in semi-
industrial conditions on apples and peaches, with speeds around 1000 fruit{hour. As a
result, several combinations of these elements will lead to commercial prcducts in the near
tuture, especially for high quality gnding units and for automatic sample inspecting
machines.

Résumé : Pendant 3 /. ans, le projet ESPRIT EP 9230, SHIVA a rassemblé 5 partenaires
de la recherche et de I'industrie autour de 2 objectib clefs pour I'industrie des fruits:
assurer un contrôle de qualité de chaque ftuit individuel, en particulier pour les critères
reliés au goût (maturité, teneur en sucre) et empaqueter chaque fruit automatiquement et
sans dommage. Les partenaires SHIVA ont développé des capteurs compatibles avec des
contraintes de I'industrie à partir de systèmes de laboratoire et ont validé des principes
robotiques pour la manipulation des fuits fragiles. lls ont adapté les éléments de
conditionnement classique en ligne et ont développé de nouveaux composants CIM pour la
supervision de la stration de conditionnement. Ces composants ont été intégrés dans une
ligne pilote qui a été testée en conditions semi-industrielles sur des pommes et des pêches
à une vitesse approximative de 1000 fruits par heure. Plusieurs combinaisons de ces
éléments conduiront à des produits commerciaux dans un futur proche, en particulier pour
des unités permettant de trier des fruits de haute qualité et pour des machines
automatiques d'inspection de lots de fruits.
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1. The partners

PELLENC SA is the project co-ordinator
manufacturing company specialised in automated agricultural machinery
Contact persons: Antoine BOURELY, Alain CONSTANS
Address :BP 47,U122 PERTUIS Cédex, France
tel : +33/4.90.09.47.15 ; tax:3314.90.09.64.09; e-mail : pellenc@aix.pacwan.net

FOMESA : manufacturing company specialised in fruit packing machinery
Contact persons : Jorge PUIG, Francisco NAVARRON
Address : Jesus Morante Bonas, 24,46012, VALENCIA, Spain
tel : +34/963.16.54.00; fax : 34/963.67.79.66; e-mail : fomesa@ibm.net

CEMAGREF : French lnstitute for Agricultural and Environmentral Engineering
Research, with labs specialised in sensor development for food products
Contact persons : Véronique BELLON-MAUREL, Vincent STEINMETZ
Address : BP 5095, 34033 MONTPELLIER Cédex 01, France
tel : +33/4.67.04.63.19 ; fax: 3314.67.04.63.06
e-mail : veronique. bellon@cemagref.fr

MIA : research centre for agriculture specialised in fruit and vegetables
Contact persons: Enrique MOLTO, Florentino JUSTE
Address : Canetera de Moncada-Naguera, km 4,5, 46113, MONCADA,
VALENCIA, Spain
tel : +341961.39.10.00; tax: +3/,1961.39.02.40; e-mail : emolto@ivia.es

EICAS : sofrrrare company specialised in plant automation soft,vare.
Contact person : Giovanni PEROTTO
Address : Via Vela 27,10128 TORINO, ltaly
tef : +39/1 1.562,3798; fax : +39/1 1 .436.0679; e-mail : gperotto@eicas. it

2, Objectives

2.1 Approach and methodology

The original idea of the SHIVA project was elaborated as early as 1991. lt was to
make a revolution in the way fruits were sorted :

'go away from quick sorting on apparent quality (size and colour),
- get into detailed individual sorting based on intemal quality (taste and maturity) ;

- reduce fruit falls during sorting to reduce damage.

The weapon for this was the integration of several recent advances :
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- the power and flexibility of robotic technology ;

- the rapid advances in solid state sensor technology at affordable cost ;

- the rapid progress in computer management of production.

A huge gap was noticed between the many features measured on biological
products in the lab and the very few features measured on a standard packing line.
As long as laboratory methods were destructive (penetrometer, refractometer), the
gap could not be bridged. \Mth the advent of non destructive methods, the gap
could be bridged : we just had to demonstrate that sensors (firmness, NlR, aroma)
could be brought in contact to the fruit in a practical way. Robotics offered this
potential.

Additionally, robotics enabled to image all the surface of a fruit, reaching a
theoretically perfect detection (for colour and defects), and even to orient the fruit in
any final configuration (however, this capability is more related to visible than to true
quali$). Thus, even with <classical>, non contact sensors, like vision, robotics
could greatly improve the type of processing.

From the beginning, it was obvious that the drawback for this was a much slower
sorting cycle : several seconds per fruit, instead of several fruits per second. The
bet was to achieve industry and consumer acceptance of the additional cost, based
on a guaranteed quality.

Like all revolutions, it had to be universal : all spherical fruits and vegetables had to
be considered, even if we had to eliminate many of them on the way for practical
reasons. At least, these reasons had to be explained.

2.2 List of project objectives

Based on the above rationale, we have decided of the partnership, and we have
split the project in the several objectives. We state them below with a brief
summary of the conesponding achievements :

2.2.1 Develop new sensor sysfems for on-line sorting and quality
evaluation

- 4 species of fruits have been selected, two of them completely tested : peaches
and apples;
- 4 sensor technologies have been tested and integrated :

- aroma, sugar content, firmness, machine vision
- sensor fusion has been tested on 3 species, one of them integrated on line
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2.2.2 Develop fruit handling robot cells with integrated vision /sensor
sysfems

- Each piece of fuit has been individually handled by two robot units :

- an inspecting / orienting unit, and a handling / packing unit;

- Quality sensors have been integrated into the handling process (inspecting unit).

2.2.3 Design new types of packing houses

- New, more flexible packing house elements have been designed and tested :

- unstackers, cleaners, stackers

- Classical elements have been implemented and optimised to connect the robotic
packing unit to a classical pre-sorting line.

2.2.4 Design a CIME sysfem optimized for selecting highly variable
products

- A Line Manager software for line supervision has been integrated into the robotic
line;

- A Plant Manager softivare has been developed for a more generic packing line.

2.2.5 Build a pilot plant to integrate and test technical developments

- A pilot line integrating two robotic devices, the handling of 12 commercial boxes,
all sensors except the aroma sensor, all connection elements to a pre.sizing line,
and the Line Manager sofrrnrare has been built.

- Two generations of the Pilot Line have been built: one in 1996, the other one in

1997:

- The latter Pilot Line has been intensively tested first on peaches (July 1997), and
then on Apples (December 97).

- A complete sorting cycle in 4 seconds was achieved.
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3. State of the art

The classical automated packing houses are based on parallel lines massively
conveying fruits or vegetables, which are on-line inspected and on-line sorted to be
packed. Each fruit is individually canied in a cradle, and then dropped on a
transverse line after sorting. Two main sorting criteria are measured electronically :

weight, and more recently, colour. A typical plant uses a 6 to 12line system and
processes 2500 to 4000 fruits per minute, i.e. 30 to 40 tons/hour, with 30 to 100
workers for control and packing tasks. The number of output lines varies between 5
and 40, leading to important plant surface areas.

These workers are mainly concentrated at the outlet of the main lines, on the most
delicate and complex tasks : fine inspection of the product and optimised orientation
in the output box or tray. Their tedious work creates fatigue and translates into
wrong assessments along the day.

Contact sensors, such as firmness or fibre optic sensors, can not be applied on
such architectures. Prototype machines performing firmness measurements at
speeds of 1 fruiUsecond per line have been demonstrated [1], but they did not find a
wide commercial acceptance.

Due to the high processing speed, damage to the fruit can become a serious issue,
especially at the dropping site. For this reason, several packing houses very
sensitive to quality have abandoned the classical mass packing lines to come back
to manual labour, despite of the high cost. Recent machines [4] were especially
designed to minimise these chances of damage, by hanging the fruits instead of
carrying them.

4. Project results

4.1 A very significant market identified

Starting by the examination of many fruit and vegetable species, we quickly
nanowed down to four main species : oranges, apples, peaches, and tomatoes.

Pears and melons were considered, because quality issues are essential for them,
but then eliminated for handling reasons (shape constraints). lt is interesting to note
that these same fruits are handled with very little automation in standard packing
lines, for the same reasons. The level of technology to efftciently handle pear
shapes is still beyond reach.

\Mthin the fruits of round shape and average size, two groups appeared :

- apples and peaches with a high potentialfor quality improvement ;
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- citrus and tomatoes, with a lower, more specialised potential.

Citrus have a lower potential essentially because of their thick peel, preventing a
physical inspection from the outside, and also because lots are very
homogeneous: partial sampling is then an adequate method for quality evaluation.
Specific problems, like detecting pufry mandarins, have been solved through the
application of some SHIVA concepts.

Tomatoes also have a thick peel, and since they have very little sugar, they were
not concemed by one main feature of SHIVA, NIR inspection. However, acidity is a
big issue for them, and they might come back into a similar project if someone
invents a non destructive acidity sensor (the existing technique, NMR, is far too
expensive).

Fortunately, apples and peaches are very appropriate species, with a high potential
added value for quality, and all experiments have been concentrated on them. Their
market accounts for 11,400,000 Tons/ year, i.e. 40 o/o of all fruits produced in
Europe in terms of weight.

4"2 The pilot line : a comprehensive demonstrator

Most major technical results are presented in the 1997 Pilot Line. The line is multi-
product. lt can handle apples, peaches, or other spherical fruits. This line has been
working in typical packing house environment, with dust, temperature and humidity
variations, etc... and has validated the applicability of the results.

A short description of the Line operation will help to understand the following
discussion.

Figure 1 shows a top view of the Line. Fruits are carefully deposited to form a single
even layer, then they are placed one by one on a grommit conveyor to form a line
(see Entry Section).

Figure 2 shows a simplified side view of the Inspection Cycle, divided into three
sequential steps.

The first step in the sorting is the dynamic weighing of the fruit, that also measures
firmness, through impact analysis (Figure 3). Fruits are dropped from the conveyor
under the control of the inspection computer, only when they are needed.

Then, the fruit is transferred by a suction cup to the visual inspection site : by image
analysis, its characteristics are very accurately determined : diameter, colour, and
aspect defects (bruises, spots). The fruit is visualised on 100 % of its area in 4
successive views (Figure 4) : 3 views in the first suction cup, then it is passed to a
second suction cup, and the lower portion is visualised.
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Staying in the second suction cup, the fruit is canied on to the third step, the sugar
content measurement. An optical fibre comes into contact with the fruit (Figure 5). lt
provides strong infra-red lighting under the fruit skin, in order to determine sugar
content. Several measurements must be carried out sequentially around the fruit.
The analysis uses a real time spectrometer adapted to industrial operation.

Combining the data from allthe different sensors, the fruit is automatically classified
into a maximum of 12 quality classes. The fruit is then ready for the last step, the
packing in alveolar trays, canied out by a three axis spherical robot arm (Packing
Section, Figure 1). The working space of the arm enables it to reach 12 trays, each
with a capaci$ of 20 to 30 fruits.

As soon as a tray is full, it is automatically replaced by an empty one (Empty Box
Unit and Full Box Unit in Figure 1).

4.3 Mostsensors found to be applicable on line

NIR spectroscopy (see also [2]) :

It is the typical laboratory method that had a hard time coming down to the factory
floor. Usual architectures at the beginning of the project were still based on off-line
sensors with moving parts. The prototype we strarted ftom has the right structure for
applicability : a multispectral sensor and no moving parts.

Despite some implementation problems typical of a prototype, the sensor worked
well enough to determine the conditions for'applicability :

- close contact to the fruit skin is a key condition for valid measurements ;

- at least two measurements at opposite points on the fruit are necessary ;

- invalid measurements are detected ;

- reference taking and periodic cleaning are compulsory and can be easily
automated:

After applying these conditions, we obtain a method of reasonable precision,
although far from the precision of refractometry : the standard error of
measurements is very close to 1" Brix. We can thus classifo fruits into 3 classes of
sugar content, and there is simply no substitute available, even manually. Note that
this technology is intimately bound to robotic technology, because it is the only
practical way to apply several measurements in contact to the fruit.
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Vision

Together with NlR, this is the most important achievement in the project. lt is not
obvious, since colour vision already exists on cunent packing lines, routinely
determining diameter and colour. However, although some commercial systems
claim to find defects on fruits, they concentrate on very obvious and coarse defects.
ïhe results of the SHIVA vision system are clearly better:

- the level of detection achieved in the project is much finer (e.9. it takes into
account russetting on apples) ;

- Stem/Calyx detection has been demonstrated on peaches AND apples;

- it is based on imaging 100 % of the surface of the ftuit, giving a much better
guarantee of quality.

Note that most of these results can be applied without robotic handling, except the
last point.

Of course, it is a continuing effort, since it was not possible to solve all the problems
on all fruit varieties within the project. The success achieved on the examples we
handled shows the generic potential of the vision system, including :

- the lighting configuration giving light unifonnity with no shine (figure 2) ;

- the high quality colour camera ;

- the right choice of technologies, mainly based on low cost PC solutions ;

- the flexibility and power of the colour based algorithms developed.

Firmness

Several methods have been investigated in the detail, and two of them have been
implemented on the robot : one brings the sensor to the fruit (1996), the other one
makes the fruit fall on the sensor (1997). The second one is the more effective
method, mainly for its easy integration into a line (see Figure 3). Here, we did not
take directly advantrage of the robotic structure, but simply of the relatively longer
time available with respect to usual packing lines. The impulse response analysis
has given, as known in the literature, good results. The application is restricted to
peaches, where it is useful, but the sensor is always used, because it performs two
more usefultasks :

- cycle synchronisation, because it detects fruit anival ;

- fruit weighing after stabilisation.

This weight detection capability is worth noting, when one compares the setting
used in SHIVA with the complicated weight sensing systems on usual packing
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lines : they are long devices (more than one meter), and they require that each fruit
be canied in a specific cradle. (fhe cradle is designed so that the fuit be
completely supported by the weight sensorwhen above it.)

Aromas

This was a very ambitious idea, that many people did not think realistic at Project
Start. Even in the lab, the technology could not be considered to be ripe. Therefore,
it might have been too early to include it into SHIVA.

lnteresting results were obtained on peaches with very simple sensors, and
relatively short sensing times (less than 500 ms). However, we prefened to give up
the integration into a Pilot Line, because recovery time was high, leading to
complicated settings with more than one sensor. Moreover, the type of information
provided (ripeness, rotten fruit), could be easier and more precisely provided by
other sensors in the Project (vision, firmness).

Data fusion (see also [3])

The fusion of information from different sensors has been found useful in significant
cases, giving more precision and repeatability, both to sugar content and to
firmness prediction. Even if results can depend from varieties (Golden Delicious
apples change colour when ripening, opposite to other varieties), the result is
important.

4.4 A compromise found between robotic and packing line
technologies

An appropriate arm structure

The efftciency of the spherical robot structure chosen was demonstrated in
indusfial operation. With several millions cycles, a cycle time of 2.1 sec, and a
reach of more than one meter in all directions, the arm is a reliable tool. lts weight
has been decreased by more than half since project start, thanks to carbon fibre
technology, and its electric powerwas more than doubled.

Two complementary technologies

At first, robotics was thought as an altemative technology to the classical packing
line architecture. Fruit sorting should have been organised in < flexible cells >r,

getting rid of the very concept of a packing < line >. However, transportation issues
quickly brought back conveyors into the picture, and it was found more logical to
organise the packing house around them. We then shifted to the cunent structure
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of the Pilot Line, i.e. mixing two technologies with complementary advantages,
which gave us the best basis for customer acceptance :

- a classical line for the bulk of the fruits, providing speed of operation for
pregrading ;

- robotic cells for high quality grading, installed at specific line outputs.

Robotic packing into trays

A sophisticated 12 tray handling system was developed, based on classical line
components of high reliability. lt was successfully tested together with the robot
arm, although the available space was very limited. lt is the basis of an industrial
sub-system to be developed, even if the cost is not negligible and can be further
reduced.

2D, rather than 3D orienting

The complete control of the final fruit orientation was part of the 1996 pilot line
design. But it was found to be unreasonably complicated and slow. On the other
hand, it was a low priority for the end user. The final inspector structure enables 2D
re.orienting (thanks to the 2 suction cups), which is good enough in most cases,
and the machine is much simpler.

Good cycle times, with more improvements to come

We have demonstrated : 3.8 seconds / fruit for handling alone, 5.5 sec / fruit for the
total inspection cycle. The first figure is the more important one, since the difference
is mainly due to a change in the NIR cycle and some non masked time in vision.
These details will be solved on the industrial version. Moreover, the handling cycle
itself can be accelerated, although less than expected (2.5 s), because of the
dimensions of the vision chamber.

Upgrading classical packing components

We have performed a technological upgrade of << classical > packing line elements
(unstackers, cleaners, stackers) to raise their level of flexibility and automation, and
bring it in line with the new developments. The improvements were absolutely
necessary in the SHIVA concept, but can also be exploited separately.

4.5 The approprtab level of computer management determined

Hardware optimisation

The number of computers, initially 10, has been progressively reduced to 6. The
best compromise found at reearch stage (one computer per partner) is different
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from the best compromise at production stage (one computer per module that can
be sold separately). This means that further simplifications will come, but the good
news is that they will no longer change the basic architecture that has been
validated.

Dialogue and User Interface (Ul)

The main choice for integration was to base the dialogue on heterogeneous
networks, namely an Ethemet network with TCP /lP protocol. A subsequent step
has been the integration towards a single Ul at Line Manager level. The remaining
computers (without a Ul) are equivalent to simple programmable controllers.

Pragmatic softrifare choices

The low level, real time operation of the components has been made quasi
independent from the supervision and Ul level. This ensures compatibility with
existing packing lines, that do not always have a supervision level.

User Interface and classification criteria were made <<practicab>

All technological complexity has been masked from the final user. Although some
more work (and user feedback) is still necessary to ensure applicability, we can
already say that parameters related to sensors, sensor fusion, robot control, or
image processing are hidden from the final user. Only fruit related issues appear in
the classification tables, with clear parameter units, and operation statistics are
simple to use.

A user friendly classifier

\r1/ith many new quality parameters, the direct application of classical classifiers
would lead to unreasonable numbers of quality classes : for instance, 5 sizes x 8
coloursx3 defectlevelsx2firmness levels x3 sugarlevels = 720 classes !The
cfassification table developed maintains a reasonable number, i.e. 12 classes as a
maximum, and all parameters can be adjusted by the user.

The software developed, at Line Manager and Plant Manager levels, is flexible
enough to be applied either in SHIVA products, or in other types of packing houses.

5. Exploitation plan

As a result of the project, several products have been rapidly defined. Feedback
from future users will form an essential part of the final product definition. This
section highlights the two main products, and gives some indications of the other
ones.
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5.1 SHIVA product n"7 : inspection and packing line

Definition

The product consists in the global concept developed during the project, and
includes all the elements of the Pilot Line. The application will be the only one in the
market able to guarantee a specific quality, both extemal and intemal, for each fruit.

lmplementation

The objective is to place the inspection and the packing at the end of a conventional
sizing and packing system, either mechanical or electronic, to sort and pack some
determined presorted fruit classes.

Keypoint is quality

Given the production capacity of such an inspection and packing line and its costs,
the best justification of its commercial success is on the created added value of the
fruit sorted.

Curently, grading according to bruises is manually done, and grading according to
taste related parameters (sugar, ftrmness) can only be done by sampling. Sampling
is not appropriate when ftuits exhibit a high individual variability.

Securing a certain intemal quality of the fruit would give the user a clear competitive
advantage. In overproduction cases, quality control might be the only way to sell
the fruits.

The Product includes

- a feeding section with singulation of fruits ;

- a firmness and weight detecûon unit ;

- an NIR unit for sugar content measurement ;

- a machine vision unit, for defects and colour;
- a robot arm and supporting structure ;

- a commercialbox handling system.

Throughput

The worl< speed, if we consider an average of 2.5 to 3.5 seconds per fruit, i.e. 1000
to 1440 fruits/hour, will be 200 to 290 kg/hour.
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Price

Around EURO 84,000.

Market

Apple and peach packings, who wish to offer a guaranteed quality at a higher price.

We have estimated for the European market the potential sales around 30 modules
ayeat.

Sensitivity analysis

The Return on Investment (ROl) time has been calculated to be between 1.7 and
3.5 years, which are durations usually accepted in the sector. This calculation has
been done for high quality peaches, with the following assumptions :

- a sale price of a high quality peach around EURO 1 per kg ;

- a20 to 25% price increase for quality guaranteed fruit can be justifted ;

- a yearly campaign between 1000 and 1800 hours.

An important saving would be obtiained by not including in the line the Commercial
Box Handling System, northe robot arm, saving 45 % of the investment. We would
then obtain acceptable ROI with just 700 hours/season.

5.2 SHM product n"2 : automatic sample inspector

Definition

The function of this inspection is to evaluate a samole (0.5

delivered to the packing house, to have a first report of the main characteristics of
each particular batch, diameters, colours, superficialand internalqualities.

lmplementation

As a separate device placed at the entrance of conventional packing houses.

Keypoint is information

The user, i.e. the packing house manager, will have entrance details of the fruit
related with its quality and thus will be able to better manage his business. He will
also have the following advantages :

- to pay his suppliers according to the quality received;
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- to improve his production by knowing beforehand the kind of prodqcts that he will
have;
- to be sure of what he is offering to the customers;
- to be able to target specific customers with the knowledge of the products he has.

The Product includes

- a size range control unit, counting too big or too small fruits ;

- a feeding section with singulation of fuits ;

- a firmness and weight detection unit;
- an NIR unit for sugar content measurement ;

- a machine vision unit, for defects and colour ;

- a bulk refilling system for field boxes.

Throughput

\Mth an average of 3 seconds per truit, and if we sample 0.5 % of a fruit lot, a single
module would be able to service packing houses with an input production around
40 Tons/hour. On smaller packing houses, bigger samples will be evaluated.

Price

Around EURO 50,000. Neither the arm of the robot nor the commercial box feeding
system are necessary, because the fruit is again placed in bulk into the field boxes
after its analysis. Comparable, less sophisticated systems are cunently sold for
EURO 35,000.

Market

Many small and medium packing houses, not equipped with a pre-sizing line. For
bigger packing houses, already equipped with sampling units, the system will be
sold later as an upgrade of their existing system. With only one module sold on the
average per packing house, we can hope to reach an average market of 17
units/year in Europe.

Sensitivity analysis

With a price around EURO 50,000, the price increase of EURO 15,000 over a
conventionalsampler is fully justified :

- compared with the existing samplers, the system would save labour, as just one
person would attend it, instead of 3 to 5 presently. lf we save 2 workers during 100
days/year, the saving amounts to EURO 10,000 to 15,000 per year. Thus, just
based on this saving, the pay-back period is close to one year ;
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- if we suppose a small price increase (say 2 %) based on a better assessment of
quality (although not as good as with 100 % inspection), we end up with even
bigger benefits.

5.3 Other suôsysfems

Many individual subsystems can be marketed, either separately or in any
combination:

- an on-line firmness sensor, with a capacity between 3000 and 5000 fruits / hour ;

- a high quality colour and defect detection system with a capability to view 1O0 o/o

of the fruit area, with a capacity of 1500 to 2500 fruits / hour ;

- an on-line sugar sensor, with a capacity between 3000 and 5000 fruits / hour;

- a robot based packing unit, with a capacity of 1500 to 2500 fruits / hour;

- a packing line supervision software, for all packing houses interested in managing
a lot of quality parameters.

Gonclusion

lf we now summarise the above points and compare them to the original concept
as described, we can say that we have covered roughly :

- 40 o/o of the original market ;

- 80 o/o of the original sensor technologies (only aromas left aside);
- 65 o/o of the original handling principles ;

-60o/o of the planned throughput, to be improved.

Since the original concept was intentionally very broad, it is obvious that we could
not expect a 1O0 o/o fulfilment of any of the above topics. Moreover, we have come
up with many new ideas for partial exploitation.

As planned, one to two years of industrial development is now necessary to reach
commercially acceptable results. This will be made in parallel to several
presentations that will give us user feedback :

- scientific presentation : Sensoral, Montpellier, Feb. 98,
- commercial presntations : Euroagro, Valencia, april 98, and Feria de Lerida,
Sept 98.
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Résumé : Les intervalles successifs, une méthode qui permet d'appliquer les préceptes de
la théorie du Mesurage aux réponses données sur des échelles de catégories ordonnêes.
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1. lntroduction

Many times subjective responses in surveys are recorded following a very simple
way with ordered category scales. This is a classical method, quite in the field of
Psychophysics as exposed in 114, 251, tor instance when studying road noise
surveys and related annoyance of people [12]. Many times also there is a (more or
less) strong numbers appeal (and/or tropism) and numerical processing intents ;

then a not at all trite involved question is how to deal with categorical data with
respect to meaningfulness and technical numbe/s properties.

This is what is to-day a measurement question, and fortunately, as many
psychophysical protocols, ordered categories have been recovered and renewed
as an application of measurement theory, more specially in a pioneering paper of
Suppes and Zinnes [24], developping a previous one of Adams and Messick [1], (in
relation with thurstonian transforms).

Here we recall some of the main findings of successive intervals, and its related
association between phychophysics and measurement theory.

2. Ordered category scales

Ordered category scales is a common way to collect responses of people
(Appendix 1 page 569) ; the (a priori) categories proposed for answers may be
defined by semantic descriptors (not at all, little, medium, ...) or no. Because an
important need of numerical processing, many times in order to get a numerical
relationship between quantified responses and physical stimulations values,
ordered categories are usually scored by their rank and crude arithmetical and
statistical processing are used, such as arithmetic means, Pearson conelation
coefficients and so on ..., in a sort of <a bit hair raising> calculations as said by
Luce and Galanter [14].

3. The measurement theory

The matter of measurement theory is to provide relevant numerical images for each
element e; of a global set E of observed (or recorded) phenomena ; the image ô
(e) is a particular numerical value assigned to e1. Of course there is no meaning to
assign values anyhow or following arbitrary rules, and the specific content of theory
is to take some wise cares. ln many times observations fulfill experimental ralations
(conditions, laws, axioms R1fry, Appendix 2 page 573), then the main purpose is to
provide numerical assignments under conditions that every qualitative relation is
conectly recovered by numerical images. This means one is looking for a suitable
conespondance O between the set of e; and a set of o(e1) (homomorphism of
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structures yielding a numerical representation of data). Once theorems have been
developped R16; conditions become testable in order to conclude about the formal

existence of representation.

As Gaston Bachelard declared in a sort of preview (in fourties) <<notre but est
d'établir une conespondance entre les pensées expérimentales et les pensées
algébriques> [3], or following one of his usual and forceful aphorism <il faut réfléchir
pour mesurer et non pas mesurer pour réfléchio [2] [our purpose is to get a
conespondance between experimentralthoughts and algebraical ones / one has to
think about in order to measure and not the reversel.

Psychophysics has become an important field of applications and developments of
measurement theory ; here we consider the successive intervals as method
applying this theory to ordered category scales.

4. The successive intervals

4.1
As mentioned by Suppes and Zinnes about Adams and Messick paper (1958),
su ccessive i nterva ls resu lts are ( measurement-orthod ox>.

Here we suppose observed people are exposed to stimulations S; i = 1... I and give

their responses on categories Cj j = 1...J ; then raw data are absolute frequencies
n;; in a two-way contingency table, say the number of reponses for people exposed

to Si and choosing C;, or resulting conditional observed frequencies rû =

fI::

+ j =1...J forevery i= 1...1.

L, ntl

4.2

One considers a simulation implies a discriminal random process S;which here is

described by the density function fi(x) = | l(x-p, ) with mean U1 + m1o1 and

. 2 2 2.. 
o;

variance oi oi- , ml and of the respective mean and variance of a given f density,

F its related cumulative function, p1 and oi parameters attached to S;. The model

says also that every category C; is represented by an interval tti_f , !J on the same
continuum than x and pi, with t9 ; -oo , t-J*1 = co , and that for every boundary t;
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common to C; and C1+1 it coresponds a Endom variable Tl with a Dirac distribution

ô!. lf oii is the probability of C; response when exposed to S; , say P{C; I S;}, then

the probability of conditional event {Ct u ... u Cj I Q} is given by Prob(S1 - T1 <

o) =I l=1.j @il = F( t-pi ) = J: ( '-0, ) * t251.
6; 6;

c1 c2 ci cJ

densité de probahilité
f( t-I./u. ) attachée
à 5i.

tj-r ti t.l-t

4.3

lf zr;1 are cumulated observed frequencies ) f=f ..; o;1 , the zij= F-1 (n-i)are given by

t-pi .The Adams and Messick conditions says that experimentially observed 41fit
o;

linear relations

Znj = ânm zmj + bnm for every indices D, [ = 1,'..,1 et j = 1,...,J-1 with no mention

to unknown parameters F;, o1 and t;, (anm are positive, of course such linear
relations are testable).

The measurement theorem states that whenevêr zyr= f-11n;i) checks such linear

relations there exist simultaneously three scales of measurement (the
representation), one ratio scale for standard deviation o1, oDê interval scale for
stimuli p1 and one for boundaries ! (eacn of them with the same change of unit, the
uniqueness, Appendix 2), in accordance with Thurstone and usual psychophysical
postulates. This is a result quite included in measurement theory in early ûmes
([24], 1963) and more or less forgotten since this time [16] .

L.zt1
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4.4

What may be recalled, in order to show differences between classical resolutions of
successive intervals and Adams and Messick result is related to probabilistic
distributions of random variables Si and T1. For thurstonian practices there are

normal laws with respective means and standard deviations, and this involves too
many unknown and cumbersome methods of identiftcation [25], Appendix 1 ; but
following Adams and Messick S; laws are normal or no (on Re), and T.i laws are

Dirac, then one gets conjointly a generalisation (for 51 laws) and a simplification (for

T1 laws) which render possible more convenient conditions as exhibited by Adams

and Messick.

4.5

The scaling step : once Fi, t; and o1 do exist it may be usefulto calculate them, this

is a scaling step which is very simple with a mere least square adjusment.

Indeed zij= F-1 (niù - t i-lti may be rewritten zij= aitj * bi , ai =
o,

and when the scales of measurement do exist the scaling may be to minimize Q

=''fttrij - ai tj - Q) 
2 

under additional conditions such as 5 q = o ano 5 rj' = 
"i,j j=1 i=1

because the two fee parameters of an interval scale. We are led to a simple matrix

question ; let 16 identity matrix, e6 unit vector in RK and z the ziitable, when the z

table is complete, the set of ai values is the latent vector of matrix M = z {l.l-t - 1
eJ-t e.l-t') z' conesponding to the biggest latent root [15]. tÂ/hen z table is
incomplete solutions are given by an iterative ænvergent processing [171.

4.6

Example : in a french road noise annoyance survey one recorded annoyance on a
4 categories scale and conesponding noise levels (L1 split in nine 3 dB range

physical intervals). The survey yields raw data n-,1 then conditional distribution

frequencies o;1, and nli and {lwith the cumulative distribution function F of Gumbel

law (say extreme law) [19].
Usual crude presentation gives % of responses by levels of exposures (below

left), while measurement processing yields relevant values for simulations \ and

1 ,bi= !,s; Gi
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category boundaries ! (below right). For instance one may observe a sort of S
shape for the relationship, and that categories have not at all the same range.
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Other applications (and different shapes of numerical relationships) are shown in
[18] for instance.

Conclusion

\Mren one deals with ordered category scales in records or surveys, successive
intervals is a fine method around which the measurement theory and
psychophysics meet each other; it renders possible to get numerical measurement
for the boundaries of categories and for the physical stimulations on a same
interval scale, following the cares of measurement démarche.

Then it leads also to a numerical conespondence between physical and subjective
continuum because the two respective set of values for physical stimulations S; i =
1... l.
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- Appendix 1 -
A general framework for psychophysical laws

Introduction

The subject of psychophysics as founded by Fechner is to "quantiff" the
sensations experienced when exposed to different intensities of a physical
stimulus, and to set a "psychophysical law''or relationship between the measured
stimulus and the numerically evaluated sensation (Fechner was coming ftom
physics). There are a number of ways in which a sensation can be measured [14,
251that can be roughly schematized as in figure A.

1. A first set of direct relationships

1.1
The Fechner law : Fechner (1860) followed a semi-direct way on <adding> together
what is called just noticeable differences <jnd> with reference to a confusion-
discrimination scale. Let the jnd Âu allowing perceived difference between
sensations respectively equal to up and uF + 

^u 
, coresponding to physical

intensities x and x + 
^x 

; a previous Weber law says & = K and because
x

Fechner law is <{Âup = C> with no dependency in Âp, Fechner concluded that

in a differential option then leading to a famous

logarithmic conespondence uF = C' Log x + C", say the sensation is a logarithm of
physical excitation. Fechner imposed his point of view for a long time without any
discussion while there is matter to do so. \Â/hen revisited Weber law allows to-day
more correct formulation and analytical solutions, still implying logarithm [8, 13] (but
in a less absolute way).

1.2
The Stevens law: Stevens (^, 1937) evaluated the sensation directly on making use
of the usual proportional properties of real positive numbers and proposed the

power law ug = yxo lmagnitude estimation method and scale). This may be applied
to many <prothetic> stimuli, with exponents varying between 0,3 (loudness) or 3,5

Lur=C,orduF=C

^x 
Kx dx Kx
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(electric shock) I21,221; truly there is no reason to oppose the two démarches (but
confusion happened somewhat).

1.3
Psychometric functions : Let P(x;, xp) the probability with which xi stimuli is judged

higher than xj (Urban psychometric functions, 1907) ; this leads to the method of

constant or standard stimuli when xp = xg fixed, and Sandford, Titchener simplified

the method on rating the stimuli into adjacent ordered categories, the limits of which
intervening as fictitious stimuli. This is the single stimulus method, yielding a
partition scale ; soon a discrepancy has been observed between Stevens and
single stimulus results (the Stevens partition paradox).

2. lndirect thurstonian methods

2.1
ln 1927 (between Fechner and Stevens) Thurstone proposed an another approach
in order to quanti! sensations on a confusion-discrimination scale. The procedure
is based on the randomness of subjective evaluations involved by discriminal
processes due to stimuli ; the numericalvalues are (here normal) random variables
whose means are numerical evaluations respectively conesponding to each
stimulus.

This is the <<law of comparative judgmenb>, and because this global view introduces
too many parameters Thurstone proposed different processing options as cases l,
ll ... orlaterconditionsA, B, ... [25].

2.2
Towards 1935 this thurstonian procedure is applied to partition scales, every
category C; is represented by an interval t!-r, t1l on the numerical continuum for
sensation evaluation whose category boundaries !-f , ti conespond to new another

discriminal processes ; this provides the <law of categoricaljudgements>.

Here again the equations contain more unknown parameters than relations, it is
therefore necessary again to consider additional options in order to resolve the
sensations' scaling, as for instance conditions A, B, ... [251.

3. As a closure, the final formal network

In 1961 Galanter and Messick employed their version of thurstonian transform to
loudness data (on a category scale), and surprisingly they discovered <happily ...
the processed category scale is a logarithmic function of the magnitude scale, ...
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the form of the (non linear) relation is no longer a mystery> [9], and then explained
and resolved the partition paradox.

In the same time Ekman law set a new link between Fechner and Stevens
evafuations 14,227, say a logarithmic relation as up = C"' Log uS * C"", enhanced

again by Falmagne [6].

We should note here how:

a) once the paradox is solved we get a complete framework of coherent relations
between the different psychophysical measuring procedures, including category
partition scales and successive intervals method's relevancy ;

b) technically speaking the logarithmic relation may be associated with the fact that
the confusion-discrimination scale is an interval scale and magnitude estimation
one a ratio scale. This is consistent with the more or less implicit assumptions
made by Fechner and Thurstone.

4. Additional comments

ln later papers Stevens [23] was aware of <<nomothetic>r results, meanwhile he did
not mention this globalframework.

Nowadays emphasis is preferably put on a <<fechnerian representation>r included in
probabilistic consistency models, checking the formulation P(x;, xj) = F[u(xç) -
u(xi)], with an utility function u and a cumulative distribution tunction F [6, 8, 21] ;

this recovers Urban Sandford Titchener and Thurstone views with respect to
confusion and discrimination processes and scale, and may entail some framewok
shortcuts.
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- Appendix 2 -
Some words about the measurement theory

111,20,211

1.
The need of getting a numerical assignments for <objects> of our environment is
very ancient, for instance the geometry or better geo-metry is said to be due to the
recovering of fields after every yearly Nilus flood, one of the first Bible's title is
devoted to Numbers and counting (and then promoted mathematical
developments).

The success of classical physics (fom XVlle) is partly due to the possibility of
attaching a function for every physical variable, and the power of differential
Calculus (with properties able to recover some anthropomorphic intuitions as
continuity, regularity ...). With surprising quantum physics and essential

discontinuity in sub-atomic nature (XX"), an another class of mathematical tools
have been proposed for the same purpose, say the hermitian operators with their
latent roots discrete spectrum.

2.
The measurement theory appears to be a new one again methodology in order to
provide a suitable and meaningfull numerical assignment for observations, from
sixties. Of course this is useless for previous successful démarches but important
for qualitative observations and phenomena as in economics or human sciences,
and its major technical support is set theory.

2.1
One considers the global set E of observations e1 of an experiment among which

there are some observed relations, as order relations, preferences (binary
relations), more complex n-ary relations, intemaloperating rules (as 3-ary relations,
setting two masses on a same pan of a two-pan balance and equilibrium with a
third,...), ... ; all of this constitutes an algebraic structured set called empirical
relational system E = {E, R(t), R(z), ..., R61} with mention to set E and relations

R(n)'

The main (and rather natural) idea is to get numerical images only if one may show
there exists an ad hoc mathematical structured set V with analogous relations S1n1

called a numerical relational system V = tV, S1;1, S1z;, ..., S1t1) and an application Q

between both, such that related images vi = ô(ei) check relations 3161 so as e; do
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check R161 (theV are homomorphic structures). For instance V is the set of real

numbers Re or an euclidean real vectorial space :

R1n1(eir , êi2, ..., eih) .=t S16y(0(eir) , ô(eiz) , ..., ô(ein)) .

The triple {E, V, 0} is the scale of measurement for e and E.

Then one gets numerical assignments with respect to qualitative informations
observer has discover about data, but without any a priori postulated scaling, and
this constitute the cares and precautions in order to avoid more or less arbitrary
assignments. lt is the first step of measurement, the Representation step, whose
conclusion is the formal existence of numerical values with respect of experimental
(and then testable) properties, quite based upon mathematicaldemonstrations (and
some algebra).

Relations R16; are also called qualitative laws, deterministic conditions or again

axioms.

2.2
There may be no unicity for Q and consequently many possible scales. Many times,
under some natural conditions of regularity, these solutions are g 0 Q with a class of
intemal transforms g into V. The class of admissible g is a sub-group G of V-
automorphisms, and the nature of G provides keen informations about the scale ;

this is the Uniqueness step.

\Mten V = Re the most common situations are :

admissible g
g = identity

scale type

o

^" 
''4\,..v \-/

gemp]es_

g(x)=cx,cpositive
g(x)=cx+b,cpositive
g increasing
g bijective

absolute
ratio
interval
ordinal
nominal, qualitative

counting
mass, length
temperature C'
hardness
labeling

+
+

e..lI+
+e

ik
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2.3
This renders possible the Meaningfulness step related to numerical statements.
lndeed once we get numerical values one may be tempted to use them in new
formal numerical statements and to deal with them rather than with original
observations, say Y[ô(eit), ô(eiZ), ..., {(ein)]. However when we are considering a

such statement it may be a nonsense or no, for instance player with jersey n' 23 in
a basket-ball team is probably not 23 times better than player with jersey n" 1 !, and
so on .... The meaningfulness step of the theory is devoted to investigate the
relevance of the content of every statement, a clear response is to say that Y is
meaningtull or no according to Y[g 0 ô(eit), g 0 Q(e;2), ..., g 0 Q(ein)] is always true

or false for every g of previous G coming from uniqueness (an invariant under the
action of G subgroup).

This part has been sensed for the special use of ordinary statistical statements, in

a general way geometric means for ratio scales, arithmetic for interval scales,
quantiles for ordinal scales, mode and entropy for nominal scales [22].

3.
When one looks for numerical values one may have a scaling step [5] ; there are
also other parts of discussion in relation with derived or fundamental scales
(according to there is a previous fundamental scale or no in the conditions for the
Representation).

An another important extension is related to the probabilistic measurement [7, 10],
with respect to the general idea that because observations are randomly noised (as
every thing) a strict and deterministc fulfillment of algebraic axioms is not possible ;

then there is a need to introduce random in measurement presentation in order to
dealwith noised data.
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Real time quality evaluation of biscuit during baking
using sensor fusion

Fusion multi-sensoielle pour I'évaluation temps réel de la qualite
des biscuifs pendant la cuisson

N. Perrot, G.Trystram
ENSIA- INRA,
1, ave des Olympiades,
91305 MASSY. France

F. Chevrie, N. Schoesetters, F. Guely
lCT, EPAP, Telemécanique,
BP 204,
92002 NANTERRE, France

Abstnct: For the control of food processes, several ways are encountered. The role of the
operators is nof easy to take into account and not many industrial applications are
proposed. The potential of new tools from artifrcial intelligence seerns to be great.
Progresses are recognised, for example with neunl computing. The use of Fuzzy logic is
nof so extended. Some resu/fs concem the implementation of fuzzy controler and the
compaison with PID control. But the power of fuzzy controler is much better for helping the
operator for piloting the plant. We propose some applications and reflexions conceming:
the design and validation of fuzzy senso,; the data treatment using fuzzy classifrer and the
development of an expeft sysfem based upon a fuzzy ru/es base. The applications
presented here concem the baking of biscuit .

Keyrords: Baking, biscurfg color, fuzzy sefs, sensorfusion.

Résumé : Pour contrôler les procédés agro-alimentaires, plusieurs voies sont possibles. ll
n'est pas aisé de prendre en compte le rôle de I'opérateur et peu d'applications
industrielles sont proposées. Le potentiel de nouveaux outils tirés de I'intelligence
artificielle semble important. Les progrès sont reconnus par exemple en programmation de
systèmes neuronaux. L'utilisation de logique floue n'est pas très développée. Certains
résultats concement I'implémentation de contrôleurs flous et la comparaison avec un
contrôle par PlD. Mais le contrôleur ffou est mieux adapté pour assister I'opérateur dans la
gestion de l'usine. Nous proposons des applications et des réflexions sur: la conception et
la validation d'un capteur flou, le traitement de données utilisant un classificateur flou, le
développement d'un système expert fondé sur une base de règles floues. Les applications
présentées concement la cuisson des biscuits.

577



1. lntroduction

In the food industries, processes are often complicated because of non linearity,
interactions and the gap of knowledge concerning their control, lack of sensors for
example. Classical automatic control seems to be difficult, and many open loop are
encountered in which the role of the human operator become more and more
important. Product properties which contribute to qualities, and process productivity
depend mainly on the accuracy of his reaction.

ln order to decide on modifications to actuators, the human operator uses on line
measurements performed by sensors. But it is not the only source of information. A
large part is obtained from subjective evaluation. For example, in the case of
baking of cereal products, color, shape and decor are important properties for the
product. Often there are no sensors available to measure such information in real
time, on line. The only way is the human evaluation.

It is well known that it is difficult to establish a link between human evaluation and
sensor measurements. Nevertheless the search of a relationship between human
evaluation and sensors output is an interesting way for progress in control
applications. Because the food quality is a complex information, the use of sensor
fusion seems to be a way for the integration of several information. Sensor fusion is
an intersting approach which consists on the definition of process indicators able to
be processed on line, oin realtime, ftom more than one measurement using smart
data treatments, like classification, modelling etc... Classification methods are one
of the tools able to perform such fusion tasks, especially because the human
evaluation is often more a classiftcation than continuous evaluation. Because they
are numerous studies of classification techniques for such problems, the purpose
of this study is to apply classification methods combined with sensors
measurements in order to perform the same job as a human operator for the
subjective evaluation of the color of biscuits after the baking oven.

Color is an important property of biscuit which is in fact a complex three
dimensional information. Two approaches of classification could be compared. A
classical Bayes approach is developed, which was never applied for baking, results
are not described at lenght here. And a fuzzy based classification approach is
developed and validated. Applications concem an industrial oven for several kind of
biscuits. Two others applications are presented for building tools for decision
support sytem.
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2. Materials and methods

2.1 Producb and ovens

For the purpose of this work, industrial ovens are used. They are direct fired multi
burner oven, heated with natural gas. lt consists of four combustion chambers in

the roof and base, equipped with 30 burners each. Temperature both for roof and
base are independently controlled in each section.

Biscuits are crackers. Several kind of biscuits are considered here and different
monitoring are performed on each product in order to obtain a sufficient data base.
Two results are considered for two kind of biscuits as biscuit 1 and biscuit 2.

2.2 Measurements

Subjective evaluation of color

Operator have an important task which consist on the evaluation of product
qualities, specifically color. A comparison with a reference allows him to sort the
biscuit in five classes. This classification allows the human operator to monitore the
oven. Operators could be considered as a reproducible measurement system. This
work takes into account existing classes.

Sensors color

The sensor used in this work is the Colorex from Infrared Engineenring. The
principle is quite simple. A light (D65) is generated, filtered (3 filters) and the
reflected light from the top of the biscuit is analysed before conversion into an
electrical signal. 3 data outputs are available (L, a, and b for example), which
permit to represent the color in the three dimensionnal space which charaterizes
the color (14). The sensor is located at 25 mm from the top of the biscuit, without
contact with it. The measurement is inhibited between each biscuit, when the
sensor is used in real time, on line. Calibration is realized from sampling and
comparison with a laboratory spectrocolorimeter. A very good conelation was
obtained, the enor between the two measurement apparatus is less than 1%.

2.3 Methods

Fuzzy classification

fn today's literature we can find different fuzzy classification technics. Some of
them are an adaptation of hard classification techniques (9, 7, 4). For more details
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see (2). Other classifications are more specifically based on the concept of fuzzy
fogic. Thus, for example, (6, 8) as well as (12), use fuzy if then rules to perform
classification. The rules are generated automatically from numerical data. The
pattem space is partitionned in fuzzy subspaces and each fuzzy subspace is
associated to a class. Therefore the choice of a fuzzy partition is both very
important and difficult. Moreover if the shape of the classes is complex, the size of
the training set must be important.

To cope with this problem, some authors partition the pattem space into an
arbitrary shape. Thus (13) use a neuralnetwork inspired from the structure of fuzy
if then rules to partitionned the space on an arbitrary shape.

Other approaches are proposed based upon fuzzy tools. The most used method is
the k-nearest neigbourh (7). The principle is to search the k neigbouhr as near as
possioble with the sample we want to sort.

A recent work (1) presents the same results but with classical fuzzy if then rules.
Thus they introduce an interesting concept appropriate to the color perception.
lndeed they use a fuzzy sensor to evaluate human color perception from three
numerical variables: R, V, B. This sensor is based on the concept of luzzy subset
in multidimensional spaces. This notion is well adapted to our problem. Indeed we
do not need the use of fuzzy inferences because we are upstream of the decision.

This method's domain appears to be close to our problem. Therefore, we'll use this
method to link the colors of biscuits to the linguistic notions manipulated by the
operators (fig. 1).

Figure 1: Principle of the classifier

The fuzy multicomponent membership function concept (1) generalizes the
classical notion of luzzy membership function. This one is developped in fuzzy set
theory (15). A fuzzy subset E of X, is defined by a fuzzy membership function that
associates to each element x of X, its membership degree to A in the range [0,1],
denoted as A(x). The fuzzy membership function is an extension of the
characteristic function associated to the classical sets.
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Dimension I

o Membership degree : I

o Membership degree :0

Figure 2: Pinciple of the fuzzy membership function in one dimension

More generally, the typical points of a fu7zy membership function can be
represented ftrst on the X axis; second by adding the vertical axis of the
membership degrees (fig. 2).

We can imagine a general2ation of this notion if we define the linguistic term on
more than one variable (for example the linguistic notion: "color'' should be defined
on three variables: R (red), G (green), B (blue)). The conesponding linear
relationships between the points of a classical fuzzy membership function is
obtained by triangulation (method of meshing by Delaunay (5). Fig. 3 shows an
exampfe of aluzzy multicomponent membership function.
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Dimension 2

Membership degree : I

Membership degree : 0

Membenhip
degree

Dimension I

Figure 3: Principle of the fuzzy membership function in two dimensions

The adjustment of the fuzzy multiæmponent membership function is real2ed
during a training stage. The triangulation is achieved on the base of the points
labeled by the operators. The training stage is performed with about 5 points per
class. Other points' description is then defined based on the faining set.

This classification method has been put on a PC and adapted to our experiment
(3). The program is composed of two parts: part 1 for triangulation; part 2 for the
extraction of membership degrees of the point of the different classes.

o
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Figure 4: Presentafibn of c/asses of color biscuits in the L,a,b, space

Expertmental method

Samples of cookies are taken out from the oven on different ovens of an industrial
site (10). Color measures (L, a, b) are done on this samples. Two type of cookies
are considered. For each of these type four classes are dealt with. Each sample is
labeled by an operator. For each sample, 4 color measurements are taken.

Validation on testing points

In order to take into account less noisy measures, we consider one learning
sample as the means of the four real color measurements performed on each
sample. For each class the leaming sample must be representative of the class.
The leaming sample is composed of about 5 points, which belong to a certain class
without any ambiguities.

The testing points are noisy. Fig. 4 represents all points for each class and for all
the leaming and test samples of cookies of type 1 in the pattem space (L, a, b).
This figure shows the complexity of the shape of the classes. Furthermore, we
must consider, first, that the three parameters L, a, b are essential to the
characterization of each class. Second there is no simple relation between L, a, b.

Last we can indicate that these points could not be classified by an hyperplan.
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Real time validation

ln this experiment, the goal is to validate the predictive character of the classifter.
The cookies are of type 2. The experimentation is conducted from the moment the
oven is tumed on. At this time the cookies are often over cooked. Then the
operato/s work is to bring back the cookies to a satisfactory class of color. To do
this, he continuously controls the color of the cookies and simultaneously acts up
on his oven. During this stage we set apart each two minutes samples of cookies
that have been previously labeled by the operators. Color measurements L, a, b
are taken fiom these samples. The protocol of the experiment is: 6 samples of
cookies are analysed at each time. The mean of the 6 results of classification for
each class is calculated. On this mean the barycenter of the classifications is take
into account.

Table 1: comparative classification of test points by operators, fuzzy classifier and
Bayesian classifier. The fuzzy membership degree: 0 %o are not indicated in this

table

3. Discussion

In this part chapter our purpose is to discuss, first the results obtained with the
classifier on test points; second the results obtained during the real time
experiment.

Points L(olol a(Yol b(vo) operator
classification

Bayesian
classification

Ftny
classification

lolol

TYPEl
P1 æ.1 7.8 31.9 c1 c1 C1=94 etC24
P2 69.3 5.8 31.5 C2 c2 C1=5 et C2=94
P3 74.6 1.20 25.10 c3 c3 C3=26 et G1=67
P4 73.7 1.9 26 c3 c3 G3=98 et C4=0
P5 75.7 2 26.6 c4 u Ç3=22etÇ4=77
TYPE2
P6 30.6 3.3 7.9 c1 c1 C1=97
P7 31.9 4.3 9.8 c1 c1 Cl=96
P8 53.1 15.9 35.5 c2 c2 G2=50 et C3=38
P9 45.8 12.7 22 c2 c2 G2=88
Pl0 47.1 12.1 28.'l c2 c2 G2=93
Pl1 61 21.4 40 c3 c4 C3=72 etC4=21
P12 49.9 16.9 21.6 c3 c3 C2=75
Pl3 58.1 21.2 33.7 c3 c4 C2=29 et C3=65
P14 52.7 21.7 u u c3 C2=26 et G3=73
P15 il.4 26.3 36.9 c4 c3 C3=46 etC441
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3.7 Results on test points

Fig. 5 shows the results on test points for two types of cookies (type1 and $pe2).
The same results are presented in details in table 1. As opposed to the Bayesian
classifier, the fuzzy classifiefs result is a fuzzy membership degree to the different
classes. For example the test point 1 is labeled by the operator as class 1 and by
the fuzzy classifier as class 1 with a degree of 0.94, and as class 2 with a degree of
0.04.

I oprator

tr tuzaT Oasina

lUqrt:irl

1=dæl
2=dæ2
3=dæ3
4=dæ4

1 2 3 4 S 6 7 I 9 1011121314 15

r€s'fb ct test pcinûs fc codies d tylæ_ 1 anz

Figure 5: Compaisons of prediction for classification, operator and fuzzy
classîfier

Results appear to be good. Indeed 11 points over 15 are well classified.
Besides the results are coherent even in case there is a classification mistake.
Indeed first the enor is non hazardous (for example classifo in C1 rather than
C4) but between two consecutive classes. Second the mistake seems coherent
compared to the position of the point in the pattem space. For example point 7
(ng. 5) is closest to class 4 than to class 3 in this space. This is coherent with
the results of the fuzzy classifier (260/o C3 and 670/o C ). This can be explained
by an operatofs classification mistake. lt is possible if we consider that the
operato/s evaluation is subjective.

To complete this study we test the response of the fuzzy classifier at the
intersection of two different classes. lndeed it is important to check the
graduality of our classifier. To do that 10 points uniformly spaced between the
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two centers of gravity of each class were generated and tested. The results
reveals a good graduality between two consecutive classes.

3.2 Real time experiment

Fig.6 shows first the recording and comparison between operator and fuzy
classifier and second the comparison of the results given by the Bayesian
classifier, the fuzy classifier. The results given by the two classifiers are
comparable. Nevertheless the fuzzy classifier is nearer to the gradual
evaluation of the color of cookies by the operators than the Bayesian classifier.

The results point out a global coherence between the two classifiers: Bayesian
andfuzzy. Those results are good (73o/o of good classification).

Figure 6: Recording of prediction using the fuzzy and bayesian c/assrfers,
comparisons with operator classification

Table 2: Characteistics of the two classifers

For the comparison of the two classifiers differences could be emphas2ed (table2).
The leaming protocol is different for the two classifiers. The fuzzy classifier needs
few learning points (20), but is sensitive to a good classification of these points. On
the contrary the Bayesian classifier needs a rather big number of leaming points
(60), but is less sensitive to badly classified points. Othenryise it must be
mentionned that in order to use the Bayesian classifier the points must follows a
known probability distribution. In contrast no assumption is made in the case of the
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Griterion Bayesian classifier Fuzy classifier
Nature of the informations probabilistic gradual and

deterministic
Possibility to do
oredictive control

Number of leamino ooints about 60 about 5
Sensibility of the
classifier to the learning
points

no yes

Limitations on the size of
the oattern vector

no classifier limited tc
3 entry variables

Assumptions statistical law for the distribution
of the points
(Gaussian in our experiment)
Classes équiprobables

no

lmplementation easy difficult



fuzzy classifier. finally some practical ideas could be taken into account such as the
limitation of the fuzzy classifier to 3 inputs and a more complex implementation for
this classifier.
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Absttact Automated assessrnent of fruit qualiU is a classification task of
partitioning a p-dimensional space of characterizing fruit features into regions,
where each region canies a grade label. Each of the p dimensions represenfs a
particular feature of the classified fruit. The features encapsulate significant
attributes of the fruit that allow it to be distinguished from fruits in other grades. The
probabiliU of classifier enors in automated grading of fruits is much greater than in
traditional well-defined and highly-separated, sfafic c/assrfcation tasks such as in
industrial production lines for quality control. Presently, operators of conventional
sizers and color sorfers adjustthe estimating standard boundaries manually ôased
on obseruations of obvious misc/assrfcation trends in the packed fruit. However,
the next-generation softing machines will utilize many features to reach the grade
decision. A human operator will be unable to control the multitude of parameters
under control. Any mode of estimating the between-class disciminant functions
requires estimation of the a-prioi class probabilities (priors) and the c/ass-
conditional probability densifies. The time-varying nature of the piors and the
probability densfies may result in unsatisfactory classifier performance- To solve
these problems an adaptive grading approach by "Prototype Populations" is
proposed. The produce stream is considered as a osignal" (in statisticalterms) to be
classified into a discrete number of prototype sfreams or populations by a global
'population classifie/'. Then for each unique prototype population a separate,
optimal 'grade classifie/' can be designed for sorting individual fruîts. The global
'population classifief utilizes a finite-length stack of features continuously updated
from the most recently softed produce. The statistical attributes of the features
sample in the stack are analyzed to determine which produce population is
cunently passrng through the system. When the population c/assrfer determines
that the stack contents have originated from a different prototype population, it
changes the active "grade classifief to the most appropiate one for the cunent fruit
population. An example of simulated adaptive versus conventional grading is
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presented on dafasefs from softing of dates. The example demonstrates that
adaptive grading by prototype populations yrblds lower misclassification rates in
compaison to conventional softing.

Résumé : L'appréciation automatique de la qualité des fruits est une tâche de classement
êquivalant à partitionner I'espace de dimension p des paramètres caractéristiques du ftuit
en régions, chacune d'elle conespondant à une classe de qualité. Les paramètres
contiennent des attributs des fruits qui permettent de les distinguer de fruits d'autres
classes. La probabilité d'eneur dans I'agréage automatique des ftuits est beaucoup plus
élevée que dans les tâches de classification bien définies, statiques et bien séparées,
comme on en trouve en contrôle de production industriel. Actuellement les opérateurs des
lignes de tri en fonction de la couleur ajustent les limites standards manuellement en
fonc{ion de I'observation d'eneurs grossières de classification. Cependant, la génération
future de classifieurs utilisera plusieurs paramètres pour classer. Un opérateur humain sera
incapable de contrôler tous ces paramètres. Chaque manière d'estimer des fonctions
discriminantes inter classe exige d'estimer les probabilité des classes a priori et les
densités de probabilités conditionnelles. La nature changeante des probabilités a priori peut
se traduire en une mauvaise performance. Pour faire face, une approche adaptative fondée
sur une population prototype est proposée. Le flux de produit est considéré comme un
signal (en termes statistiques) à classer en un nombre discret de flux ou de populations
<<prototypes> par un classifieur global. Puis pour chaque population prototype unique, un
classifieur optimal est conçu pour trier chaque fruit. Le classifieur global utilise une pile finie
de paramètres continuellement renouvelée à partir du demier produit trié. Les attributs
statistiques d'un exemple de la pile sont analysés pour savoir quel type de population est
en train de passer dans le système. Quand le classifieur détermine que le contenu de la
pile a été généré par une population prototype différente, il change de classifieur pour
activer le plus adapté à la population de fruits. Un exemple d'approche adaptative
comparée à I'approche classique est présenté (tri de dattes). ll montre que cette technique
se traduit par moins d'eneurs que le tri conventionnel.
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1. lntroduction

Grading agricultural produce has so far eluded full automation. Automated grading
of fruit and vegetables differs from traditional classification tasks in four major
areas:

a) The criteria for classification are set with respect to a "reference standard,"
which may be either a "reference senso/' which measures some objective physical
properties of the fruit, or a subjective panel of human experts. Sometimes, the
precision and repeatability of grade determination by the human expert sorters
("reference sensors") may be worse than those of the "estimator sensors".
Nevertheless, the goal of an automatic classifier that uses "estimator sensors", is to
imitate the human judgment and minimize classification errors with respect to the
human expert "reference senso/', in spite of the 'noisy" grade judgment.

b)The onJine inspection system utilizes an "estimated standard" from a set of
features derived from one or more "estimating sensors". The estimated standard at
best conelates highly to the reference one, and at worst can differ greatly from it.

c) The class membership feature vectors do not cluster naturally in the feature
space. The boundary between classes is usually fixed by marketing or packaging
concems, and often this boundary will pass through an area of the feature space
densely filled with feature points.

d) The a-priori class probabilities and the class conditional distributions of the
measured features change with time, growth conditions and locations, seasonal
variations, storage time, etc. The classifter must reliably grade hundreds of
thousands of items per day under time-varying conditions.

Using "estimator sensors" to divide a feature space into arbitrary categories will
lead to classiftcation errors. The enors will be concentrated at the category borders.
The density of the feature space at the category borders will determine the
misclassification rates. These errors can be minim2ed using the Bayes rule for
fixing the class discriminant boundaries, but the enors will be finite and measurable.
Any estimate of Baysian discriminant functions requires estimation of the a-priori
class probabilities ("priors") and the class-conditional probability densities. The
time-varying nature of the priors and the probability densities together with the finite
sensor erors have, up to now, yielded in unsatisfactory classifier performance in
automated agricultural produce sorting.

We propose to view the produce stream as a "signal" (in statistical terms) to be
classified into a finite number of prototype streams or populations. Then for each
unique prototype population a separate, optimal "grade classifie/' can be designed
for sorting individual fruits, (Peleg and Ben-Hanan (1993). A global "population
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classifie/' decides to which prototype population the current stream of produce
belongs, and switches to the appropriate grade classifier. The population classifier
utilizes a finiteJength stack of features continuously updated from the most recently
sorted produce. The statistical features of the stack are analyzed to determine
which population is cunently passing through the system. \Men the population
classifier determines that the stack contents have originated from a different
prototype population, it changes the active grade classifier to the most appropriate
one for the cunent population.

The adaptive classification by prototype population scheme may use some or all of
the features used by the grade classifiers, as well as "metafeatures." Examples of
metafeatures of a data set are the mean vector of the cunent stack values, the
class-dependent covariance matrices calculated from the stack, or the sample of
the cumulative distribution function (CDF) represented by the data in the stack. Use
of the CDF in theory and practice will be described, as it is the most appropriate of
the metafeatures. The metafeatures may be treated as any other feature in the
prototype population classification task. This attempt to use the metafeatures in
classification tasks assumes that a finite number of prototype populations exist in
the data with different meta-features.

The classification scheme is based on the human compensation for changing
sorting conditions. Experienced sorters will recogn2e obvious global changes in the
cunent produce stream and will change the sorting criteria accordingly.

2. Adaptive sorting algorithm

The adaptive sorting algorithm can be modelled by a discrete process X={x1,x2, ...

xp) where x = BP is sampled. and the feature vector x (with p elements) is
calculated for each item in the sample X={x1,x2, ... xn}. We shall not describe here

the actual feature extraction, but will assume that previous work has been done to
insure that among the p features there exist p < p optimal features for
discriminating between the o:1 grades (i=1..C). \Mth these assumptions, the
sampling process can be modeled as:

X= {x1,x2,...xn} E X where x = frP is a single item of X (1)

2.1 Non-adaptive classification

All classification schemes rely on a "reference senso/' to label a training set X with
grade labels ol. The reference sensor will most oftem be a human expert or panel of
experts in agricultrual applications as no hard and fast rules for the grade labesl

exist. The reference sensor may use the featrue space frP but more commonly will
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use a totaly different set of features. Traditional non-adaptive classification
schemes use any supervised classification techniques to design a grade classifier
o=g(x) for the n vectors in X, Each of these vectors is derived from the readings of
the 'Estimating Sensors' of the automatic sorting machine,.

In the on-line proæss, this grade classifier is used to classifu the items x e X. The
design of the grade classifier is dependent on the training set used. Any variations
in the actual data X that are not presented in the training set X, if they are even
noticed while the classifier is being used, require an adjustment of the classifier to
compensate for the new data. \Mrile solutions to this problem in one- or two-
dimensions exist (see for example Gutman et.al. (1994)), modem sorting machines
with multiple sensors overwhelm the capacity of the human operator to compensate
for changes in the produce stream.

2.2 Adapfiye class ification

In the adaptive sorting process, the dataset is partitioned into K a-priori known,
sequential populations X;1 , k=1,2,...K, each of length np :

i=k-1
{ft={xm+1 ,xm+2,... xm+nk}, k=1,2,...K, ,=t--ïr'j x=Uxn , (2)

i=1 k

For each source population, a grade classifier ro=gk(x) is designed, as described

above:
(ù=gk(x)VxeXç (3)

The parameters for each classifier are stored. A population classifier k = G(X) is
also designed. Usually, the feature vectors themselves will not suffice to
discriminate between prototype populations, and some function of the feature set f
(X) must be calculated. The population classifier then becomes:

k = G(f (X)) k=1,2, ... K where (4)
f (X) is a function of the set or subset of features in X

We estimate the sample's single-dimensional-feature cumulative probability
distribution function and compare it to the prototype population's feature cumulative
distribution. Other approaches to the function f (X) have been evaluated, but were
less successful..

In the on-line operation of the sorter, the past q data are stored in a First ln First
Out (FIFO) stack. The stack can be modeled as:

X = {xp,xp+1,...x6+q-1} where q is the length of the stack and (S)
m = 1,2,...N-q is the index of the items to be sorted.
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After a certain number of new items have been classified, the features of the stack
are calculated and the population classifier is used to determine the cunent
population. The appropriate grade classifier gç(x) is then used for subsequent
grade classification. We demonstrate the advantage of this technique by comparing
the actual grade label o:'' to a vector of labels obtained by applying the three types
of classifier functions discussed:

ol = [olg, arp , of, @ j, o)2,.-. <06]T where (6)

ro" = g1(x) | x e X3 (the adaptive classifier with an erring population classifier),

op = gk(x) | x e Xp (the adaptive classifier using a non-ening population classifier),

aDt = g(x) | x e X (the non-adaptive classifier trained on a sample from all

populations), and

ok = gk(x) | x e X, k=l,2..K (the K non-adaptive classifiers trained on single
populations then used on allthe data)

The "non-ening" adaptive classifier uses the inspected item's known population
label, and thus flawlessly identifies the proper population. lt can be used only in
laboratory conditions.

The sorting simulations of dates described in the following sections show a clear
reduction in misclassification rate for oa compared to the other strategies.

The adaptive classification scheme must also recognize new prototype populations.
To this end, the initial classifier design utilizes a statistical hypothesis test to check
the cunent prototype population. \Â/hen the population classifier retums a "not-
recognized" label for the data sample X

k=G(X),ke{1,2,..}l ï)
the machine will know that cunently in the stack there is an unknown population.
Either the stack is in transition between two populations, or indeed the process has
encountered a distinctly new population. The Kolmogorov-Smirnov two-sample test,
described in Press (1992), is one example of a non-parametric statistical test
particularly suited to the task, and is described below.

Note that while the prototype populations may be distinguishable, they may not
require unique grade classifiers. Reduction in the number of prototype populations
and subsequent simplification of the population classifier may improve the system's
robustness and reduce overall misclassification rates. This can be accomplished by
comparing the grade classifie/s performance on the "wrong" populations:

cùp=gk(x):xe\,J;ek
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where the symbols are as in (6), and using the misclassification rates as an
indication of the "distance" between the populations. Those populations where the
misclassification rates are not signiftcantly different can be combined.

3. Population classifier design

The requirements of the population classifier are:

- lt must accept as inputs the cunent contents of the stack X = {X1n,X6+1,...x6+q-1}
where q is the length of the stack and m+q-1 is the cunent item x being processed;

- lt must retum as outputs the cunent stack population k = G(X) and a confidence
measurea,0sa<1;

- lt must be sensitive to a new population even before the stack completely empties
of the previous population;

- In order to allow the dynamic adjustment of the stack length, the population
classifier's conftdence measure a must be insensitive to, or at least compensate
for, changes in the stack length.

3.1 Stack parameters

The population classifier can en in two cases. As a new population enters the
stack, an optimal population classifier would immediately recognhe the data as
belonging to a new population and change the grade classifter accordingly.
However there is some latency in the identification of a new population. The
machine continues to classiff the grade by the old grade classifier, until it notices
that something has changed. Subsequently, the stack continues to fill with the
second population. The population classifier may classiff the mix as a third
population, and sort the items according to its decision. As the first population
empties out of the stack, the population classifier should settle on the correct
identification of the new population.

Optimization of the stack length q was also studied. A shorter stack length will lead
to less "lag" in the decision to change the grade classifier, resulting in fewer items
belonging to the new population classified by the grade classifier of the previous
population. However, too short a stack will not enable the population classifier to
confidently identify the actual prototype population. Rather than using a fixed length
q for all populations, q æn be allowed to vary dynamically, according to the cunent
conftdence level of the population classifier decision.
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3.2 Using CDFs to identify prototype populations

The Cumulative Distribution Function (CDF) incorporates within it the class-
dependent probability distributions and the a-priori probability of that class in the
data. lt therefore reflects the parameters needed to calculate the a-posterior
probabilities. lf a classifier can be designed that accurately estimates the a-
posterior class-dependent probabilities, it will approach the optimal Bayes classifier
(Duda and Hart, 1973). Any changes in the data that mandate a change in the
Bayes classifier must be expressed in the a-posterior probabilities, and will change
the CDF. Therefore the CDF is a good starting point for a population classifier
statistic.

The sampl+'estimate of the CDF (created by sampling the random variable and for
each value calculating the proportion of data with that value or less) is also much
less noisy than its derivative, the probability density function (PDF) most often
estimated with histogram techniques. lt must be a monotonically increasing
function, and its steps are in increments of 1/N where N is the number of data
points in the sample. The PDF estimate, however, is dependent on the difference
between consecutively ordered values of the sample. lt usually requires some
signal-processing type of smoothing to provide useful results.

The CDF is visually less satisffing, since it is not obvious from the S-shaped curve
whether the distribution is unimodal, skewed, or contains outliers. But a wide variety
of theoretical non-parametric techniques for analyzing differences between CDFs
are known in the literature (Fukunaga 1990, Conover 1980).

Peleg and Ben-Hanan (1993) trained a neural network to identify the population's
CDF. They tested a two'population data set collected on apples, with limited
success. The neural network was built in such a fashion that it could retum not only
the distance metric but a measure of the confidence in its decision, as described in
the previous paragraph. ln the present study the Kolmogorov-Smimov goodness-of-
fit test was found to be more useful, and will be described in detail below.

3,3 Population classification by the kolmogorov smirnov
statistic

The Kolmogorov-Smimov two-sided statistic T, as described in Press (1992) was
proposed by Kolmogorov and tabulated by Smimov. lt is defined as the maximum
d ifference between two cu mu lative d istribution fu nctions:

r = maxlsl(x)-s2(x)lwhere sn(x) isthe sample cumulative distribution (9)

function for a sample drawn from a random variable Xn with a distribution of Pn(x).
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Under the hypothesis Hs that P.,(x)=Pr(x), the distribution of T can be tabulated as

a function of the number of samples in X., and X, . An analytical expression to

calculate the significance of the T value was proposed by Stephens (1963). The
probability that the distributions characterized by two CDFs are NOT different is:

Probability(Ho: P1(x)=p2(x) I r) = ,^r[r. 
f.m 

- 0.12 +,''/l-,] (10)

where Ne is the effective number of points: *" = ##, Nr=number of points in

sample Xr and rrs(r) = ri(-1j-1 e-42]'2, o s41s(1,) st
j=1

The hypothesis test can act as a population classifier k = G(X) :

G(X) = n: (Tn

Tn = ma!Sn(")-Ssroc^(")l ,where

TmVm +n), where
(11)

Sn(x) is the sample cumulative distribution function from the population n in the

training set, and Ssrncx is the cunent stack's CDF.

ln addition cr = f6g(Tn*Ns) where t" = ffi# 
gives the probability that the

CDFs are, indeed, equal. Thus the KS test can answer the first two requirements
for the population classifier as stated above.

Sensitivity to a new population entering the stack

ïhe KS test is not sensitive to the order of the data in the stack. At its core it
reorders the data to find the CDF. lt is not feasible to somehow emphasize the first
few datum in the stack to improve the sensitivity of the classifier to a new
population, as would be possible with a different family of classifiers. However the
CDF itself is very sensitive to changes in the stack composition, and the entrance of
a new population to the stack rapidly changes the measure a described above.

Ability to compensafe for changing stack length

The measure N" takes into account the stack length Nsrecr. The classifier

accuracy depends on both the size of the training set and the size of the stack, but
its performance depends greatly on enough data present in the stack to estimate
the CDF.
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4. Simulation of the adaptive sorting algorithm

Adoption of the adaptive sorting algorithm makes new demands on sorting machine
users and manufiacturers. A user friendly proof of the advantages of the adaptive
techniques is necessary to convince commercial interests. The possible reduction
in classification enors must be clearly demonstrated in actual packing house
conditions. A software tool was developed for this purpose that permit use of the
adaptive algorithm while using a unified data input and presentation interface. Both
synthetic data and actualdata may be used with the program.

The simulation was built in Matlab (Mathworks 1994), using Graphical User
lnterface (GUl) capabilities to display the data and significant results while allowing
the user to easily change the simulation environment. As the simulation runs, it
displays a series of sorting matrices. These compare the actual grade labels co,' as

determined by a reference sensor to those determined by classifiers as described
in Equation (6) above.

After processing the entire test data, the program displays information about the
performance of the strategies, including the number of items processed and the
number of enors made by the population classifier used in the adaptive technique,
as well as the overall misclassification rate expressed as a "Weighted Grade
Contamination Index" C61, described in Peleg (1985):

Cc,:=1-Pol=1-\PgiW
i

P6 is the opposite of C61 and is termed "Weighted Grade Purity lndex', while Pgi is

the pure product fraction of grade i, resulting from the sorting operation.

Wr = 
KiP)4KR is a weighting function composed of the relative costs or penalties

/T
Kifor misclassiffing grade iwhile the a-priorigrade probablities Piare determined

by the proportion of grade i in the sorted produce stream. ..

In practice, larger penalties Ki are associated with the higher priced grades but in
the context of this project we assumed equal penalties for all grades, K; =1.

After processing the entire test data, the program displays information the
performance of the strategies, including the number of items processed and the
number of enors made by the population classifier used in the adaptive technique.

(12)
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5. Adaptive sorting of dates

The sorting experiments with artificial datasets were useful for studying the
structure and operation of the adaptive sorting scheme by prototype populations.
They were furthermore very useful for exploring sensitivities to the system's
parameter changes. For the sake of brevity we report herein only experiments with
real data, e.g. from a commercial sorting operation of dates.

We demonstrate a basic premise of the project, i.e. that global feature spaces of
commercial produce grading systems can be beneficially subdivided into prototype
populations. Furthermore, we wanted to confirm and demonstrate that these
prototype populations are sufficiently dissimilar, whereby a population classifier can
be designed to distinguish between them and by using separate grade classifiers
for each, the overall misclassification rate can be significantly reduced.

Dates are cunently sorted by hand, a labor intensive operation that is error-prone
and expensive. The fruit is spread across a conveyor belt, and the human sorter
must separate the fractions by moving each item to the proper partition. Most of the
sorting criteria are visual: color, size, shape, blemishes, folds and blistering in the
skin, shininess, and uniformity. However the sorter also feels the date for softness,
and while moving it can change the classification.

ïhe date datia was collected from the Ardom Regional Packing House, in the
Southem Arava region of lsrael, near Eilat. This packing house recently installed,
(with the supervision of one of the researchers), a newly developed date sorting
machine. Using a set of 25 features obtained by machine vision and a hierarchical
classifier, it can sort about 20 dates per second.

The manufacturers of the machine agreed to modiff the softryare so that the
machine saves the features of the last 24 dates sorted once every five minutes.
The packing house tracks the source of the date lots through the packing process
to properly compensate the growers, thus an a-priori population label is available
and was stored as well as the time the sorting took place and the output of the
sorting machine.

For commercial reasons, the manufacturer requested that the actual physical
meaning of the features and the exact structure of the grade classifier remain in
confidence. This was not a problem since the adaptive sorting simulation program
was designed to work with any type of grade classifier and accept various feature
structures, as may be used by various commercial sorting machines, which employ
conventional non-adaptive sorting algorithms.
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5.1 Data preparation

The raw data were supplied as a number of ASCII files. Since the processing
platform of choice is Matlab, a number of conversions were neæssary to input the
data. The data were parsed into a matrix form, with each row representing a data
vector. Unreasonable data were rejected. All data where the output grade label
reflected the inability of the machine to reach a decision were rejected. All clear
outlier data on any feature was rejected.

The result was a data set of -20,000 vectors. The ftrst element represents the time
the date passed through the machine, the second was the shipment lD (every
incoming shipment of dates receives a unique label which is used to track its
progress through the packing house and to compensate the grower) The third was
the machine that sorted the date (there are 2 machines working in parallel) and
elements 4-28 are featu res.

A unique demi-population labelwas constructed from the following:
- Time and date sorted;
- Shipment lD;
- Machine sorted on (1 or 2).

5.2 Feature selection and date grade classifier design

The general structure of the hierarchical classifier used by the machine is depicted
in Figure 1. ln classification phase 1, a first subset of the 25 features set is used to
compute a primary score termed F1 (an integer 1-5). ln the second classification
phase a linear discriminant classifier uses a second subset of the 25 features to
compute a secondary score F2 (an integer 1-4). In the third phase the scores F1

and F2 are combined in various ways to yield quality grades. The combinations of
the F1 and F2 values and the number of quality grades is fixed by the destination
market supply and demand situations and time of the year.

Score F1 was one dimensional while F2 was composed of 24features. Although
the values of F1 and F2 were supplied in the dataset the features composition of F2
was not disclosed by the manufacturer. Consequently, we adopted the values of F1

and F2 as measurements by a reference sensor and the grades labels of the
machine as reference labels. As the estimating sensor succeeded in estimating F1

very accurately, (less than 1o/o misclassification) it was decided that there would be
no further improvement by adaptively estimating the F1 score. Consequently, the
goal of the sorting simulation was limited to adaptively executing phase 2 -
estimating F2.

ln the machine, the third phase is performed by the sorting line operator. Using a
touch screen for input, the operator chooses combinations of F1 and F2 to form
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particular quality grade. The actual mapping of F1 and F2to a grade label depends
on the destination of the finished product and the market forces. This process is
beyond the realm of the adaptive sorting algorithm.

Through consultation with the machine manufacturer, and after considerable
experimentation we constructed estimating feature subsets to approximate F1 and
F2 and a hierarchical grade classifier similar to the one used in the machine (see
Figure a).

Subsequent to dividing the dates into subgroups by F1, linear discriminant
classifiers as described in the SAS package (SAS 1985) were used to determine
the estimate of F2:

Ê2=gp1(x) = min(Dyy11"(x)) where (13)

Ds11yç(x) = (x-X.(,rc )T swfU" -1 (x-X,t;lc ) + logel fufU"l - 2logeP( X,1a. ),

X.t,l" is the data in the training set for the grade class wi with F1 = c,

Xo(ilc is the mean vector of X.,rr" , Sr(D" is the covariance matrix, and

P( X.to" ) is the prior probability of X o,Ç)c in the part of the population with F1 = c.

This classifier is based on multivariate normal (Gaussian) distributions. However
the data is decidedly non-normal. Each feature was examined for skew ( the degree
of asymmetry around the mean). As some of the features were highly skewed a

sequence of Tukey ladder functions (...x'2, ,(1 , y112, x-114, 16n1r), ,114, x112, x,

x2, ...) (Tukey 1977) was applied to each feature until the skew was less than 1.

While the grade classifier construction has been described at some length here, the
adaptive sorting algorithm is extemalto the particular grade classifier and assumes
the machine manufacturer or the packing house staff can provide a suitable grade
classifier. The specific case in-hand demonstrates the adaptive classifie/s ability to
incorporate even a complicated grade classifier.

A blind stepwise process (pattemed after the STEPWSE procedure in SAS (SAS
1985) of feature selection was used to chose the features to be used for estimating
F2. An upper limit of 9 features yielded acceptable performance. Using a global
training set, this classifier provided an overall misclassification rate of 35%, versus
the reference labels given by the machine.
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5.3 Partitioning the data into prototype populations

The first step in partitioning the data into prototype populations involves choosing
an optimal feature for character2ing prototype populations by CDFs and the K-S
statistic. Some consideration was given to using a two- or higher-dimensional form
of the K-S statistic. These have been developed by Smallwood (1996) , FelE and
Goldin (1991), and others. However, one of the prime advantages of the K-S
statistic is its non-parametric character: the test does not depend on the underlying
distribution of the data. In the tests developed for higher dimensions, this
characteristic is not preserved. In addition, the "curse of dimensionality" (as
described in Scott 1992) requires more data to adequately describe the two
dimensional distribution than the one-dimensional distribution.

The fact that the population classifier utilizes only one feature may not be a severe
handicap. ln most cases, the actual classification task relies on a main feature, with
nuances supplied by the others. Many of the acquired features are highly
dependent. Any change in the makeup of the produce stream that has
repercussions for sorting, will manifest itself in all the dependent features, including
the one chosen for population classification.
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Even with one dimensional GDFs, optimal partitioning of the data into prototype
populations is a difficult task. A neæssary precondition for a feasible partition is that
the prototype populations must be "ldentifiable", i.e. the differences between the
resulting CDFs must be sufftciently large. One measure of the identifiability of the
prototype populations is the K-S statistic cr, another is the misclassification rate in
the resultant classifier. Obviously, there may be many identifiable partitions which
will invariably provide a "payoff in terms of increasing the weighted grade purity
index P6 versus non-adaptive sorting, wherein the entire dataset comprises just

one prototype population.

Among the various identifiable partitions, the optimal partition should provide the
maximal 'payoff: max(Pr). However, the partition with the minimal population

misclassification rate is not necessarily the one which provides the maximal payoff
max(Po,)). A full exploration of these fine details, for finding optimal prototype

populations will be included in a future paper.

ln the context of this work, a semi-optimal partition of the date dataset was
determined by choosing an optimal feature for generating CDFs and reducing the
number of a-priori prototype populations, as follows:

The maximum distiance in the training-set sample CDFs between all possible binary
combinations of a-priori known date populations was determined. Then an
agglomerative process (based on the CLUSTER process of SAS (1985) ) of
combining populations based on this distance measure was canied oul This
resulted in a dendogram depicted in Figure 2, which shows the estimated
confidence that the populations are different. Each feature's dendogram was
examined, and the feature with the maximum separation of the a-priori populations
was chosen.

The dendogram also provided a rationale for combining populations. The original 20
populations were reduced to 16 by combining those with a low (<0.6) probability of
coming from different populations.
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0.6
Probability that
the populations

are different 0.4

Figure 2: Dendogram of the probabil$ of dîfferences between the a-piori
populations

6. Population classifier performance

The performance of the population classifier was tested by dividing the data into a
training and test set. The test set data was formed into an indexed sequence of
data, and the data fed into a FIFO stack for classification. The length of the stack
was varied. The results are depicted in figure 3. lt may be seen that the population
classifier exhibits the expected behavior. For a given training set size an optimum
stack length is obvious.

The misclassification rate has a minimum as a function of the stack size, since on
the one hand increasing the stack length improves the accuracy of the
classification, but it also increases the number of classifications made while the
strack is in transition between two populations.

Population Number
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Population Classifi er Performance

0.195
50

Stack Lengilh

Figure 3: Population classifier peiormance as a function of stack size

7. Adaptive vs. Non-adaptive classifier pedormance

The size of the training set used for the various classifiers was altered while all
other parameters were held constant. The size of the stack used in the population
classifier and the size of the data set were varied independently while all other
parameters were held constant.

The test set data were classified and the estimated quality value compared to the
known, reference value. Various sizes of ûaining sets were run through the
process. The classifier was also trained and tested on each a-priori population
separately. Again, the inconect decisions were counted as a percent of the data.
Table 1 consolidates the misclassification rates of the grade classifier, by training
and test set.

The misclassiftcation rates clearly demonstrate the advantage of adaptive sorting.
Using the same training set a clear reduction in misclassification can be obtiained
by "tailoring" the classifter to the particular feature space cunently being sorted. The
table also emphasizes the price of a mistake in the population classifier. Using the
wrong grade classifier for any extended period will undo all the reduction in overall
misclassification.
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Table 2 presents the overall comparison of the different classification strategies.
The best-case and worst-case non-adaptive classifiers are compared to the
adaptive classiftcation strategy with an ening and non-ening population classifier.
In real-life situations, the non-adaptive classifier performance will always be
significantly worsened, as the training set cannot anticipate all possible variations in
the produce. The adaptive classifier avoids this problem through the identification of
new populations. lt can notiff the packing house staff that something has changed
and adjustments are necessary much before post-sorting quality control (if it
exists).

Table 1: Non-adaptive grade classifier pertormance - Misclassification rates for
each of the hierarchical grade c/assrfers trained. Tnining sef size is 30% of each

population

Table 2: Qverall classifier peiormance comparison of Cç5, stack length at 100

and training sef size at 30%

Conclusion

We have presented a detailed description of an adaptive simulation of human
assesment of fruit quality. At the root of the simulation is the concept of prototype
populations. This concept mimics the reaction of the experienced human sorter as
the produce stream changes. The description was augmented by an example of
sorting date ftuits, and the effect of changing various parameters in the sorting
process on the misclassification rate was explored. \Mrile the scope of the project
was to develop the theory behind the adaptive sorting scheme, the actual
simulation implementation takes into account the need to convince non-technical
sorting line managers of the superiority of the adaptive approach. The simulation
software can be used with almost any type of grade classifier. The adaptive
algorithm itself can easily be incorporated into an existing sorting machine, with little

Training set from
)ôôlrlâliôn

1 2 ? 4 5 6 7 n v 10 tl 12 13 14 15 16 all

3. on êst set fron

)nly the trained
mDUlâliôn

?2.4 29.0 20.4 23.6 15.8 t3.5 23.3 't6.2 27.9 19.5 29.3 21.O 11.6 1.6 24.3 21.8 13.3

0@ on test set frorr

lhe entire data

,9.2 15.8 t3.2 {3.6 39.5 49.9 t4.9 t9.8 36.1 '1.9 n.3 {3.8 48.2 tl.6 16.7 58.4

Classifier Misclassification Rate
Worst Case Non-Adaptive 64.9o/o

o, - Best Case Non-Adaptive 33.3%
o. - Adaptive W Non-ening Population Classifier 22.60/o

ro, - Adaptive WErring Pop. Class 26.2%
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intervention in the cunent sorting softrrtrare. The authors hope that this approach will
ease the introduction of complicated, nextgeneration sorting machines to the
relatively low-tech sorting world.
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Use of sensor fusion to detect green
chilled tomatoes

picked and

Utilisation de la fusion de capteurs pour détecter des tomates
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Abstact: Quality of vegetables and fruits is determined by a number of characteritsics.
Therefore it is interesting if this quality can be defrned by a combination of panmeters such
as color, mechanical- and electrical impedance, refractometry and spectroscopy. Eailier
work has shown that tomatoes with a low quality, caused by chilling, can be distinguished
by using sensor fusion. AIso it is possô/e that tomatoes with the same color have a totally
different history and therefore a ditrerent quality.

The aim of this wotk was to study the advantages of using a combination of measurement
techniques to study the quality of tomatoes.

Green, orange and red picked tomatoes were stored at 2"C and 95o/o rclative humidity (RH)
and at 12"C and 95% RH. This way both the etrect of color at picking time and stonge
tempenture could be investigated. The fruits were storcd for at least two weeks and every
2 or 3 days the frrmness, the electrical impedance, the coion the NIR reflectance spectra
and the "Brix were measured.

Afterthe test period the data were analyzed, using discriminant analyses. The puryose was
to frnd a (combination) of parameters which makes rf possib/e to discriminate between
tomatoes with the same color but with a different color at picking time andlor a different
stonge temperature.

It could be seen that on ôasis of a combination of electrical and mechanical impedance
data, green picked tomatoes, stored at 12"C until they reach a red color, could be
distinguished ftom mature red picked tomatoes of the same color with a misclassifrcation
error of 0/o. The possibility of separating green from red picked fruits at a moment that this
difference is not visible anymore, is of pafticular importance because red picked tomatoes
have a much better aroma and taste.

After storage at ditrerent temperature, fruîts with the same color could be classifred
according to this storage temperature with a classifrcation enor of 12.5%, 18.95% and
22.65% for respectively green, orange and red picked fruits. The befter dicrimination for the
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green picked fruifs is due to the etrect of chilling injury in this way that immature fruits are
rnore susceptible to chilling injury.

Keyrords: Quality, tomato, sensor fusion.

Résumé : La qualité des fruits et légumes est déterminée par un certain nombre de
caractéristiques ainsi la qualité peut être définie par une combinaison de paramètres telle
que la couleur, I'impédance mécanique et électrique, la réftactoméûie, et la spectroscopie.
Les travaux préliminaires ont montré gue des tomates de mauvaise qualité (du fait du gel)
peuvent être détectêes par fusion multi-capteurs. Ainsi certaines tomates de même couleur
ont une histoire totalement différente et ainsi une qualité différente.

L'objectif de ce travail est d'étudier les avantages de la combinaison de techniques de
mesures pour apprécier la qualité des tomates. Des tomates cueillies vertes, oranges et
rouges sont stockées à 2'C et 95 % HR (Humidité relative) et à 12"C et 95 % HR. De cette
manière on étudie les effets de la couleur lors de la récolte mais également de la
température de.stockage. Les fruits sont stockés au moins deux semaines et tous les 2 ou
3 jours, la fermeté, l'impédance électrique, la couleur, le spectre de réflectance proche
infarouge et le ' brix sont mesurés. Après la période de tests, les données sont analysées
par analyse discriminante. Le but est de trouver une combinaison de paramètres qui
permette de discriminer des tomates de même couleur mais cueillies à des couleurs
différentes eUou conservées à des températures difiérentes. On a montré que, par
combinaison des données d'impédance élec{rique et mécanique, des tomates cueillies
vertes et stockées à 12"C jusqu'à atteindre la couleur rouge pouvaient être distinguées de
tomates mûres cueillies rouges avec un taux d'eneur de 0 %. Cette possibilité de séparer
des fruits cueillis verts ou rouges à un moment où cette différence n'est plus visible est
particulièrement importante car les tomates cueillies rouges ont un meilleur arôme et un
meilleur goût. Après stockage à différentes températures, des fruits de même couleur
peuvent être classés en fonction de cette température de stockage avec des eneurs de
12,5 Vo, 18,95 %, et ?2,65 % respec{ivement pour des fruits cueillis verts, oranges et
rouges. La meilleure discrimination (fruits cueillis verts) est due à I'effet du gel car les ftuits
immatures sont plus susceptibles d'être endommagés par le gel.
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1. lntroduction

Quality of vegetables and fruits is determined by several characteritsics. Therefore
it is interesting to describe the <condition> of fruits as completely as possible by
using more quality parameters such as color, mechanical- and electrical
impedance, refractometry and spectroscopy (NlR). Earlier work revealed that
defects in fruits, caused by stressfactors as chilling, can not be detected by a single
method but can be detected with combined measurements (4). Also it is known that
tomatoes with the same color can have a completely different history and therefore
a different quali$.

Thorne and Alvarez (1) have shown that development of color and softening of
tomatoes are not necessarily corelated and that the temperature regime during
storage can be used to color the tomatoes without causing a great firmness loss.
Cheng et al. (2) found that tomatoes do not show a color change if stored under
6'C. Also Rosenfeld (3) concluded that firmness can not be predicted by color.
Moreover, green picked tomatoes, even after developing a red color, can be
tasteless as a consequence of abnormal ripening. This was concluded in a test with
a consumerpanel (4).

Fruit firmness is the second most important attribute in judging quality of tomatoes.
Firmness is a measure for the ripening (softening) of the fruitf lesh. Pectin, the
cementing factor of the cellwall, is present in the middellamella and is been
solubilised during the ripeningprocess. This results in a decrease of the cohesion of
the cells and consequently in a texture change. To determine firmness the acoustic
impulse response technique can be used.

As a third measurement technique to investigate fruit quality, the electrical
impedance is proposed. When fruits or vegetables ripen or deteriorate there is a
severe change in the cellular structure, which can be measured in the electrical
conductivity and the permitivity of the cells.

During ripening starch is divided into glucose and saccharose is converted into
fructose and glucose. The amount of sugar can be determined in several ways. An
easy and quick method is the use of reftactometry, where the quantity of sugars is
represented as oBrix.

NIR-spectroscopy is used as a routine technique for non destructive measurements
of the quality of agricultural products. \Men light falls on a fruit different phenomena
can happen such as absorption, reflection, transmission,... The outcoming or
intemally reflected light canies information about the intemal composition of the
fruit (5).
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2, Objectives

The objective of this work was to investigate the advantages of sensor fusion. The
queqtion is if it is necessary to use more than one qualiÇ parameter and which
parameters are the most important.

Two factors were investigated: color at picking time and storage temperature.
Tomatoes with the same color were divided into classes according to these fiactors.

3. Materials and method

fn June 1997 3*200 tomatoes (var. Grace) of color green, orange and red were
picked at the experimental station of St-Katelijne Waver, Belgium. The fruits were
then stored at 12"C and 95% RH (Relative Humidity). Twice a week, during 4
weeks, 15 tomatoes were measured with the above mentioned techniques:
mechanical- and electrical impedance, refractometry and NIR spectroscopy and
color.

3.1 Firmness.' acoustic impulse response technique

The acoustic impulse respons method is a non destructive technique to measure
the firmness of fruits and vegetables. In this technique the tomato is placed with its
stalk horizontal on a ftuit holder and then exited by gently hitting it with a small
hammer. The responding vibration is captured with a microphone. By means of a
Fast Fourier Transformation the fequencyspectrum is generated. Out of this
spectrum the first resonant frequency is selected. The resonance frequency (RF)
was determined at 4 point of the fruit equator. Conecting the average frequency for
the mass yields the firmness:

S=mæ"RF2
(1)

with
S: firmness (106 Hz2*gn)
m: mass (g)

RF: first resonance frequency (Hz)
In the following the firmness index of the fruits will be expressed in the units 104

kg*"s-t.Tomatoes have a ftrmness between 1(very soft) and 10 (extremely hard).
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Figurel: Set up of the acoustic impuls respons method to measure the firmness

3.2 Color: colorchart

The color was measured at the blossom end with a color chart used in auctions
(ranging from 1: very green to 12: very red).

3.3 Electrical impedance: lwo point technique

The fruit impedance was measured from 20 Hz up to 1 MHz, at 48 different
frequencies, with a Hewlett Packard precision RLC meter model hp 4284A, using a
two point set-up, with wet contacts (filter paper disks soaked in 150 mM NaCl) (a).
At the contact place of the electrodes, the skin was removed. The pressure of the
electrodes upon the fruitflesh is excerted by the fruit weight itself. The applied signal
was 20 rnVnrus and the electrode area 0.78 cm2.

Fruit tissue is a cellular biological material. lts impedance representation in the
complex plane reveals semicircles having the center above the abscissa, as shown
in figure 2.

lm(z) l

(D-+€

^ 

<rr-+0

^

Figure 2: Electrical impedance representation in the complex plane (4)
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This circle can be completely defined by four parameters: three geometrical ones
and one containing the characteristic frequency information. The five chosen
parameters to define the measured data are: R.- low frequency resistance, R - high

frequency resistance, Oo- constant phase angle (CPA), fo = 3 cnaracteristic
zlc

frequency (maximum reactance frequency), Co: the characteritsic capacitance. ln
this way the 48 points resulting from a frequency sweep were replaced by five
parameters, which for the moment are meaningless and there is no clear link
between them and physiological values. The parameter extraction was performed,
based on a least squares fitting of the data. The characteristic frequency was
determined by polynomial interpolation of the measured data around the point of
maximum reactance on the fitted circle.

3.4 Optical spectra.' 
^rrR 

spectrometry

Every optical instrument consists of 5 basic components: light source, light
conductor, sample holder, wavelength selection mechanism, a detector and a
processor.

ln this work a spectrometer (Optical spectrum analyzer (OSA) 6602, Rees
Instruments Ltd., Godalming, UK) connected to a computer was used. The
configuration was 0"/45', meaning that - detector- and - source fibers make an
angle of 45"C.

Because of the non homogeneous character of tomatoes, 4 measurements on the
equator were made for each fruit.

3,5 Sugar content: refractometry

This method is one of the most simple techniques to measure sugar. lt is based on
the law of Descartes-Snellius for determining the refractive index. This index is a
measure for the amount of dissolved material and is expressed as 'Brix.

A digital refractometer was used (PR-101, Palette Series, ATAGO CO., Ltd.,
Japan). The calibration was done with destilled water (0 'Brix). For fruits and
vegetables, the "Brix consists of the total amount of sugars, organic acids and
pectins. Between 5 and 40'C there is a temperature compensation. About 0.'1 ml
juice was used for each measurement.

Both NIR and refractometry were used to have more information on the internal
quality of the tomatoes.
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4. Method of dataprocessing

The aim of the study was to use sensor fusion as a basis to distinguish:

a)green, orange and red picked tomatoes,
b) tomatoes stored at different temperatures on the moment that they have the
same color.

The classification technique used was discriminant analysis.

4.1 Color at picking time

Red picked tomatoes (color 9) on the first day were compared to orange and green
picked ftuits after respectively 10 and 17 days storage at 12"C195o/o RH. At those
moments all of the fruits had the same red color and thus distinction could not be
based on visual inspection.

All of the measured parameters, except for color, were used to separate between
the three classes, e.g. red, orange and green picked fruits.

4.2 Storage temperature

Tomatoes with the same color at picking time were divided into two classes,
according to their storage temperature (2 or 12"C). For every picking color all ftuits
with a color of 6, I or 10 for respectively green, orange and red picked tomatoes,
were selected. This gives 3*2 classes of tomatoes that can not be separated just on
visual percepeptance (color).

color at picking
time

color at time t storage temperature ('C) storage period (days)

(*) classes with the same letterwere compared with discrimation analyses
Table 1: Sef-up of the experiment

A
A
A

B
B
c
c
D
D

10
17
0

12
12
12

2
12
2
12
2
12

I
9
I

6
6
8
8
10
10
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Discriminant analysis

Discriminant analysis supposes that each class has a multivariate normal
distribution. Additional suggestions are that the a-priori probability of each class is
the same and that the group specific density at x can be defined. The posterior
possibility p (Ux) is the probability that x belongs to class f and is calculated
according to Baeys theorem:

p(tr?) = f,(x)/f(x)
with
x: n-dimensional vector of the quantitative variables of the observations
f.' class specific density estimated at x for class f and f(x) =1,f,(x)
p(trk): posterior probability that an observation x belongs to class f
An observation is classified in class u if f = u has the largest value of p(trk).
The used program was written in SAS.

When the input is an ordinary SAS data set and there is no independent set
available then the data set can be used for training as well as for validation. The
resulting enor has an optimistic value and is called the <apparenb enonate. To get
a more realistic estimate of the eror rate a crossvalidation was used.
Crossvalidation treats n-1 of the n observations as training data and uses the last
observation for validation. This method gives an unbiased estimate of the enor rate
but with a relatively large variance.

Out of the classification enor of the separate quality parameters, the best
discriminating parameter between classes could be established.

5. Results
The results of the discriminant analysis are given in table 2 as a classiftcation eror,
which is the percentage of misclassified tomatoes.
The classification enor was determined by crossvalidation.

dicriminating
factor

best discriminating
parameter

best combination of
parameters

maximum classification
erTor

b
green

orange
red

S phi Co 12.5

18.95
22.65

Table 2: Maximum classîfication effor (S: frmnesg R; low frequency resrsfance,
Rr: high frequency resistance, phi: constant phase angle, fo: caracteristique

frequency, co: characteitsic capacitance, Bix: " sugar)

616



The results show that color at picking time can best be seen in a combination of the
firmness (S), the characteritsic electrical capacitance (Co) and -frequency (Fo). The
maximum classiftcation error is 21.690/o. However it can be said that separation of
green and red picked tomatoes was 100% conect. This result is very important
especially for consumers because earlier work has shown that green picked
tomatoes develop less taste than red picked.
Further it can be concluded that the best discriminating parameter is the firmness.
Discrimination according to storage temperature gives a classification error of
12.5Vo, 18.95o/o and 22.65% for green, orange and red picked fruits. The better
results for green picked tomatoes is due to the fact that these are more sensitive to
chilling injury and therefore show an abnormal ripening process al2"C, which is
reflected in the quality parameters. The best discriminating parameter is the
constant phase angle.

Conclusion

Fruit quality consists of several aspects, each of them to be measured with other
techniques. This work has shown that sensor fusion can be used to separate green
from red tomatoes with a very good resull based on measurement of firmness and
electrical impedance. Also it could be seen that especially firmness and the
characteritsic capacitance are of great importance in classification of tomatoes.
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Abstact: The non destructive evaluation of food produce needs to use vaious sensors,
which is more than a simple accumulation of independenf sensors. Sensorfusion intends to
have a collabontive approach of those sensors, in order to improve the quality assessmenf
of the product and assure the consumer a high quality produce. Vaious applications of
sensor fusion have already been made for fruit quality, but there is a lack of a genenl
methodology for sensor fusion design. A methodology in eight sfeps is proposed. This
methodology has been tested and validated on various commodities, and two examples are
described (melon, peach). Those examples shour the importance of sensor fusion as a
multidisciplinary approach, and the difficulty in choosing the proper fusion technigue. The
proposed methodology tums out to be sufficienfly general to be applicable to other food
products.

Keymords: Quaffy assessment, sensorfusion, food produce.

Résumé : L'évaluation non destruclive des produits alimentaires demande d'utiliser
plusieurs capteurs, ce qui est plus qu'une simple accumulation de capteurs indépendants.
La fusion multi-sensorielle met en ceuvre une approche collaborative de ces capteurs de
manière à améliorer l'évaluation de la qualité du produit et à assurer aux consommateurs
un produit de haute qualité. De nombreuses applications de fusion multi-sensorielle ont
déjà été étudiées pour la qualité des fruits mais une mêthodologie générale de fusion multi-
sensorielle est encore attendue. Une méthodologie en 8 étapes est proposée. Cette
méthodologie a été testée et validée sur différentes espèces et deux exemples sont décrits
(melons, pêches). Ces exemples montrent I'aspecl multi-disciplinaire de la fusion multi-
sensorielle et les diffcultés dans le choix d'une technique de fusion appropriée. La
méthodologie proposée s'est révélée sufhsamment générale pour être appliquée à d'autres
produits alimentaires.
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1. lntroduction

The problem of assessing and maintaining the quality of fruits and vegetables limits
the profttability and competitiveness of the fruits and vegetable producers and
processors. Significant progress has been made towards developing sensors to
measure both the externaland intemalquality parameters.
Fruit quality determination æn be enhanced by employing modem sensing
techniques. These techniques are different from classical sensing techniques in

that the information is determined from signal pattems as opposed to a single signal
value. Furthermore, information may be determined across multiple sensors as
opposed to an isolated single sensor value. Multiple inputs entail the need for
careful consideration of the signal processing step as an integral part of sensor
system design. Sensor fusion is analogous to the cognitive process used by
humans to integrate data continually from their senses to make inferences about
the extemalworld. So far it has been widely applied to military situations (battlefield
surveillance, tactical situation assessment), or non-military purposes (robotics,
automated manufacturing, remote sensing). The advent of sensor fusion
approaches [6] enables rapid and economical online implementation for fruit quali$
assessment The benefits of using multiple inputs are significant considering the
economic premiums that are placed on consistent, superior quality in the
marketplace.

In this paper, we intend to present the recent applications of real time and low-cost
sensor fusion to fruit quality assessment, to present a general methodology that
can be applied with this approach, and to present the applications of the
methodology on various commodities.

2, State of the art

Fildes [4] describes the interest of sensor fusion techniques for the food processing
industry, and presents the sensor fusion approach as a necessary method in order
to avoid the simple addition of numerous and autonomous sensors. In the fruit
sector, sensor fusion has been applied by using neural network on tomatoes quality
assessment [13] by combining firmness, colour and acidity. Different techniques
(Bayes, non-parametric by using the Parzen estimator, multi-layer neural network,
Hopfield network) have been applied on melons [9]. Sensor fusion has also been
applied more recently to peach firmness by combining two different kinds of
firmness sensors [1], and to the detection of green picked and chilled tomatoes
[12]. From a general point of view, there is a strong need for a methodology
dedicated to the design of multisensor system for fast and non-destructive
evaluation of fruit quality. This methodology is presented below.
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3. Proposed methodology

The proposed methodology [17] consists in eight steps described in Figure 1

detailed below.

Figure 1: Description of the proposed methodology

3.1 ldentifying the properties of the produce that are impoftant
for iE organoleptics properties (step 1)

In this first step, it is important to take benefit of the knowledge from possible
relations that may exist, event if this relation is not exactly known, between the
different properties of the produce (for example, between the colour of the fruit and
it sugar content). This step involves a strong co-operation of the sensor fusion
<<designeo with the technical specialists of the produce area, but also with the
fundamental knowledge of the produce (Food Science). The result of this step is a
list of physical or chemical properties related to the organoleptics property of the
produce, and a list of possible relations between those properties.

Proôre to be assessed

Orgaaol,eptics properties

ofthe prodrce

Acc eptatioa or rej ectioa
ofthe sensor firsioa
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3.2 ldentifying the reference methods (qualitative or
quantitative) that are cunently used for assessing the quality of
the produce (step 2)

These methods may be destructive measurements performed on the produce
thanks to analytical tools when they are available, or expert judgements providing
qualitative information. In the former case, the measurements can be used in order
to build an automatic classiftcation. ln the latter case, we shall speak of supervised
classification. The choice of the reference method will enable the validation of the
information provided by the non-destructive sensors (step 3). A co-operation of the
sensor fusion <<designer> with the technical specialists of the produce area, with the
sensory analysis area and with a specialist of the chemical and physical metrology
on the produce should lead to the success of this step. The result of this step is a
list of destructive sensors, or a human expertise, related to the properties selected
in step 1.

3,3 ldentifying the non destructive methods that can ôe used
for measuring the selected properties of the produce (step 3)

This step is based on perception model that enables the development of non
destructive methods for measuring physical or chemical properties (for example,
the elasticity theory provides a model for sensors measuring firmness, light
diffusion model within a fruit provide a theoretical base for non destructive sugar
content measurement). The signal and features extracted from each sensor and
leading to the measurement of the properties identified at step 1 must be
determined at this point. This step must also take into account real time and costs
constraints. lt may occur that some property can be measured with some sensors,
however in a too slow or a too costly way. Those sensors are thus not selected. For
example, Resonance Magnetic Nuclear has been studied for intemal defects
detection in fruits [2], but they are still too expensive and their price restrain their
on-line integration. Sensor selection is also performed based on:

- the complementarity or the redundancy of the sensors that will be used in the
system,
- the nature of the problem to be solved.

The way for the success of this step goes through a good knowledge in metrology.
The expected result of this step is a list of non-destructive sensors associated to
the properties listed in step 1. lt is clear that step number 2 does not necessarily
occur before step number 3: they can be performed in parallel, as illustrated in
Figure 1. However, the cunent uses of some reference methods in the studied
produce area usually lead to the order as it is presented above.
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3.4 Data acquisition on the produces with flre selected non
destructive sensors and reference methods (step 4)

An experimental design phase [11] may be used at this point if the influence of one
or some properties on the produce. The experimental design phase is interesting
for some produces that involve different ingredients, such as dough making [10], or
when some parameters related to the measurements (frequency, acquisition time,
temperature) have to be optimised. The experimental design phase is more difficult
to perform with fruit quality assessment, when the quality is mainly the result of
climatic conditions that cannot be controlled, except for greenhouse production.
The choice of the reference method may depend on the analysis of the relation
between a classification provided by experts, and measurements provided by
destructive sensors. Therefore, there is a loop between step 4 and step 2.

3.5 Assessing the level of redundancy or complementarity in
the non-destructive sensors (step 5)

Before performing sensor fusion, it is important to check whether or not the sensors
provide the same information. When the sensors are supposed to measure different
properties from a sample, the sensors are complementary. In the opposite case,
some of the sensors may be redundant, and the failure of one can be tolerated. The
description of the level of redundancy within the sensors may use the knowledge
related to the selected sensors, but also to the a piori knowledge related to the
produce (step 1). The cunent step must validate (or invalidate) the choices made at
step 3, i.e. the level of complementari$ of redundancy that was expected from the
sensors. The result of this step is a measurement of the redundancy between the
sensors. lt enables the elimination of redundant sensors and consequently useless
features, or on the contrary, the improvement of the robustness of the system with
respect to sensor failures when some sensors are redundant.

3.6 Selecting and applying the proper sensor fusion method
(step 6)

3.6.1 Biological models

Man usually disposes of different sensory organs cunently listed in five different
senses: taste, smell, vision, touch and hearing. Those senses are our link between
the external world and our consciousness.

3.6.1.1 lnteraction between senses

Interactions between our senses have already been studied. For example, Greer [5]
shows that there is a strong interaction between smell and taste by performing
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experiences on human with ethyl-butyrate and saccharin. More recent research
contributes to the exploration of taste and smell interaction [20]. Similarly, Marks [8]
studied the interaction between hearing and vision, and showed that both senses
take part into information transmission for food products. Stillman [19] has also
demonstrated the influence of colour on flavour identification (flavour is defined as
the combination of the taste and the smell). Senses are generally presented as
perception and transmission of information tools, each sense being specialised in a
single kind of information. This approach tums out to be a narrow one, because the
senses do interact. As a matter of act, different senses may take part in the
transmission of the same information, and senses share numerous properties in
their process. We will now intend to understand the mechanism of the sense
interaction.

3.6.1.2 Interaction mechanisms

Various studies made on animals, such as cats, or monkeys and rats [3] have
shown the importance of neurones: there are different kinds of neurones in the
brain. Some neurones (or areas of neurones) are fired by a single sense, since
others are fired by different senses. However, in general, the physiological
mechanisms of sensory interactions in the human brain are far of being fully
understood by researchers. The understanding of the fusion mechanisms of
different senses in the human brain is in his early steps. lf some neurones do have
an active role in this fusion process thanks to networks, it is still a challenging task
to simulate the human perception in general, particularly the sense interaction, even
if the use of neural network is currently diffusing in the food processing and
agriculture area.

As a conclusion, it can be said that the models of sensor fusion are partially
inspired from biological models, i.e. neural networks. However, we will see that the
sensor fusion techniques are not only an imitation of the human brain.

3.6.2 Sensor fusion techniques

Different sensor fusion techniques can be used as described in Hall [7]. These
techniques can be separated in three different levels: high level, (Figure 2), an
intermediate level (Figure 3), and a low level (Figure 4). lt is important to note that
the three levels use :

- features extraction, transforming the raw signal provided by the sensor into a
reduced vector of features describing parsimoniously the original information, and

- identity declaration that affects a quality class to the measured produce based on
the feature extraction process.

624



The hiqh level tusion is performed by using the identity declaration provided by
each sensor; the fusion of the identity declaration is then made by using heuristic
techniques, Bayesian techniques, or Dempster-Shafer method.

The intermediarv levelfusion is performed by using the estracted features step from
each sensor and the identi$ declaration based on this extracted features. the
identity declaration process include techniques such as knowledge based approach
(expert system, fuzzy logic), or training based approach (such as discriminant
analysis, neural networks, Bayesian technique, k nearest neighbours, centre mobile
algorithms).

The lowlevel fusion consists in combining before any processing the signals
provided by different sensors. lt implies that the sensors must be similar, and the
consequently the signal commensurate. The combination of the signals is realised
by using physical models, or based on relationship that may exist between the
sensors. Low-level fusion may be used for example for fusing two images of the
same object one in the visible range, the other in the infrared range. Signals are
commensurate. The combination of the signal may be a simple summation of the
intensities of each pixel. Features extraction is then realised on the <<virtual> image
made of the sum of the two images. ldentity declaration is then performed based on
those two images.

Idedity

declæaioa

fusioa

Figure 2: High level sensor fusion
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Fig ure 3: I ntermediate level sensor fusion

Figure 4: Low levelsensorfusion

The different levels may be combined together. Let us consider four sensors that
have to combined, two out of the four being similar (Figure 5). Using a low-level
fusion technique may fuse those two similar sensors, and a feature extraction is
performed based on the signal provided by those two sensors. The features
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extracted can be combined with the features extracted from the third sensor in
order to provide an identity declaration. This declaration can be then fused with the
identity declaration from the fourth sensor. This simple example illustrates a
combination of the three level of fusion, but shows a critical point in the sensor
fusion design: how to choose the sensor fusion level, or, in other words, how to
choose the sensor fusion technique. This will be discussed in the next sections.

Figure 5: Scheme of combining different sensorfusion levels

3.6.3 Se/ecting sensor fusion level

In theory, the fusion process should be the most efficient by working at a low level.
However, this level includes some practical limitations. First of all, it is rare that
identical or commensurate sensors are used in a system. Secondly, this approach
implies high memory capaci$, and high-speed data processing that are cunently
not available. lntermediate and hiqh level fusion techniques use a reduce
information with respect to the raw signal provided by each sensors; eventually, this
transformation includes already erors that will propagate into the fusion process.
However, both techniques are well adapted to practical cases (sensors of different
nature), and they use techniques that are well known and already largely used. The
choice of the fusion level is of course related to the choice of the techniques.

3.6.4 Selecting sensor fusion technique

The application of the fusion approach shows successes with techniques ranging
from expert system to probabilistic techniques. lt does no exist a rule for selecting
the proper fusion technique. Some authors [] have proposed a method based on a

Data
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trial and eror approach: it consists in trying different methods, then comparing
them. Moreover, Hall [6] Hall D.L. 1992. Mathematical techniques in multisensor
data fusion. Artech House. Boston. proposed a detailed fame that crosses fusion
techniques and area of applications. However, this frame is mainly related to
military applications. lt is therefore a tricky task of providing advice for the fusion
technique selection process for a given multisensor system. However, we do list
below some criterions that have to be thoroughly considered for food products in
general, fruits in particular:

- the nature of the sensors to be combined,
- the level of accuracy of the extracted features,
- the available knowledge that exists for the product,
- the extracted features space dimension.

Each technique includes advantages and problems, but it is clear that it does not
exist a <<unique and universal> fusion technique that can solves the problems of
fruit (and food in general) quality assessment. This step involves specialist from the
complex data processing area. The expected result is a selected fusion technique,
and a model of fusion built based on this selection and on the data obtained
through step 4.

3.7 Evaluating the sensor fusion sysfem developed by
comparing iE pertormance to the reference methods (step 7)

Model evaluation is relevant for the comparison of single sensor system to a
multisensor system. The result of this step is a list of indices [15] that enable to
evaluate the performance of the multisensor system. Performance is defined here
as the ability for the fusion model in performing a better prediction of the properties
of the produce than the prediction made by a single sensor. This step intends to
validate the tact that the multisensor approach is valuable with respect to a single
sensor approach.

3.8 Loop fo sfep 2 or 3 if the proposed sensor fusion method
needs improvement (step 8)

lf the conclusion of the step 7 is to reject the multisensor fusion approach, the
different steps need to be evaluated in order to study the reason of this rejection,
identification of the encountered problems, and to draw conclusions that may be:

- choices to be conected in the various steps of the methodology (using different
sensors or different references, testing different fusion techniques),

- rejection of the sensor fusion approach.
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4. Applications to fruit quality

The methodology has been applied on melons. Rather than to describe again all
the applications that have already been widely reported in the mentioned papers,
we intend below to report the results of the applications of the methodology on two
selected fruits (melon and peach), and which experience do we gain from the
application of this methodology.

4.1 Melons

- melons are mostly graded after harvesting based on their weiqht or size with
mechanical systems, and based on colour. The latter characteristic is so far
performed by human graders in charge of removing the non-mature or advanced-
mature fruits based upon subjective visual determination (colour or changes in the
physical exterior aspect such as the appearance of a slip near the stem). Some
systems such as include invasive sensors for measuring suqar content.

- two different ways were used for deftning the reference for those organoleptic
properties:

- a classification in four quality classes performed by an human inspector, and
destructive measurements using a refractometer and a manual penetrometer
(Magness-Taylor);

- the selection of the non-destructive sensors lead to the use of an artificial vision
system, and an electronic sniffer;

- about 180 fruits were used as experimental samples from the same cultivar
(<<Galoubeb). After this experimental step, it was shown that the classification
provided by the experts was poorly related to fruit maturify (measured with
destructive measurements), and that the repeatability of the expert classiftcation is
poor (step 2 of the methodology). Therefore, an unsupervised classification of the
fruit maturity was also provided based on destructive measurements (loop from
step 4 to step 2);

- the non-destructive sensors were shown to be complementary, but by using a
principal component analysis, it was shown that the electronic sniffer is partially
related to sugar content;

- two intermediate level fusion techniques have been used: a multi-layer neural
network and discriminant analysis;

- the evaluation of the sensor fusion techniques shows that the best results
(although modest due to the poor repeatability of the expert) were obtained by
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predicting the reference class defined by the expert by using the information from
the vision system. The redundancy study showed that aromas are related to sugar
content. This was confirmed by using a neural network for sugar content prediction
of the melon by using the signal from an electronic sniffer.

ASPECT (Color, defectg

<r-43 iffi-
\-"7 sucARcoNTENT | 1+\7 llAR.MAS V, | |

"r-t

Figure 6: Scheme for fusion of vaious sensors applied to melon quality
assessment

The application of the methodology enables to have a critical look at the reference
used (in this case, the expert). lt also shows the relationship between aromas and
sugar content, which is a critical organoleptic parameter for melons, and the high
importance of visual aspect for manual grading though mot related to maturity of the
fruit.

4.2 Peaches

- peach organoleptic quality depends on the combination of different factors such
as firmness, sugar content, visual appearance and aromas. In particular, sugar
content is directly connected to maturity, and colour is often accepted as the
second index of maturity. Firmness is important because the peach has to be firm
enough to minimise damage during packing and shipping;

- the reference for those organoleptic properties were defined by using destructive
measurements using a refractometer and a manual penetrometer (Magness-
Taylor);

- the selection of the non-destructive sensors lead to the use of an artificial vision
system, various firmness sensors (based on sound, impact and micro-deformation),
and a near infrared spectrophotometer;

- two experimental sets were conducted: one in 1993, with 203 fruits from different
cultivars (<<Pavie>, <Early Red Haven>, <<Royal Glory>) and that used only firmness

#

^
Fusion
Method
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sensors (Figure 7); the other one was conducted in 1995 with 120 fruits from the
same cultivar (<<Pavie>) and by using the various selected non destructive sensors
as illustrated in Figure 6;

- conceming the experiments run in 1993, two non-destructive firmness sensors
were shown to be complementary: the one based on impact, and the other one
based on microdeformation. This was explained by the fact that they perform a
local measurement of firmness since the sound based sensor performs a global
firmness assessment;

- two fusion levels have been selected:

- a highJevel fusion that combines a Bayesian classifier associated with each
sensor, and a majority voting process based on the classification of each
sensor; this was possible because each sensor provided an assessment of the
same property of the fruit (firmness);

- an intermediate level, that uses a multi-layer neural network.

- by combining three different kind of firmness sensors based on different
technologies (based on sound, impact, or micro-deformation), it was shown that the
assessment of firmness can be improved. Combining the colour of the fruit and its
ftrmness with the sugar content prediction provided by the spectrophotometer
enables to improve the prediction of its sugar content. Similarly, the combination of
the sugar content and colour firmness with the firmness prediction provided by the
impact sensor enables to improve the prediction of firmness.

It was also shown that the choose of a referenæ sensor for firmness is a difficult
task, but that some non destructive sensors were highly efftcient for classiffing very
soft or very firm ftuits. Armstrong [1] have recently confirmed this approach, i.e.
combining different firmness sensors. The results in our application were slightly
better with the intermediate level, confirming the fact that the closer to the
information source. the better the classification should be.

HruW
tnd6badat

Figure 7: Scheme for fusion of firmness sensors applied to peach
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4.3 Discussion

The different applications of the methodology show the importance of the
multidisciplinary in the sensor fusion approach. lt also shows that the sensor fusion
approach may be more valid for some fruits than for others (the results for peaches
are more interesting than the one for melons). The use of low cost and fast sensors
enable to provide a satisffing quality assessment of the produce, but the lack of
some sensors make it difficult the assessment of some organoleptics properties (as
for acidity, or sugar content in fruits with thick skin). The different fusion methods
shows that similar results are expected when working at different levels (high and
intermediary; the low level was not used because none of the used sensors were
similar in terms of technology and signal). However, working at the intermediary
level seems to provide better results. Moreover, it must be strengthen that the
fusion process to be developed for each fruit depends a lot of the cultivar of the
fuit. The flexibility of the fusion process is a trade-off between the use of various
sensors, enabling the measurements of various properties on different possible
cultivars, and the way in which the various signals are combined, which depends on
the fruit and cultivar.

Gonclusion

In this paper, we have pointed out the need for a general methodology in the design
of sensor fusion systems for food quality assessment. We propose a methodology
that is applied to different horticultural produces. The application of this
methodology shows that the sensor fusion approach is valuable for fruit quality
assessment. However, the choice of the sensor fusion method is a difficult task.
The proposed methodology is fully applicable to other food produces and products,
and strengthens the need for a strong multidisciplinary co-operation in the sensor
fusion design process. The application of the methodology is now cunently visible
on an industrial prototype developed in the frame of the European SHIVA ESPRIT
project (EP 9230 - "lntegrated System for Handling, Inspection and Packing of
Fruits and Vegetables").
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