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Chapter IV
Probability Distribution Dynamics 

Explaining Agent Model 
Convergence to Extremism
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Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.

IntroductIon

In recent years, we proposed several models of 
opinion dynamics to model the influence of indi-
viduals with an extreme opinion in a population of 
moderate agents (Deffuant et al., 2002; Amblard 

& Deffuant, 2004; Weisbuch et al., 2004). These 
models rely on several general hypotheses about 
the agent behaviour:

•	 Agents opinions vary continuously between 
some bounds.

abstract

This chapter studies continuous opinion models with extremists, and we use probability distribution models 
which approximate the behaviour of agent-based models in order to explain their attractor patterns. The 
probability distribution is defined on a discrete grid in the opinion/uncertainty space. We compute the 
equations of probability flows between each of the sites of the grid for different variants of the opinion 
influence model (bounded confidence, relative agreement, and two others). The simulations show that 
the probability distribution models yield attractor patterns very similar to those obtained with the agent-
based models. Moreover, a study of the probability distribution evolution helps to better understand the 
process of convergence to single and double extreme attractors observed in agent-based models.
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•	 An agent might change its own opinion 
under the influence of other agents with 
opinions which are not too far from its own 
opinion.

•	 There are extremist agents, that are very con-
vinced of their opinion (they do not change 
easily), and their opinion is extreme (at the 
bounds or very close to the bounds).

Deffuant (2006) performed a systematic 
comparison between model variants, on several 
network topologies: 

•	 Bounded confidence model (BC) (Hegsel-
man & Krause, 2002; Deffuant et al., 2000; 
Weisbuch et al., 2002; Urbig, 2003; Urbig 
& Lorenz, 2004). In this model, each agent 
has a threshold in addition to its opinion 
(sometimes interpreted as an uncertainty), 
which limits the range of opinions of those 
agents it interacts with. The extremists are 
initialised with an opinion equal to one of 
the bounds, and a very low uncertainty. In 
this model, each agent has a threshold in ad-
dition to its opinion (sometimes interpreted 
as an uncertainty), which limits the range 
of opinions of those agents it interacts with. 
The extremists are initialised with an opinion 
equal to one of the bounds, and a very low 
uncertainty. 

•	 Gaussian bounded confidence (GBC), in 
which the opinion and uncertainty influ-
ence depend on a Gaussian function of the 
difference of opinions.

•	 Relative agreement (RA) model (Deffuant 
et al., 2002), in which the influence takes 
into account the interlocutor uncertainty 
compared with the overlap between both 
segments of opinions.

•	 Gaussian bounded confidence model 
(GBCU), in which we multiply the influence 
by a Gaussian function of the interlocutor 
uncertainty. 

The objective of this chapter is to integrate the 
corresponding master equations for the probability 
distribution, thus gaining some insight into the 
behaviour of the agent-based models. This ap-
proach can sometimes be seen as an alternative to 
agent-based models, as practiced in sociodynam-
ics (Weidlich & Haag, 1999). However, in several 
cases it can be used as a complement to agent-
based models, in order to give a more precise and 
systematic understanding of their behaviour; this 
was particularly the case for binary or discrete 
states models (Edwards et al., 2003; Deffuant & 
Huet, 2006), but also for the bounded confidence 
model with continuous opinion (Ben Naim et al., 
2003). In the latter case, the master equation ap-
proach requires one to discretise the continuous 
opinion. It can be also considered as a distribution 
model of the discrete opinion version proposed by 
Stauffer et al. (2004). In the present chapter, after 
checking that the distribution model gives a good 
prediction of the agent-based model attractor, we 
study in more detail the convergence process of 
the distribution model. This allows us to draw 
some conclusions about this process, which are 
also valid for the agent-based model.

In Section 2 we recall the definitions of the 
different agent-based models and their conver-
gence types. In Section 3 we derive the master 
equations for the probability distribution and ap-
ply them to our particular case. In Section 4 we 
compare patterns of attractors of the distribution 
in the parameter space with those obtained from 
the agent-based models. In Section 5 we study 
more closely the evolution of the distribution in 
single and double extreme convergences in order 
to better understand these dynamics. The final 
section provides some points of discussion and 
conclusions. 
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the agent-based ModeLs 

common features

The considered models share the following as-
pects:

•	 The population includes N individuals, each 
having a continuous opinion and a continu-
ous uncertainty.

•	 The moderate agents are initialised with 
opinions uniformly distributed between –1 
and +1, with uncertainty U.

•	 The population includes a proportion pe of 
extremists. Half of the extremists are ini-
tialised with opinion –1, and the other half 
with opinion +1, all with uncertainty ue.

•	 The interactions take place in randomly 
chosen pairs of connected individuals.

Moreover, for all the models, when an indi-
vidual with opinion x and uncertainty u meets 
another individual of opinion x’ and uncertainty 
u’, the modifications of the individuals’ uncer-
tainties and opinions follow a  common scheme. 
They depend on a kernel function of x, x’, u, and 
u’. Let k be this function:

: . ( , ', , ').( ' )x x k x x u u x x= + µ -
' : ' . ( ', , ', ).( ')x x k x x u u x x= + µ -   (1)

: . ( , ', , ').( ' )u u k x x u u u u= + µ -
' : ' . ( ', , ', ).( ')u u k x x u u u u= + µ -   (2)

In the next paragraph, we list the variants of 
the models corresponding to different choices 
for k. 

variants of the kernel function

Bounded Confidence (BC)

The initial bounded confidence model including 
only equations (1) was modified, for instance in 

Weisbuch et al.(2005), to include equations (2) on 
the uncertainties. In this case, the kernel function 
is independent of u’, it is a Heaviside function of 
the difference in opinions:

( ', ) 1 if x-x'
( ', ) 0 otherwise

k x x u u
k x x u

− = <

− =      (3)

Gaussian Bounded Confidence (GBC)

In this case, the kernel function has the form of 
a Gaussian function, and is also independent of 
u’:

2'( ', ) exp x xk x x u
u

 - - = -     
  (4)

Relative Agreement (RA)

The relative agreement was proposed in Deffuant 
et al. (2002), and it introduces a new assumption: 
individuals take into account the uncertainty of 
their interlocutor, such that interlocutors with a 
low uncertainty (high confidence) tend to be more 
influential than those with a high uncertainty. 
The rules use v, the size of the overlap between 
segments [x-u, x+u] and [x’-u’,x’+u’].

min( , ' ') max( , ' ')v x u x u x u x u= + + - - -

( , ', , ')
2 '
vk x x u u
u

=    if   0v >

( , ', , ') 0k x x u u =  otherwise   (5)

The value of this function is 1 when the seg-
ment [x’-u’,x’+u’] is totally included in the segment 
[x-u, x+u], otherwise, it is lower than 1.

Gaussian Bounded Confidence with 
Influence of Uncertainty (GBCU)

This model expresses the same assumption as 
the RA model, considering that low uncertainty 



��  

Probability Distribution Dynamics Explaining Agent Model Convergence to Extremism

Figure 1. The three attractors. Time plot of the agents opinion for N = 50, 2 extremists at +1 and –1, ue 
= 0.01 (extremist opinions are represented in grey). Top: U = 0.3, RA model. Central attractor. Middle: U 
= 0.9, RA model. Double extreme attractor. Bottom: U = 1.3, GBCU model. Single extreme attractor. 
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gives more influence than high uncertainty. This 
is expressed as follows:

2 2'( ', , ') exp .exp
'

x x uk x x u u
u u

   -   - = - -               
      (6)

With this kernel, if u is much smaller than u’, 
then the change is necessarily small.

attractor types

These attractors depend upon the values of the 
parameters and we would like to compare the 
patterns of attractor in the parameter space for 
the different variants of the model.

the probabILItY dIstrIbutIon 
ModeL

Initialisation of the distribution

Rather than following individual opinion tra-
jectories, we use the master equation describing 
the evolution of the joint probability distribution 
of opinion and uncertainty. We here generalize 
the approach taken by Ben Naim et al. (2003) by 
taking into account the uncertainties. Therefore, 
we consider a probability distribution on a grid 
defined on the compact [-1,+1] × [ue, U]. We thus 
cut the opinion and uncertainty intervals into 
pieces of size δx, by discretising the opinion and 
uncertainty segments:

( ) 1 . , for 0,..., .
( ) , for 0,..., .

m

e m

x i i x i i
u j u j x j j

= − + δ =

= + δ =  (7)

The integer values im and jm are the maximum 
indices, given the value of δx.

The probability distribution ρ(i,j) represents 
the probability that an agent of the population has 
its opinion x and its uncertainty u such that:

[( ( ) , ( ) ]
2 2
x xx x i x iδ δ

∈ - +    (8)

[( ( ) , ( ) ]
2 2
x xu u j u jδ δ

∈ - +   (9)

Distribution ρ is initialized with:

(0,0) (1 ) , ( ,0) (1 )
2 2

( , ) (1 ) /( 1), for 1,..., 1
( , ) 0, otherwise.

e e
m

m e m m

p pΔ i Δ

i j p i i i
i j

ρ = + ρ = −

ρ = − − = −

ρ =      

      (10)

Parameter ∆	allows us to introduce a small 
asymmetry in the initial distribution, giving, e.g., 
a highter initial density to the negative extreme.

computation of the Master equation

The principle of the model’s dynamics is to 
compute the flows of distribution from one site 
(i,j) to any other site (k,l), and to sum them up to 
compute the distribution change (the update of 
the distribution is parallel).

More precisely, for each site (i,j), we consider 
all the other sites (i’,j’), and we compute the 
interaction between both sites. An interaction 
takes place only if ( a   means the integer part 
of number a):

( ) ( ( ), ( '), ( ')).( ' ) 0u jdi k x i x i u j i i = µ - ≠ 
      (11)

( ) ( ( ), ( '), ( ')).( ' ) 0u jdj k x i x i u j j j = µ - ≠ 
      (12)

Indeed, in this case the agents belonging to site 
(i’,j’) have an influence on agents belonging to site 
(i,j). This influence adds di to the opinion and dj to 
the uncertainty. The probability of encounter be-
tween agents of site (i’,j’) and agents of site (i’,j’) is 
proportional to the product ρ(i,j) ρ(i’,j’) . Therefore, 
the influence of agents of site (i’,j’) on agents of 
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site (i,j) will induce an increase of ( , )i di j djρ + + , 
and a decrease of ( , )i jρ , l	is the kinetic parameter 
of the algorithm:

( , ) : ( , ) ( , ) ( ', ')i di j dj i di j dj i j i jρ + + = ρ + + + lρ ρ
( , ) : ( , ) ( , ) ( ', ')i j i j i j i jρ = ρ - lρ ρ   (13)

Actually, because the change is made in par-
allel, we define ( , )d i jρ  as the distribution of the 
changes of ρ(i,j). At each time step, we initialise 

( , )d i jρ  with only 0 values. Then, we fill its values 
by computing the flow of distribution from one 
site (i,j) to another site (k,l). The computation is 
as follows:

Computation of dρ
For ( , ) {0,..., } {0,..., }m mi j i j∈ ×  do:

    For ( ', ') {0,..., } {0,..., }m mi j i j∈ ×  do:

   If  ( ) ( ( ), ( '), ( ')).( ' ) 0u jdi k x i x i u j i i = µ - ≠    
or 

( ) ( ( ), ( '), ( ')).( ' ) 0u jdj k x i x i u j j j = µ - ≠   
( , ) : ( , ) ( , ) ( ', ')d i di j dj d i di j dj i j i jρ + + = ρ + + + lρ ρ
( , ) : ( , ) ( , ) ( ', ')d i j d i j i j i jρ = ρ - lρ ρ
        end if
       end for
end for

global algorithm

After the initialisation, we repeat the modification 
of ρ until changes become negligible. The stopping 
criterion is obtained by comparing the norm of 
dρ(i,j) (noted dρ) with a threshold ε. Therefore, 
the global algorithm is the following:

Figure 2. 3D representation of the initial probability distribution on a grid in the space x × u. The moder-
ate uncertainty is 1.7 (line on the top), and the extremist uncertainty of 0.05 (the two bottom peaks), with 
a global density of extremists of 0.05 (0.2625 on the negative extreme, 0.2375 on the positive extreme). 
The discretisation includes 1,591 sites.
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Evolution of ρ:
Initialise ρ
Repeat 

       Compute dρ
    For ( , ) {0,..., } {0,..., }m mi j i j∈ ×

( , ) : ( , ) ( , )i j i j d i jρ = ρ + ρ
While (ρ>εd )

In the following simulations we chose ε = 
0.0001.

example

Figure 3 shows a few steps of evolution of the 
distribution shown on Figure 2, according to the 
BC model. 

comparing the distribution 
dynamics with agent-based 
simulations

We now compare attractor patterns provided 
by both dynamics. We focus on the variation of 
two parameters: U, the initial uncertainty of the 
moderates, and pe, the initial proportion of ex-
tremists, keeping constant the other parameters, 
µ = 0.3 ( the kinetic parameter) and ue = 0.05 (the 
uncertainty of the extremists). For the agent-based 
model, we consider the results of Deffuant (2006): 
We take 51 values of U between 0.2 and 2, and 
51 values between 0.01 and 0.21 for pe, and N = 
400 (number of individuals). For the distribution 
model, we take 21 values of U between 0.2 and 
2, and 21 values between 0.01 and 0.21 for pe, 

Figure 3. First steps (iteration 10 and 20) of probability distribution evolution for the BC model, with a 
proportion of extremists pe = 0.05, (∆ = 0.05, i.e., on the negative extreme, the initial density is 0.02625, 
on the positive extreme, it is 0.02375), uncertainty of extremists: ue = 0.05, initial uncertainty of the 
moderates U = 1.3, µ = 0.3 (kinetic parameter of the opinion dynamics), l = 0.5 (kinetic parameter of 
distribution update). We note that in this case the distribution concentrates quite rapidly.
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because the simulations are longer, and there is 
no need to evaluate the random variations since 
the model is deterministic. The other parameters 
of the distribution model are: l = 0.5 (kinetic 
parameter of distribution update), size of the un-
certainty/opinion grid: 1500, ∆ = 0.05 (asymmetry 
between negative and positive extremists).

characterisation of the attractors 

To characterise the attractor of a simulation, we 
consider the distribution at convergence, and we 
combine two indicators (the same as in Deffuant, 
2006):

•	 The average of the absolute value of the 
opinions, noted X, which indicates how 
extreme the population is:

 
,

( , ) ( , )
i j

X i j x i j= ρ∑   (14)

•	 The generalised number of clusters, noted 
n, which is a smooth number of clusters 
obtained following the method defined in 
Derrida and Flyvbjerg (1986). Considering 
a final state of the distribution involving k 
clusters of average opinion xi, of weight wi, 
in the total distribution minus the weight of 
the initial extremists, the generalised number 
of clusters is defined by:

 

1

1
k

i
i

n
w

=

=

∑
    (15)

The weight wi is the fraction of the distribution 
belonging to a cluster. The generalised number of 
clusters gives the exact number of clusters when 
they all include the same part of the distribu-
tion, and intermediate values for intermediate 
situations. The rationale is that small clusters 
count less. 

In the computation of indicators defined on the 
AB model, we consider only the initially moderate 
agents. To approximate this in the distribution, we 

subtracted the initial values of the extremes from 
the final distribution. This approximation relies on 
the assumption that the initial extremists do not 
move much, which generally holds as long as the 
uncertainty of the extremists is low enough.

We combine the two indicators to compute the 
attractor type, with the following rules:

•	 If X < 0.8, then attractor = “central”.
•	 If X > 0.8

°	 If n < 1.25, then: attractor = “single 
extreme”.

° 	 If  n > 1.66, then: attractor = “double 
extreme”.

°	 If  1.25 < n < 1.66, then: attractor = “in-
termediate between single and double 
extreme”.

 These attractors have a higher peak in the 
negative extreme, but the peak at the positive 
extreme is not negligible.

patterns of attractors in the 
parameter space

The next figures, for both the agent-based and 
the distribution models, represent the result of a 
simulation by symbols located in the U, pe space, 
indicating which attractor is reached. We consid-
ered the four model versions of opinion influence: 
Bounded confidence (Figure 4), Relative Agree-
ment (Figure 5), Gaussian Bounded Confidence 
(Figure 6), and Gaussian Bounded Confidence 
with Uncertainty (Figure 7).

A general observation is:

•	 In those regions in the parameter space 
when only one attractor is observed in AB 
dynamics whatever the sampling of initial 
conditions and coupled agents, the same 
attractor is obtained by the distribution 
dynamics.

•	 There exist regions where the attractors can 
be either central or single extreme, according 
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Figure 4. BC model. Left: AB model in total connection. Right: distribution model. Each symbol repre-
sents one simulation and the shape codes for the attractor (central, single extreme, intermediate between 
single and double extreme, and double extreme)

Figure 5. RA model. Left: AB model in total connection. Right: distribution model. Each symbol repre-
sents one simulation and the shape codes for the attractor (central, single extreme, intermediate between 
single and double extreme, and double extreme).

agent bc model

0,0�

0,0�

0,0�

0,0�

0,0�

0,��

0,��

0,��

0,��

0,��

0,��

0,� 0,� 0,� 0,� �,0 �,� �,� �,� �,� �,0Upe

bc distribution model

0,0�

0,0�

0,0�

0,0�

0,0�

0,��

0,��

0,��

0,��

0,��

0,��

0,� 0,� 0,� 0,� � �,� �,� �,� �,� �
Upe

agent ra model

0,0�

0,0�

0,0�

0,0�

0,0�

0,��

0,��

0,��

0,��

0,��

0,��

0,� 0,� 0,� 0,� �,0 �,� �,� �,� �,� �,0Upe

ra distribution model

0,0�

0,0�

0,0�

0,0�

0,0�

0,��

0,��

0,��

0,��

0,��

0,��

0,� 0,� 0,� 0,� � �,� �,� �,� �,� �
Upe

BC d istribution model

00�

0,� �

0,� �
0,� �

0,� �
0,� �

0,� �

central single extreme inter. single double double extreme

BC distribution model

00�

0,� �

0,� �
0,� �

0,� �
0,� �

0,� �

central single extreme inter. single double double extreme



��  

Probability Distribution Dynamics Explaining Agent Model Convergence to Extremism

Figure 6. GBC model. Left: AB model in total connection. Right: distribution model. Each symbol 
represents one simulation and the shape codes for the attractor (central, single extreme, intermediate 
between single and double extreme, and double extreme).

Figure 7. GBCU model. Left: AB model in total connection. Right: distribution model. Each symbol 
represents one simulation and the shape codes for the attractor (central, single extreme, intermediate 
between single and double extreme, and double extreme).
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to the sampling of initial conditions and of 
coupled agents in AB dynamics, for the same 
values of the parameters. In these regions, the 
distribution dynamics always yield the same 
attractor for the same parameters because it 
is deterministic. The boundaries between the 
attractor regions depend upon the magnitude 
of the asymmetry parameter.

studY of the extreMe 
attractor In the dIstrIbutIon 
ModeL 

In order to better understand the process of con-
vergence, a particularly useful tool is to visualise 
the influence zones of the extremists on the grid. 
We distinguish four zones which are represented 
in Figure 8. By having an influence, we mean 
that the extremes will induce a flow from the 
sites located in the zone. From the equations of 
the models, one can derive for both the RA and 
BC models: 

•	 The condition for site (x, u) to be influenced 
by the negative extreme: x – u < –1.

•	 The condition for site (x, u) to be influenced 
by the positive extreme: x + u > +1.

We focus first on the BC and RA models, 
because they use sharp boundaries of the influ-
ence zone. 

Figure 8 visualises these conditions.
These zones will be particularly useful to 

understand the evolution of the distribution when  
double or single extreme attractors take place. 

single extreme attractor

Figure 9 shows some pictures of the evolution 
of the distribution in a case of convergence to 
a single extreme attractor for the BC model, 
and Figure 10 shows a convergence to a central 
attractor. The comparison between these cases 
helps to understand the convergence to a single 
extreme attractor.

Figure 8. The influence of the extremes on the grid opinion/uncertainty. The black lines show the limit of 
the influence of positive and negative extremes, and define four zones. In the bottom triangle the extremes 
have no influence, in the left triangle only the negative extreme has an influence, in the right triangle 
only the positive extreme has an influence, and in the top triangle both extremes have an influence.
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Figure 9. Pictures of distribution evolution for a single extreme attractor with the BC model. U = 1.7, ue= 0.05 
size of the grid: 1500, µ = 0.3, l = 0.5. The initial density of extremists is 0.05, on the negative extreme: 0.02625, 
on the positive extreme: 0.02375. 
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The value t on top of each graph is the number 
of iterations. When the distribution goes down 
through the intersection of the extreme influence 
zone limits (black lines) it is already concentrated, 
and the maximum of the distribution is located in 
the negative extreme influence zone (see at t = 90). 
This enhances the dissymmetry of the distribution 
(t = 110), which keeps an important part in the 
negative extreme influence zone. However, the 
density maximum lies in the zone where the ex-
tremes have no influence, which explains why the 
convergence is generally quite slow. The process 
continues until the single extreme convergence: 
More than 90 percent of the initial distribution 
is finally at the negative extreme (after around 
1,200 time steps).

The importance of these zones relies on the fact 
that the convergence occurs in two time scales:

 
•	 First the moderates’ cloud converges in the 

neighbourhood of the centre of gravity of the 
initial distribution, with a fast decrease of 
uncertainty (the vertical axis). This process 
takes place because the cloud is located in 
the influence zone of both extremes (above 
the intersection of the lines). 

•	 The crucial moment which determines if the 
attractor will be single extreme or central is 
when the distribution crosses the intersec-
tion of the lines separating the influence 
zones:
°	 If the distribution is very concentrated 

(as in Figure 9), a major part of the 
distribution tends to go into the zone 
where only the negative extreme is 
influent because this extreme is slightly 
more influent from the beginning, and 
only a small deviation tends to have 
the maximum of the distribution inside 
the negative extreme influence zone 
(see Figure 9, t = 90). The asymmetry 
of the distribution tends then to keep 
a significant part inside the negative 
extreme influence zone. This part of 

the distribution pulls the rest (which 
remains in the zone of no extreme 
influence) slowly toward the negative 
extreme. The whole process leads to 
the convergence to a single extreme.  

°	 If the distribution is not concentrated (as 
in Figure 10), the difference between the 
part of the distribution which goes into 
the positive influence zone and into the 
negative influence zone is much lower. 
Indeed, at t = 30, for instance,  there is 
a significant part of the density in the 
positive extreme influence zone (which 
is never the case in Figure 9). Therefore, 
the asymmetry is not enhanced as in 
Figure 9. The distribution lies mainly 
in the triangle where the extremes 
have no influence, which leads to the 
convergence to a central attractor.

It appears that the critical moment which 
decides between moderate and single extreme 
convergence is when the distribution goes through 
the intersection of the limits of the extreme influ-
ence zones, and the concentration or the dispersion 
of the distribution at this moment is particularly 
important.

double extreme attractor

The same type of study can be done in order to 
better understand the convergence to a double 
extreme attractor. In the next figures, we compare 
the evolution of the distribution, with the same 
parameters, for the BC and RA models. The BC 
model yields a central attractor, whereas the RA 
model yields a double extreme attractor. 

On Figure 11 (RA model), at t = 50, there is 
a larger part of the distribution located in the 
extreme influence zones (above the black lines), 
which leads to a reinforcement of the attraction 
to the extremes (visible at t = 70, 100). On the 
contrary, on Figure 12 (BC model), at t = 40, there 
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Figure 10. Pictures of distribution evolution for central attractor with the BC model. U = 1.2, ue= 0.05, size of 
the grid: 1500, µ = 0.3, l = 0.5. The initial density of extremists is 0.1, on the negative extreme: 0.0525, on the 
positive extreme: 0.0475.  The value t at the top of each graph is the number of iterations. When the distribution 
goes down through the intersection of the extreme influence zones, limits (t = 30), it is much less concentrated than 
in Figure 9.  Therefore, the dissymmetry is not so much enhanced (t = 40). The distribution is globally attracted 
down into the zone where extremes have no (direct) influence, which leads to a concentration of the distribution at 
an opinion close to 0  (t = 50), which will continue until the distribution is completely in the zone where extremists 
have no influence (for t = 460).

-�

-0
,�

0

-0
,�

0

-0
,�

0

-0
,�

0

0,
00

0,
�0

0,
�0

0,
�0

0,
�0

�,
00

0,0�

0,��

0,��

0,��
�,��

0

0,0�

0,�

0,��

0,�

de
ns

ity

x

u

t = �0

-�

-0
,�

0

-0
,�

0

-0
,�

0

-0
,�

0

0,
00

0,
�0

0,
�0

0,
�0

0,
�0

�,
00

0,0�

0,��

0,��

0,��
�,��

0

0,0�

0,�

0,��

0,�

de
ns

ity

x

u

t = �0

-�

-0
,�

0

-0
,�

0

-0
,�

0

-0
,�

0

0,
00

0,
�0

0,
�0

0,
�0

0,
�0

�,
00

0,0�

0,��

0,��

0,��
�,��

0

0,0�

0,�

0,��

0,�

de
ns

ity

x

u

t = �0

-�

-0
,�

0

-0
,�

0

-0
,�

0

-0
,�

0

0,
00

0,
�0

0,
�0

0,
�0

0,
�0

�,
00

0,0�

0,��

0,��

0,��
�,��

0

0,0�

0,�

0,��

0,�

de
ns

ity

x

u

t = �0

-�

-0
,�

0

-0
,�

0

-0
,�

0

-0
,�

0

0,
00

0,
�0

0,
�0

0,
�0

0,
�0

�,
00

0,0�

0,��

0,��
0,��
�,��

0

0,0�

0,�

0,��

0,�

de
ns

ity

x

u

t = �0

-�

-0
,�

0

-0
,�

0

-0
,�

0

-0
,�

0

0,
00

0,
�0

0,
�0

0,
�0

0,
�0

�,
00

0,0�

0,��

0,��
0,��
�,��

0

0,0�

0,�

0,��

0,�

de
ns

ity

x

u

t = �0

-�

-0
,�

0

-0
,�

0

-0
,�

0

-0
,�

0

0,
00

0,
�0

0,
�0

0,
�0

0,
�0

�,
00

0,0�

0,��

0,��

0,��

�,��

0

0,�

0,�

0,�

0,�

de
ns

ity

x

u

t = ��0

-�

-0
,�

0

-0
,�

0

-0
,�

0

-0
,�

0

0,
00

0,
�0

0,
�0

0,
�0

0,
�0

�,
00

0,0�

0,��

0,��

0,��

�,��

0

0,�

0,�

0,�

0,�

de
ns

ity

x

u

t = ��0



  ��

Probability Distribution Dynamics Explaining Agent Model Convergence to Extremism

Figure 11. Views of convergence to double extreme attractor with the RA model. U = 1.0, ue= 0.05 size of the grid: 
1500, µ = 0.3, l = 0.5. The initial density of extremists is 0.1, on the negative extreme: 0.0525, on the positive 
extreme: 0.0475. We note that at t = 50, the concentration tends to be higher in the extreme influence zones (above 
the black lines). This leads to the formation of two peaks, one at each extreme (double extreme convergence). The 
final attractor (double extreme) is reached at t = 390.
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is a larger part of the distribution which is located 
in the zone where the extremes have no (direct) 
influence, which leads to a concentration of the 
distribution at an opinion close to 0 and a high 

uncertainty (visible at t = 50 and at convergence 
at t = 580).

The difference is due to the fact that the RA 
model gives relatively more influence to the ex-
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Figure 12. Views of moderate convergence with the BC model, with the same parameters as in figure 11. U = 1.0, 
ue= 0.05, size of the grid: 1500, µ = 0.3, l = 0.5. The initial density of extremists is 0.1, on the negative extreme: 
0.0525, on the positive extreme: 0.0475. We note that at t = 20, there is already a higher concentration in the 
centre, in the zone where the extremes have no influence (under the black lines). This leads to the formation of a 
peak located at an opinion which is close to 0, and with an uncertainty remaining high, as shown at t = 40 and  t 
= 50. The final distribution (after around 600 time steps) is classified as central by our rules.
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tremists, which attract the initial distribution to 
the extremes more quickly than the BC model. 
The double-extreme convergence takes place 
when the distribution splits into two almost equal 
parts, each located in the influence zone of one 
extreme. 

dIscussIon–concLusIon

We have shown that distribution dynamics, similar 
to that proposed in Ben Naim et al. (2003), yields 
attractor patterns in the parameter space which are 
similar to the ones obtained with the agent-based 
model for different variants of the influence model 
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(BC, RA, GBC, and GBCU). This result opened 
the possibility to study the distribution model in 
order to understand the process of convergence 
taking place in AB simulations.

We then studied the single and double extreme 
convergence, for BC and RA models. We observed 
the distribution in the extreme zones of influence. 
The observation is particularly relevant for the 
single-extreme convergence because it reveals 
that the shape of the distribution when going 
through the intersection of the extreme influence 
zones limits is crucial. Indeed, if the distribution 
is concentrated at this moment, it has very likely 
to enhance any small asymmetry very strongly. 
The same type of observations can be done for 
the other variants of the social influence models 
(GBC and GBCU), although the limits of the 
influence zones are not strict.

The interpretation of this observation in terms 
of collective social behaviour would be that the 
convergence to a single extreme is much facilitated 
in groups with a strong tendency to uniformity. 
There is a moment when the group uncertainty 
decreases to a threshold which makes it vulnerable 
to one extreme because it became indifferent to 
the other extreme. The process requires that the 
uncertainty of agents decreases when it interacts 
with both extremes (otherwise the central cloud 
would remain above the uncertainty threshold) 
which is certainly a questionable assumption.

Beyond the discussion about the realism of 
the model, we would like to stress the interest of 
deriving an aggregated model from an agent-based 
model. Of course, a similar study could have been 
done with AB models. However, the interpreta-
tion of the observed process is easier with the 
distribution model; the shape of this distribution 
appears crucial in the process. Therefore, in this 
example, the aggregated model helped to explain 
why the AB model converges to one or the other 
attractor.   
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