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Abstract

A prime requirement for hydrological applications, such as sediment budget-
ing or numerical modelling, is that produced Digital Terrain Models (DTMs)
accurately represent the shape of landforms, especially for river reaches where
data are not homogeneous. DTM error is a function of data point measure-
ment accuracy and density and also of the field survey strategy when limited
amounts of data will be acquired. This paper aims to advance the importance
of the field survey strategy for the specific, but common cases, where only
limited topographic data will be available. This methodology is based on
the idea that any feature can be properly described by a set of cross sections
and breaklines describing both main and secondary directions of the flow.
Then, a longitudinal linear interpolation can be applied to the defined ho-
mogeneous zones. This morphologically oriented (MO) method that includes
data acquisition strategy and interpolation, was validated using a reference
DTM derived from LiDAR measurements. An estimation of the uncertain-
ties also is suggested based on the distance of the nearest point and the local
slope using a geographically weighted regression. The proposed MO method
is typically applicable to Alpine river reaches characterized by multiple chan-
nels that may always be underwater and not navigable such as an alternate
bar system with secondary and transverse channels.
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error, Gravel bar

1. Introduction

Accurate river bed topography reproduction is a key factor for hydraulic
and sediment transport understanding and modelling. Merwade et al. (2008)
and Schäppi et al. (2010) emphasize the importance of detailed and accu-
rate river bathymetry in hydraulic modelling especially to create robust two-
/three-dimensional (2D/3D) hydrodynamic models. Furthermore, Digital
Terrain Models (DTMs) have become a key tool in recent fluvial geomor-
phology research to assess and quantify morphological changes and sediment
budgets using repeated topographic surveys (Brasington et al., 2000; Carley
et al., 2012; Fuller et al., 2003; Legleiter & Kyriakidis, 2008; Wheaton et al.,
2010).

While traditional approaches for one-dimensional (1D) modelling appli-
cations describe the river bathymetry by the mean of several cross-sections
(e.g. Aggett & Wilson, 2009), 2D/3D approaches and geomorphologic studies
require more detailed topographic information (Lane, 1998; Legleiter et al.,
2011). Extensive literature are available on the application of hydraulic mod-
elling to assess hydraulics or sediment transport in rivers (Horritt & Bates,
2002; Lane & Ferguson, 2005, etc.).

DTMs can be developed by different methods depending on data collec-
tion techniques (Erdogan, 2009): (i) field surveying: interpolation of existing
cross sections and/or interpolation of discrete bathymetry points collected us-
ing echo sounding techniques, total-station theodolite or differential Global
Positioning System (dGPS); (ii) satellite-based and/or airborne techniques:
Light Detection and Ranging (LiDAR); (iii) digital photogrammetry, includ-
ing Structure-from-Motion (SfM, Westoby et al., 2012). LiDAR and digital
photogrammetry have the great advantage to provide dense and spatially
distributed information but generally limited to surface elevation as no in-
formation is provided under water nor under vegetation for photogrammetry
(Brasington et al., 2003; Legleiter, 2012). Recent through-water photogram-
metry and bathymetric LiDAR are capable to measure the channel bed but
only for clear shallow waters and with larger uncertainties (Woodget et al.,
2015).

In the case of Alpine rivers, a significant part of the river bed is always
under water (primarily the main channel), and water colour generally is grey
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due to the high concentrations of sediment. As a consequence, the river bed
cannot be described by the afore mentioned methods. The ground-based
methods using dGPS and total station theodolites have many advantages
such as providing accurate point measurements of bed elevation under the wa-
ter surface, the ability to select measurement points describing micro-forms
and breaks in slope, adaptability to a pre-defined strategy, and finally ease
of access and relatively low cost, compared to some of the other alternatives,
allowing these methods to be suitable for multiple surveys (Bangen et al.,
2014). Nevertheless, collection of river topography data using ground-based
technique is a labour intensive and money-consuming task. Such surveys also
are limited to wadable reaches with relatively limited vegetation.

Various interpolation methods of sparse topographic measurement points
yielding DTMs, which are regular grid representation of surface curvature, are
used and explained in multiple studies, e.g., Delaunay Triangulation (DT),
Inverse Distance Weighted (IDW) function, Kriging, local polynomial, spline,
etc. Erdogan (2009) relates DTM quality upon three main factors: (i) ac-
curacy, density, and distribution of the source data; (ii) the interpolation
process; and (iii) the characteristics of the surface. In the case where just
low density and sparse elevation data points are available, a straightforward
triangulation will likely be misleading and generate an inaccurate DTM due
to artefacts. One should have in mind that measured data and grid resolution
must be set to capture the smallest surface features the study is targeting.

Applying a robust surveying methodology is crucial. Keim et al. (1999)
explain in detail a methodology for topographic surveying of mountain streams
using a total-station theodolite and stress the importance of the use of break-
lines in the DTM processing using the Triangular Irregular Network (TIN)
interpolation algorithm. A breakline can be defined as a topographic break
in slope in a cross section such as a bank top, toe slope, or thalweg. In most
studies (French & Clifford, 2000; Keim et al., 1999; Schäppi et al., 2010,
etc.) breaklines are, however, defined along the channel only. Heritage et al.
(2009) showed that the greatest vertical error is likely to be found at breaks
of slope. They also highlighted the limitation of a method using cross sec-
tions only and suggested a morphological method based on a description of
bar and chute outlines.

The aim of the current paper is to provide a simple morphologically
oriented (MO) method along with elevation error estimation to effectively
monitor river bed topography in order to create DTMs. The methodology
presented here is a development of previous work by optimizing the ground-
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based survey. The methodology emphasizes the construction of breaklines to
describe the flow in both main and secondary channels, including transverse
channels. It combines the method based on cross sections and breaklines and
the morphologically-based method as introduced by Heritage et al. (2009).
Based on a limited amount of data, it is intended to produce a DTM suit-
able for a simple and straightforward use for both morphological assessment
and budgeting as well as 2D hydraulic modelling. This method is proposed
primarily for Alpine river channels, which are always under water and wad-
able only during low flow periods and where typical features such as islands
or gravel bars can be observed. At the moment, topographic, ground-based
techniques remain the most suitable choice to measure bathymetry in these
river systems. The MO method was applied in a reach of the Arc River in the
French Alps and consists of: (i) acquiring data as cross sections of both the
main channel system and secondary features, which are supported by a set of
discrete point measurements describing breaks in slope and unusual morpho-
logical forms, such as bar limits and transverse channels; (ii) interpolating
by the mean of an adaptive interpolation method to reproduce topographic
microforms; and (iii) an assessment of the interpolation error. For the in-
terpolation error, an estimation of the uncertainties is suggested based on
the distance of the nearest point and the local slope using a geographically
weighted regression.

The current paper is organized as follows. The first part addresses the
development of the MO method where a case field study is illustrated. In the
second part, different DTM error sources are presented. The third part shows
results of the MO validation using a LiDAR derived DEM as a reference data
set. Finally, uncertainty estimation is introduced and discussed.

2. Methodology

2.1. Study site

The study site is a specific gravel bar within a system of alternate bars
located in the Arc River (France). It is the subject of a large comprehensive
study including field monitoring and flow and sediment measurements in or-
der to assess qualitatively and numerically the morphodynamics of Alpine
rivers and gravel bars as a case study (Jaballah, 2013; Jodeau, 2007). Thus,
field surveys have been done several times per year from 2005 to 2013. It
includes a 400 m long bar located on the left bank. The river width (W ) is ap-
proximately 60 m, the mean local slope S is approximately 0.6%, and the bed
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sediment is composed of a mixture of gravel (median diameter D50 ≈ 0.05 m)
and fine sediment (Camenen et al., 2010). The study site is a good example
for the MO development since it is a well documented site and it includes
a typical bed macro-form (gravel bar) widely observed in mountainous reg-
ulated rivers (Fig. 1). The gravel bar is out of the water most of the time
(except for relatively high discharges corresponding to a one-year return pe-
riod flood). The study reach includes a secondary channel on its left side of
the bar. When water inundates the bar, it carries a significant part of the
flow to the connecting secondary channels. Thus, two transverse channels
connecting the secondary channel to the main channel exist at the middle
part of the bar (Fig. 1). A third transverse channel is formed in the down-
stream part of the bar due to the drainage system outflow of the nearby
highway. The main role of transverse channels consists of transferring water
from the secondary channel to the main channel at the right side of the reach.

2.2. Data collection: survey strategy

The dGPS system (using a known reference station) and a total-station
theodolite were used for digital topographic data collection with a low three
dimension uncertainty (1 to 5 cm, see Brasington et al., 2000; Miroslaw-
Swiatek et al., 2016). The configuration of the reach and the time and
labour limitations on field work influenced the selected methodology for data
acquisition. Assuming that the river shape results from its flow intensity
and that flow direction plays a fundamental role in modulating the river
bed, point measurements have been taken in three steps to describe all main
morphological features.

• First, a set of full cross sections (linking the two dykes across the reach)
was measured every 20 m approximately (≈ W/3) in the longitudinal
direction of the river using a total-station theodolite. An interpolation
of surveyed cross sections will lead to a reproduction of the main reach
topographic aspects: main channel, secondary channel, and the bar
surface.

• Second, for each transverse channel, a new set of cross sections is mea-
sured, e.g., each transverse channel was considered as if it stands as a
separate river channel.

• Third, additional topographic point measurements detecting breaks in
slope and the bar outline were acquired to enrich the dataset.
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Fig. 1. Bar components and dispersion of topographic point measurements. An assembly
of multiple aerial photos of the site, taken on the same date, is shown in the background.

Finally, a set of control permanent points was established to define required
geographic transformations and allow an inter-comparability of different field
campaigns.

2.3. Interpolation method and steps

The mean point density of field campaigns is around 0.04 points/m2. This
data density can be considered low compared to the channel length and its
features scales, but it can be sufficient to describe the reach if a proper inter-
polation method is applied. The study site presents two major characteristics
with different digital elevation data densities: the main channel and the bar
surface. While the mean longitudinal space lag between two successive full
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cross sections is 20 m, this spatial lag drops to a few meters on transverse
channels. This difference addresses the issue of grid resolution selection.

The other key issue is connected to interpolation direction and how to
interpolate cross sections, which are perpendicular to the main flow direction
(e.g., transverse channels). Hence, the choice of an interpolation method is
crucial.

The following steps were defined and followed to interpolate elevation
data onto a regular grid (Fig. 2):

(i) A point dataset describing the two dykes is fixed (dykes made of boul-
ders are stable, therefore, the same data can be used for several sur-
veys).

(ii) Full cross sections are first set following field measurements. Stream-
wise breaklines describing the main channel, the secondary channel, and
the bar limits are defined in order that no break in slope can be detected
in the transverse direction inside a given zone limited by two succes-
sive breaklines. Following Keim et al. (1999), breaklines are defined on
bank tops, bank toes, and the thalweg. Cross section visualization is
pre-required for the identification of numerous breaklines since many
of them cannot be distinguished from the scatter of points by just us-
ing an aerial photo as the background. Fudaa-Modeleur software
(https://sourceforge.net/projects/fudaa/files/fudaa-mox/) , a program
intended to pre-process geometric data for many hydraulic models is
used to do this step (Pénard, 2010).

(iii) A first linear interpolation following breaklines is done using Secma,
an interpolation tool developed at Irstea that allows many interpolation
options and methods (Pénard, 2010).

(iv) Cross sections forming the secondary channels and incomplete cross
sections are defined from point measurements. Since true point mea-
surements in this case do not reach the two bordering dykes, cross
sections were completed using the interpolated points from step (iii)
to represent the whole transversal distance of the reach. Therefore,
the newly defined set of complete cross sections incorporates a whole
description of various surface topography features. True point mea-
surements reflect transverse channels and abrupt breaks in slope and
interpolated points represent the main channel.
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(v) Cross sections defined in the previous two steps are regrouped together
in the same file. New breaklines are defined carefully to describe all
morphologic units: main channel, bar limits, and secondary and trans-
verse channels (Fig. 2b). Using Secma, a second linear interpolation
with respect of the breaklines is applied to form a new scattered point
dataset over an irregular grid where the mean cell size is 0.5× 0.5 m.

(vi) All other measured points not used yet are incorporated in the final
interpolation using another tool called Modifm that looks for matching
points and modifies the elevation data by measured values.

A survey done on 24 October 2011 was taken as an example to illustrate
the proposed interpolation method (Fig. 2d). Eventually, the final rendered
DTM can be seen in Fig. 3. The DTM is visualized over a regular 0.5×0.5 m
grid using the triangulation with linear interpolation option in Surfer c©
software (Surfer, 2002). As can be seen in Fig. 3, all complex terrain surface
topographies (bar edge, transverse channels, etc.) are properly reproduced in
the rendered DTM. The authors in-house routines have been used in order
to develop a DTM that can be used as a mesh for hydraulic modelling.
Nevertheless, it is important to notice that the multiple routines used here
are common functionalities implemented in many GIS software packages.

Heritage et al. (2009) introduced a morphologically-based method arguing
that a method using cross sections leads to significant errors. However, they
applied direct common interpollation procedures, which do not use breaklines
or only major breaklines for the TIN approach (Delaunay triangulation with
linear interpolation). The proposed approach combines a morphologically-
based method together with the use of breaklines defined using a set of
cross sections. Moreover, the two-step methodology allows the description
of transverse channels that could not be described by the first set of cross
sections.

3. Error and associated uncertainty estimation

DTMs provide models of the continuous terrain’s surface elevation based
on point measurements, and, unfortunately, deviations from the true value
of surface elevation cannot be avoided. This deviation is known as error.
The lack of knowledge about these errors constitutes uncertainty (Wechsler,
2007). In the past decade, a considerable amount of research has been done to
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Fig. 2. Schematisation of the interpolation steps: (a) full cross sections, dykes, and major
breaklines [Steps (i) and (ii)]; (b) interpolation [Step (iii)]; (c) final cross sections set and
additional breaklines defining all topographic units [Steps (iv) and (v)]; and (d) results
after step (v) for the 2011 dataset.

address the issue of DTM errors (Erdogan, 2009; Legleiter & Kyriakidis, 2008;
Milan et al., 2011; Wheaton et al., 2010, etc.). Main sources of error originate
from a low measurement density and from an incorrect measurement strategy
and are propagated through interpolation.

In the current paper only the elevation uncertainty will be considered and
it is denoted as δ(z), which can be defined as follows:

Zreal = Zmodel ± δ(z) = Zmodel ± [δm(z) + δr(z) + δp(z)] (1)

Sources of uncertainties (δ) are mostly related to two steps in DTM con-
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Fig. 3. DTM of the 2011 survey rendered by the MO interpolation method (a shaded
relief map is shown behind the map for context).

struction: data acquisition and interpolation. Data acquisition generates
two errors, which are linked to measurement errors (δm) of devices used such
as tachometers or dGPS and uncertainties due to the surface roughness (δr).
The other source of vertical error is due to the interpolation steps (δp).

3.1. Measurement and roughness error assessment

Measurement errors are assumed to be constant here and taken as δm =
0.02 m; but these errors could be taken even smaller, e.g., Heritage et al.
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(2009) assumed δm = 0.005 m. Surface measurement corresponds to the bias
of sampling. In fact DTM production aims at reproducing the mean bed
surface level. An operator in the field cannot assess this mean surface level.
As shown in Fig. 4, in reality sampling points fall either above or below
the targeted level. Therefore, there is a dependency on the bed roughness,
especially in the case of gravel beds, where large sediment diameters can
affect the measurement process.

Fig. 4. Measurement error due to the bed roughness and operator choice: measuring rod
lies somewhere above or below the targeted average bed level.

In research studies, it is common to compare error magnitude to the grain
size of the experimental site assuming that uncertainty is strongly correlated
to grain size (Brasington et al., 2000; Carlisle, 2005; Legleiter & Kyriakidis,
2008). It is suggested that:

δr = αD84 (2)

with α ≈ 0.5 and D84 is the representative grain size for which 84% of the
particles is finer. In the case of the Arc River bed surface, the geometric
standard deviation σD =

√
D84/D16 ≈ D84/D50 ≈ 2 (assumption of a log-

normal distribution of sediment grain sizes). Hence, the median diameter
can be a good representation of the roughness error (i.e. δr ≈ D50). The
sediment grain-size spatial distribution is shown in Fig. 5. This grain-size
map was obtained based on the Wolman (1954) sampling method (Jodeau,
2007) considering homogeneous zones. In this case, the mean diameter lies
between 1 mm to 8 cm on the gravel bar.

3.2. Interpolation error estimation

Interpolation error is generated by the interpolation algorithm. Different
surface interpolation approaches (e.g., Kriging, natural neighbors, TIN) lead
to different elevation estimates. A comparison of interpolation methods for
producing digital elevation models can be found in Erdogan (2009).
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Fig. 5. Grain-size (D50 and D84) spatial distribution over the gravel bar and main
channel.

There is a general agreement that there is a significant correlation of DTM
error and geomorphometric parameters (Desmet, 1997; Wechsler, 2007). Carlisle
(2005) has used stepwise selection of variables to include in a multi variate Or-
dinary Least Squares (OLS) linear regression model. He was able to produce
a well-fitted model, but that was after developing a multitude of predictor
variables based on 12 topographic parameters. Erdogan (2010) has used a
high resolution DTM to produce an interpolated DTM with coarser resolu-
tion. Then, he applied global statistic analysis, OLS regression, and Geo-
graphically Weighted Regression (GWR) developed by Fotheringham et al.
(2002), to evaluate elevation error and calculate the spatial correlation to to-
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pographic parameters. His study concluded that the GWR method is more
suitable and allows reproduction of spatial variable correlation coefficients
unlike the OLS method.

Following the hypothesis that DTM accuracy is related to surface geo-
morphometric parameters, the absolute error introduced by the interpolation
process was examined through the slope and distance to the nearest measured
point. These terrain parameters are descriptive and are easily calculated from
the computed DTM and field surveys. A Geographically Weighted Regres-
sion (GWR) was done in order to capture spatial heterogeneity in the relation
between DTM error and geomorphometric parameters (Erdogan, 2010). The
GWR is a local spatial statistical technique where local statistics are treated
as a spatial disaggregation of global statistics (Fotheringham et al., 2002).
The GWR tool implemented in ArcGIS 10.0 was applied and tested to re-
late the DTM error (absolute value of the difference between the real and
interpolated elevations based on results from section 4.1) with multiple com-
binations of morphometric parameters. A Gaussian kernel function was used
as adaptive with variable bandwidth size to provide a continuous weighting
function up to a defined distance from the regression point (Erdogan, 2010).
The optimum combination of explanatory variables leads to Eq. 3

Z(xi) = α0(xi) + α1(xi)d(xi)
−2 + α2(xi)||

−−→
grad(xi)||. (3)

where Z(xi) is the error introduced by the interpolation process at location
xi, d(xi) is the distance of the nearest measured point to the interpolated

point xi, ||
−−→
grad(xi)|| is the slope at the interpolated point xi, α0(xi) is the

intercept parameter, and α1(xi) and α2(xi) are the correlation coefficients.

4. Validation of the methodology

Assessments of measurement and interpolation error are discussed for the
specific case of the studied reach following the approach proposed by Erdogan
(2010).

4.1. Validation using airborne LiDAR

The proposed validation is based on the application of the MO method
on a reference data set. Creating hypothetical data sets can be a good way
to produce a reference data set. However, to stay in the same configuration
and at a similar level of topographic complexity, an Airborne LiDAR DTM of
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the same reach was selected as reference data. The reader should be aware
that LiDAR data are used here as a reference hypothetical data set and
this paper does not evaluate LiDAR data error or any other issue related to
compare field data and LiDAR data. Airborne LiDAR data were collected
in May 2010 when the water level surface was low compared to the early
summer period. These data were acquired in their interpolated form as a
grid of 0.25 × 0.25 m with a vertical resolution estimated at 0.05 m. The
generated DTM is used as reference data, e.g., it was considered as a true
terrain representation.

To apply the MO method, a sample of sparse points was picked from the
reference data in the same way a field survey is performed with a relatively
low density as can be seen in Fig. 6a (to be compared with Fig. 1). It should
be noticed that the validation zone was delimited just to the bar surface
without taking into account the main channel, which cannot be detected by
LiDAR due to the very low reflection of light waves by water.

The MO interpolation methodology based on a limited number of cross
sections was applied to recreate a DTM. Figure 6b1 shows the DTM of differ-
ence between the reconstructedDTM and the reference DTM. It is clear that
terrain elevations produced by the MO lie within the reference data. The MO
reproduces most elevations within an interval of ' 0.10 m. The amplitude of
error is similar to the size of gravel observed in the studied reach. However,
some small discrepancies exist between the modelled elevation values and
reference values. The magnitude of these local differences is about 0.5 m.
By examining the reference DTM and aerial pictures, it is found that some
of these local differences correspond to boulders and micro-channels present
along the edge of the upstream part of the gravel bar. In fact, the edge at this
part of the bar is very steep and numerous breaches were formed which can
be assimilated to form micro-channels. Thus, differences in the DTMs can
be explained by the ability of LiDAR to cover more regularly the whole reach
zone, while MO cannot yield a similar coverage. Overall, it can be concluded
that MO is efficient and recreates the main topographic characteristics of
the reference DTM with minor differences, which are localized and clustered.
Consequently ,the MO method is robust enough to capture a certain low
level of terrain features regardless some microforms, which are considered to
have little impact in either hydraulic and/or morphological studies.
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Fig. 6. Scatter of points chosen from the reference LiDAR DTM in m Nivellement
Général de la France (NGF) (a), the background shows the reference LiDAR DTM; DTM
of difference (in m) of the interpolated DTM and reference DTM created from LiDAR
data (b) (a shaded relief map is shown behind maps for context); b1: MO method, b2:
Kriging interpolation, b3: Delaunay triangulation TIN.

4.2. Comparison with other interpolation methods

Such interpolation methods using the proposed in-situ morphologically-
based method would correspond roughly to the “bar and chute outline” as
introduced by Heritage et al. (2009) using different usual routines for inter-
pollation.
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There are many routines available for interpolation in GIS software like
Surfer c© (Surfer, 2002), which could be used to do the interpolation. For
the aim of the current study, a simple Kriging algorithm and the Delaunay
triangulation with linear interpolation (TIN) algorithm were used to gener-
ate DTMs based on the same degraded data from LiDAR as the one used
for the MO method. These two methods are widely tested, documented, and
commonly used (Desmet, 1997; Erdogan, 2009; Merwade, 2009). Although,
the TIN approach supports the use of breaklines, it is limited to the major
ones reflecting obvious breaks in slope and large features (Heritage et al.,
2009). Generally, these breaklines are directly measurable in the field and
are easy to identify by visualizing the original scatter of points. Therefore,
there is no need for cross section views to define major breaklines. However,
in the current methodology, a wide use of breaklines is desirable for more
accuracy. This cannot be done without cross-section visualization. Conse-
quently, for the sake of this comparison, the TIN approach was constructed
without breaklines as none of them can be easily defined from the scatter of
points shown in Fig. 1.

A structural difference in the estimated value of the elevation can be
clearly seen in Fig. 6b2, which gives the DTM of difference between the sim-
ple Kriging interpolation and the reference DTM. The spatial distribution of
the error magnitude shows some redundancy. The prediction error is very
high at locations where no measurement points are chosen in the degradation
process. The Kriging method is dependent on the spatial lag and spatial dis-
tribution of point measurements and is not adapted to irregular distribution.
By examining Fig. 6b2, it can be seen that the two parts delimited by the
bar edge show an opposite nature of error: (i) an overestimation on the steep
part delimited by the bar edge and the main channel (ii) an underestimation
of the flat part on the bar surface located at the left part of the bar edge. The
same effect is observed also on the limits of the two banks of the secondary
channel where there is a change in the transversal slope. For both cases,
this can be explained by the weight given for the nearby points by the Krig-
ing method. Therefore, to interpolate points in the steep part, the Kriging
method uses some points located at the flat zone on the top of the gravel
bar that has a higher elevation. Thus, the inference of the two morpholog-
ically inhomogeneous zones results in an inaccurate DTM. The importance
of weight given to nearby points in Kriging even though slope is very high
is corrected in the MO method by imposing breaklines. The usefulness of
breaklines is dividing the river bed into different zones where each zone has
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the same transverse slope trend and then interpolation is done following the
longitudinal direction without interfering with the adjacent incoherent zones.

The TIN method was used to reproduce the DTM from the point dataset
at the same grid size as the reference DTM. Figure 6b3 plots the DTM of
difference between the two cited DTMs. The results show a less systematic
loss of information than for the Kriging method, but the TIN generated DTM
is still less accurate than the MO DTM. Since the TIN method uses just three
points to calculate the elevation at a certain location, and, therefore, gives
a large weight to these three considered points, the DTM error is less sparse
in space and mainly tends to underestimate the real elevation. Nevertheless,
the predicted error is clustered and spatially correlated. It is directly linked
to steep slopes at the edge of the gravel bar and transverse channels. As can
be seen in Fig. 6b3, the TIN method produces an underestimation of the real
elevation especially at the banks of the transverse channels where curvature
is large. A possible explanation is the interference of points located at the
transverse channel banks and their flat beds.

4.3. Validation with data from a topographic campaign

Degradation of data to a lower density allows assessment of the depen-
dency relation between interpolation method, rendered DTM quality, and
data density using three interpolation methods: MO, Kriging, and TIN.
Such analysis allows determination of optimal point measurement density
and location. Thus, the same degradation methodology was applied for the
topographic campaign of October 2011. The repeated field surveys made
since 2007 on the gravel bar have an average data density varying around
0.035 points/m2 whereas the 2011 dataset used for the previous example has
a density equal to 0.060 points/m2. The degradation was done in regard to
the MO recommendations and hypothesis; therefore, particular attention was
given to keep data points that describe different topographic characteristics
of the reach as for a normal survey campaign of lower density. The final
density is equal to 0.036 points/m2. A comparison with other interpolation
methods is necessary to assess the efficiency of the MO method for both
reference data (LiDAR) and typical field survey data.

The results are summarized in Table 1. The three DTMs produced by the
three interpolation methods exhibit low global error estimation despite the
low density of the measurement points used. This confirms the conclusion
made by Heritage et al. (2009) who studied the importance of survey strategy
and concluded that DTM error is strongly influenced by the location of survey
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Table 1. Comparison of error estimation for MO, Kriging, and TIN interpolation methods
using two different data densities and sources obtained by degrading the May 2010 LiDAR
dataset and the dataset obtained from the October 2011 topographic campaign. (Ema is
the mean absolute error and σ is the standard deviation).

Method Used Check Mean Ema σ
points points error (m) (m) (m)

LiDAR data
MO 669 58546 -0.010 0.048 0.072
Kriging 669 58546 0.019 0.083 0.126
TIN 669 58546 -0.014 0.077 0.118

Topographic data
MO 1023 674 0.012 0.079 0.106
Kriging 1023 674 -0.032 0.148 0.225
TIN 1023 674 0.005 0.101 0.162

points relative to the morphology and that a strong relation exists between
local surface topographic variation and DTM error. A DTM of about 58, 000
grid points is reproduced by the MO method with a global mean absolute
error Ema = 0.048 m just by using 669 adequately chosen points. Thus, it
can be concluded that there is an optimal data density producing enough
information about the complex morphology, which is essential for the field
survey strategy. By examining error estimation for the same dataset source,
the improvement of DTM accuracy made by the MO method can be seen.
In fact, for both dataset sources, the MO method has the lowest Ema and σ
values.

5. Error estimation

5.1. GWR application

The GWR method (see Eq. 3) applied to the reference LiDAR data
yields the correlation coefficients shown in Fig. 7. It can be seen that all
three parameters vary in space. In particular, the coefficients are sensitive
to the distance to the measured points.

The results of the GWR application are shown in Fig. 8a. The predicted
error magnitude and spatial dispersion are similar to the real calculated DTM
error shown in Fig. 6b. The GWR model results yield almost the same value
of minimal error and buffer zones where error magnitude is high. The opti-
mum global adjusted coefficient of determination (R2) is found to be equal

18

Author-produced version of the article published in International Journal of Sediment Research (2019), Vol. 34, n° 3, p. 216-225 
https://doi.org/10.1016/j.ijsrc.2018.11.002



Fig. 7. Spatial distribution of inverse squared distance correlation coefficient α1(xi)
(in m−2) (a), slope correlation coefficient α2(xi) (dimensionless) (b), and intercept term
α0(xi) (in m) (c) defined in Eq. 3

0.95 which is a good improvement of the OLS regression model where R2 is
only equal to 0.14. The adjusted R2 is equal to 0.90 confirm the goodness of
to the predicted error. The improvement of the local autocorrelation model
(GWR) in comparison with the global model (OLS) is expected. In fact, by
construction, the MO method tends to limit, as much as possible, the vari-
ation of the geomorphometric parameters and especially the slope. Thus,
by dividing the reach into homogeneous zones where slope is constant and
imposing the non-inference of points from two different zones in the regres-
sion algorithm, the MO method reduces the incidence of slope variation on
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predicted elevation and therefore reduces the correlation of elevation error
to slope. The MO method allows linear interpolation based on the nearest
points belonging to the same zone delimited by two breaklines, hence, the
local autocorrelation performs better than the global autocorrelation.

5.2. Spatial error estimation

The aim of this error study consists in trying to develop a simple uncer-
tainty model that includes the true error estimation whereby error for other
field surveys where not enough data are available to compute global error
statistic parameters can be evaluated. Therefore, the spatial GWR model is
considered as a starting point.

• First, a database is constructed using the different values of the two
grids of correlation coefficients α1(xi) and α2(xi) and the intercept term
α0(xi) with their relative inverse squared distance and slope obtained
thanks to the extensive LiDAR data (see Section 5.1);

• Second, slope and inverse squared distance are computed for every point
xj defining a given DTM;

• Third, for every xj the database is examined for the point xi,j for which
the absolute difference between inverse square distances (d(xi,j)

−2 −
d(xj)

−2) and slopes (||
−−→
grad(xi,j)|| − ||

−−→
grad(xj)||) are minimal;

• Finally, the correlation coefficients of xi,j are assigned to xj and are
used to calculate error at the point xj. The final product is a grid to
which the device systematic error is added (see section 3.1).

Consequently a spatial uncertainty model can be produced for each DTM,
which defines an upper boundary of the DTM error. It should be noted that
the proposed method to determine the uncertainty due the interpolation
method is indirect and so has an uncertainty by itself. As a first approxima-
tion, this uncertainty is neglected. Another limitation of this calculation is
that the data base built for the three coefficients of Eq. 3 could be partly
site-dependent although it presents a wide collection of slopes and inverse
squared distances. It would be interesting to check this data base on a dif-
ferent site. An application of this error estimation to the field campaign of
October 2011 is shown in Fig. 8(b). It can be seen that prediction error
is higher in steep locations, especially at the bar margins. On the contrary,
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prediction error is relatively low in flat locations (bar tail). Moreover, er-
ror appears clearly sensitive to the data density (upstream part of the main
channel, see Fig. 6 for the data density). It is also interesting to see that the
roughness error, which varies from 1 to 100 mm (see Eq. 2 and Fig. 5) can
represent up to 50% of the error in zones with hih data density.

Fig. 8. Spatial distribution of the predicted error (in m) by the GWR model applied
to the reference LiDAR data (a) and applied to the field campaign of October 2011 (b)
(reach size is larger for (b) because area under water is excluded in the LiDAR data (a)
but included in the field campaign application (b)).

Considering the volume error, for the reference (LiDAR) data, a direct
computation of this value is done by estimating the volume of the DTM
of difference between interpolated and reference DTMs (See Table 1). The
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directly measured volume of the error is 706 m3. The predicted volume
error using the GWR is very similar and equal 695 m3. Knowing that the
reach surface is 14, 644 m2, if a uniform error is considered equal to the
Ema, therefore, the volume error is equal to 703 m3, which is in accordance
with the direct measurement in contrast with σ, which yields larger volume
errors, respectively, equal to 1, 054 m3 and 1, 069 m3. Hence, Ema is more
suitable for volume error computation. In general, measurement errors are
centimetric (δm = 0.02 m here) whereas roughness errors could lead to values
up to 0.05-0.10 m in gravel bed rivers (see Eq. 2). Interpollation errors
can be decimetric especially in steep locations with low data density. As a
consequence, generally δm(z) � δr(z) � δp(z) and so most uncertainty in
the estimation of a volume of the DTM come from the interpollation in case
of densities lower than 0.05 points/m2.

6. Conclusions

This current paper describes the development of a morphologically ori-
ented survey strategy and interpolation methods to reproduce the complex
morphological characteristics of rivers as well as an estimation of the uncer-
tainties. The MO method is applied and validated on a river reach including
a gravel bar and secondary channels.

The following general conclusions can be drawn from the study:

• The field survey strategy is optimized to identify the global and local
topographic characteristics of the river bed by describing the river reach
thanks to a set of cross sections and breaklines at global and local scales.
This morphological based method allows all major breaks in slope and
all major directions of water flow to be described depending on the
water discharge.

• An exact interpolation method (e.g., true measured points are retrieved
in the final grid) is developed. It is based on linear longitudinal in-
terpolation over homogeneous parts of surface topography defined by
breaklines.

• The MO method is validated using a DTM of reference derived from
LiDAR data. It is shown that the MO method produced DTMs which
exhibit low global error. Larger uncertainty is observed in very spe-
cific and isolated locations corresponding to singular boulders or small
breaches.
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• Uncertainty estimation is calculated using a method assessing spatial
variability of error related to the distance to the closest measured point
and the slope, and then combined with a bed roughness map.

Although the proposed methodology requires more time to process data
that the one proposed by Heritage et al. (2009) (because of the need to
define two sets of breaklines defining both main longitudinal features and
transverse features; two-step interpollation procedure instead of one step), it
is eventually more accurate and robust.

Finally, besides the recent advancement in remotely sensed data acqui-
sition, the use of ground-based surveys still is valuable especially for zones
under water where dense, accurate, and spatially distributed information
cannot be acquired. Ground-based surveys give enough accuracy for a wide
range of applications with a relatively small cost/time resource. Ground-
based surveys must focus on local topographic features and breaks in slope
and must be adapted to interpolation methods guided by breaklines. When
developing a field survey strategy, a surveyor should remember that one can-
not measure all terrain configurations. Hereby the MO method appears as
one simple quick and accurate method to reproduce real elevation based on a
limited amount of data. But it is obvious, regardless the cost of data acqui-
sition, that a combination of data sources (structure-from-motion, LiDAR,
laser scanning, etc.) will produce much more accurate and detailed DTMs.

The definition of breaklines, which are required to reproduce transverse
channels, could also be developed thanks to automatic detection. An au-
tomatic detection of breaklines could be of great interest for applying the
MO method to more complicated cases. In the case of braided rivers, for
example, a large number of breaklines would need to be defined including bi-
furcations and merging. Automatic detection of breaklines requires however
a dense data set, which, thus, implies a combination between the proposed
methodology and LiDAR or terrestrial laser scan acquisition (Schäppi et al.,
2010).
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