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Key Points:

+ = River discharge is estimated using synthetic remote sensing measurements from
the forthcoming SWOT mission without any in-situ observation =

« = 2D SWOT radar measurements are simulated and mapped onto river centerlines,
producing realistic errors, temporal and spatial sampling =

+ .= Discharge accuracy was 12.1% and 11.2% on the Po and Sacramento Rivers, re-
spectively, illustrating potential for ungauged basins=
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Abstract

Space-borne instruments can measure river water surface elevation, slope and width. Re-
mote sensing of river discharge in ungauged basins is far more challenging, however.

This work investigates the estimation of river discharge from simulated observations of
the forthcoming Surface Water and Ocean Topography (SWOT) satellite mission using a
variant of the classical variational data assimilation method “4D-Var”. The variational as-
similation scheme simultaneously estimates discharge, river bathymetry and bed roughness
in the context of a 1.5D full Saint Venant hydraulic model. Algorithms and procedures
are developed to apply the method to fully ungauged basins. The method was tested on
the Po and Sacramento Rivers. The SWOT hydrology simulator was used to produce syn-
thetic. SWOT observations at each overpass time by simulating the interaction of SWOT
radar measurements with the river water surface and nearby land surface topography at a
scale of approximately 1 m, thus accounting for layover, thermal noise and other effects.
SWOT data products were synthesized by vectorizing the simulated radar returns, leading
to height and width estimates at 200 m increments along the river centerlines. The inges-
tion of simulated SWOT data generally led to local improvements on prior bathymetry and
roughness estimates which allowed the prediction of river discharge at the overpass times
with relative root-mean-squared errors of 12.1% and 11.2% for the Po and Sacramento
rivers respectively. Nevertheless, equifinality issues that arise from the simultaneous es-
timation of bed elevation and roughness may prevent their use for different applications,
other than discharge estimation through the presented framework.

1 Introduction

As a primary source of fresh water, rivers are among the most important natural
resources and are the nerve system of ecology and human society. Since the earliest civi-
lizations, continental waters have been central to society, featuring in applications such as
water supply, irrigation, drainage, navigation, fisheries, flood control, hydropower genera-
tion, wastewater treatment, pollution abatement and wildlife protection [Chow et al., 1964;
Benke and Cushing, 2011; Tockner et al., 2009].

River discharge represents the flow of water from continental to oceanic environ-
ments, and is one of the primary quantities of interest in characterizing fluvial environ-
ments. Despite the undeniable importance of global rivers, the availability of the world’s
in-situ gauge stations have been steadily declining since the late 1970s due to political,
economical and geographical reasons [Fekete and Vorosmarty, 2002; Tourian et al., 2013;
Sneeuw et al., 2014]. Moreover, the reluctance from countries to share data in a timely
fashion makes the monitoring of discharge and the flood forecasting in international rivers
a daunting task [Biancamaria et al., 2011a; Hossain et al., 2014]. Therefore, the need for
alternative and/or complementary inland water measuring techniques, such as space-borne
sensors, has become a primary concern of the scientific community and space agencies.

In this respect, several nadir altimeters that observe the water height are becom-
ing widely available for the land surface applications, such as JASON-1, JASON-2, EN-
VISAT, CryoSat-2, SARAL/ALTIKA and the recent near-real time operational missions,
JASON-3 and Sentinel-3 [Alsdorf and Lettenmaier, 2003; Papa et al., 2006; Crétaux and
Birkett, 2006; Calmant and Seyler, 2006; Cretaux et al., 2011]. Most of them are focused
on observing water surface elevation (WSE) in large rivers and lakes [Birkett, 1995, 1998;
de Oliveira Campos et al., 2001; Papa et al., 2003; Kouraev et al., 2004; Frappart et al.,
2006; Medina et al., 2008; Bartsch et al., 2009].

The forthcoming SWOT mission, scheduled for launch in 2021, will provide a global
mapping of the continental water bodies using the wide swath radar interferometer KaRIN
(Ka-band Radar INterferometer). SWOT will observe two ground swaths of 50 km sepa-
rated by a 20 km nadir gap and will provide observations of water surface elevation, slope
and river width of rivers wider than 100 m, with a possibility of providing accurate ob-
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servations of rivers as narrow as 50 m [Rodriguez, 2016]. The SWOT repeat cycle is 21
days, during which sites will be revisited typically two to four times at irregular intervals.
The temporal frequency is dependent on the latitude of the region of interest, with low ob-
servation frequency near the equator and higher observation frequency in higher latitude
[Biancamaria et al., 2010, 2016].

Several algorithms designed to use future SWOT observations for river discharge es-
timation have been proposed. Among the proposed methodologies, data assimilation (DA),
has become increasingly popular within the hydrological and hydraulic communities. DA
methods allow the combination of available observations, prior knowledge and expertise,
and natural system dynamics, with a treatment of the associated errors, to provide the
best estimates of the unknown system variables and/or parameters. Early DA studies as-
sumed the river bathymetry and the bed roughness to be known a priori [Andreadis et al.,
2007; Biancamaria et al., 2011b]. Durand et al. [2008] and Yoon et al. [2012] estimated
the river bathymetry, but assumed that the bed roughness was well known. The complex-
ity of implementing DA methods with dynamical models and the difficulty of estimating
discharge together with the river bathymetry and the bed roughness have led to the use
of simplified models derived from the Saint-Venant equations. Four such algorithms have
been presented in the literature, namely Garambois and Monnier (GaMo) [Garambois and
Monnier, 2015], Metropolis Manning (MetroMan) [Durand et al., 2014], the Mean-Annual
Flow and Geomorphology (MFG) [Durand et al., 2016] and Mean Flow with Constant
Roughness (MFCR) [Durand et al., 2016]. These algorithms were assessed in Durand
et al. [2016] for 19 rivers with various hydraulic conditions. At least one algorithm (al-
though not always the same one) had a discharge estimate relative root-mean-squared error
less than 35%, on the 14 non- braided rivers included in the study.

Among DA methods, variational DA has been the preferable approach in operational
geophysical applications, such as numerical weather prediction (NWP) [Gauthier et al.,
1999, 2007; Courtier et al., 1998; Rabier et al., 2000; Fischer et al., 2005]. Within the me-
teorology and oceanography communities, these methods are commonly named in their
classical form 3D-Var’ and its temporal extension 4D-Var’. The problem is formulated
as an optimal control problem and can be considered as a special case of the maximum
a-posteriori probability estimator (MAP) in the Bayesian framework. The optimal esti-
mates of the unknown model variables and/or parameters such as initial and/or boundary
conditions, source terms (forcing), distributed and/or lumped coeflicients (e.g roughness
coefficient, bathymetry, etc.), are obtained via the minimization of a well-defined cost
function. Gradient-based optimization methods resolve the minimization problem (e.g.
quasi-Newton, conjugate gradient) and require the derivation of the tangent linear and ad-
joint models associated with the considered direct model. References on variational DA
applied to the 1D full Saint-Venant model are rather scarce [Ding and Wang, 2012]. The
adjoint model in the latter reference is derived analytically, then implemented numerically;
i.e. ’optimize-then-discretize’ approach, which yields an ’inconsistent” adjoint. The disad-
vantage of the latter approach is lower accuracy of the gradient and difficulty in applying
in the framework of constrained optimization. The consistent adjoint for the full Saint-
Venant hydraulic model SIC? (Simulation and Integration of Control for Canals) has been
reported only recently in Gejadze and Malaterre [2017, 2016] and Oubanas et al. [2015,
2016]. This model has been developed at the National Research Institute of Science and
Technology for the Environment and Agriculture (IRSTEA). The difficulty behind the
computation of the stable adjoint model is one reason why variational DA has not been
very popular within the hydraulic research community. In this case, alternative filtering
methods; i.e. the Kalman filter and its ensemble extensions, are widely used instead. Note
that for two-dimensional (2D) Shallow Water equations based models, variational DA has
been reported in Lai and Monnier [2009] and Hostache et al. [2010] for different problem
set-ups, e.g. single variable estimation, data types, temporal and spatial scales.
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In the present paper, a variant of the classical ’4D-Var’ method, presented in Ge-
jadze and Malaterre [2017, 2016], has been adapted to the general and realistic case of
ungauged rivers observed from space. This method, based on the iterative regularization
technique, is more suitable for the nonlinear systems where heterogeneous variables, e.g.
the state (discharge), the parameters (roughness) and the domain (bathymetry), are esti-
mated simultaneously. Such configuration, involving nonlinear operators, may compromise
the robustness of the minimization problem (due to large norm differences among gra-
dient components), which requires appropriate weight assignement to different contribu-
tions. Using synthetic SWOT observations produced by the SWOT simulator, we demon-
strate the simultaneous estimation of discharge, river bathymetry and roughness for one
year over a 133 km section of the Po River and for a 6-month period over a 153 km sec-
tion of the Sacramento River. Note that the prior knowledge of the variables of interest,
needed for the optimization method, is derived from the SWOT observations and globally-
available ancillary information only which enables the application of the proposed method
for ungauged as well as gauged basins.

The outline of paper is as follows. In Section 2 we present the SWOT simulator and
the study areas and period. The methodology is described in Section 3 introducing the
1.5D full Saint-Venant hydraulic model, the variational data assimilation method with its
sequential version, and handling of a priori information. Experimental design is presented
in Section 4. Section 5 presents and discusses the results of numerical experiments. Fi-
nally, main findings of this study are summarized in the Conclusion.

2 Study area, period and simulated data
2.1 The Po River

The Po River is the longest river that flows entirely in the Italian peninsula, running
from the northeastern Alps to the Adriatic Sea. The mean channel is about 650 km long
with over 141 tributaries, draining an area of approximately 71000 km?, corresponding
to the largest catchment in Italy. The Po River is also the largest Italian river in terms of
the streamflow with a maximum historical discharge of 13000 m3s~! observed at Ponte-
lagoscuro in 1951. The Po Valley has experienced intensive agricultural and industrial
development during the 20th century which have led to an increasing vulnerability to hy-
drological hazards [Montanari A., 2017].
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Figure 1. The Po River study area (© Google Earth) with the ground track of SWOT overpasses (50 km
swaths at each side of the 20 km nadir gap) 0560 (grey), 0211 (blue) and 0489 (yellow).
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The modeled stretch of the river is 133 km in length, and is located between the
gage of Borgoforte at the upstream boundary and the city of Corbola at the beginning of
the Po River delta (Figure 1). It is observed by three passes during each of the 21-day
SWOT cycle, for which the corresponding SWOT simulations are available; i.e. the left
and right swaths of the pass 0560, the left swath of the pass 0211 and the right swath of
the pass 0489 (see Figure 1). Note that ascending passes are labeled with pair identifi-
cation number while odd numbers refer to descending passes. The study period is one
year long, ranging from May 2008 to April 2009 during which a hydrodynamic model
that solves the Saint-Venant equations was applied to the Po River. It uses the flow hy-
drograph as an upstream boundary condition to simulate the flow at a daily scale and is
conditioned downstream by the observed water surface elevation. The flow hydrograph re-
ported in Figure 2 shows a discharge variability from 565 m’s™! to 6850 m>s~!. In this
Figure, the SWOT temporal sampling is illustrated by the vertical lines, which represent
the time of the SWOT overpasses, with the line color identifying the overpass identity as
defined in Figure 1. Note that these lines serve as an indication of the time of the SWOT
observations that are assimilated to estimate the upstream discharge at Borgoforte. They
are spatially distributed dependent on the corresponding swath coverage.
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Figure 2. Daily discharge data at the Borgoforte streamgage (black) at the Po River during the study period

with vertical dashed lines indicating the timing of the SWOT overpasses.

2.2 The Sacramento River

The Sacramento River rises in the Klamath Mountains and drains an area of 69000
km? in northern California including the Coast Range, the Sierra Nevada, the Modoc
Plateau and the Trinity Mountains. This river is known to be the largest in the state flow-
ing for 640 km long and the major freshwater source for the San Francisco Estuary. Since
early 1940s, the flow of the Sacramento River has been regulated by dams to control the
magnitude of the flow discharge and the frequency of the flooding events [Buer et al.,
1989].

The region of interest is 153 km long and is located between Hamilton and Tyndall
Landing cities, upstream of the city of Sacramento. The study area is observed entirely by
the right swath of the pass 0014, while the far range portion of the left swath of the pass
0292 intersects a small downstream section of the study area (see Figure 3). The study
period is a 6-month simulation from January 2009 to June 2009 conducted with a one-
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Figure 3. The Sacramento River study area (© Google Earth) with the ground track of SWOT overpasses
(50 km swaths at each side of the 20 km nadir gap ) 0014 (blue), 0292 (yellow).

dimensional hydraulic model of the basin released in 2013 by the California Department
of Water Resources as part of the Central Valley floodplain evaluation and delineation pro-
gram [Rogers, 2014]. The model has been simplified to remove diversions, tributaries and
storage cells. The hydrograph during this period is presented in Figure 4, covering a range
of discharge from 115.31 m3s~! to 1541.97 m3s~!. Similarly, the SWOT temporal sam-
pling is illustrated by the vertical lines, with the line color identifying the overpass iden-
tity as defined in Figure 3.
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Figure 4. Daily discharge data at Hamilton streamgage (black) during the study period with vertical dashed

lines indicating the timing of the SWOT overpasses.

2.3 Deriving 2-D hydraulic properties from 1-D hydraulic simulations

Accurate SWOT simulation requires high-resolution elevation maps, whereas the hy-
draulic simulations for both the Po and Sacramento were performed in one dimension us-

—6—
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ing different models. The Po River was simulated by a quasi-two-dimensional hydraulic
model built from a combination of a 1 m or 2 m resolution LiDAR Digital Elevation
Model (DEM) of the area and boat surveys of the river [Castellarin et al., 2011; Domeneghetti
et al., 2014] leading to 111 cross-sections irregularly spaced, with an average distance
between the cross-sections of 1.2 km. The quasi-2D scheme depends on the presence

of floodplain areas which are protected from frequent inundations by a system of minor
embankments and are connected to the main channel by means of lateral structures. The
model considers these floodplains as storage areas in which the water level is controlled
by a level-volume curve estimated from the DEM and depends on the flow exchange be-
tween the main channel and the storage areas (see Castellarin et al. [2011] for more de-
tails about the model). Similarly, the Sacramento River hydraulic model was built using

a combination of airborne LiDAR with land and boat surveys of the area leading to 601
cross-sections, irregularly spaced with an average distance of 258 m. In both cases the
estimation of the 2D water surface elevation required by SWOT simulator has been per-
formed interpolating the water elevation associated with all cross-sections to a regular
grid. In particular, the interpolation refers to water elevations mapped laterally perpen-
dicular to the river centerline and has been performed with tools suitable for such spatial
interpolation (such as e.g. HEC-GeoRAS). These operations resulted in temporally dy-
namic high-resolution maps of water inundation and elevation, combined with topographic
features.

2.4 SWOT Simulator

The SWOT simulator designed by the Jet Propulsion Laboratory (JPL) is used for
the first time in this work for DA purposes to simulate the expected performance of the
KaRlIn instrument on-board the SWOT satellite. It was used for the first time by our group
in this paper for DA purposes. The SWOT simulator takes as inputs the SWOT orbit and
radar parameters, the expected water-land radar contrast, the DEM of the study area in-
cluding water and terrain, and a water mask, i.e. a two dimensional map that distinguishes
between inundated areas and dry land. The water DEM, i.e. a digital elevation model
that contains only the elevation of the water surface, and the water mask are built based
on the results of the dynamic hydraulic simulations of the rivers at the time of the satel-
lite overpass. As a first step, the SWOT simulator builds synthetic radar interferograms
of the scene, containing no noise and only subjected to terrain layover errors, i.e. errors
that happen when the radar return from two or more distinct targets, generally water and
surrounding terrain at higher elevations, reach the satellite at the same time, leading to
overestimation of the water surface elevation (for more information of terrain layover, refer
to Fjortoft et al. [2014]). Subsequently, the simulator adds noise to the synthetic interfer-
ograms, which are modeled as correlated circular Gaussian noise. The noise added to the
target depends on the surface type, i.e. land or water, the position in the swath, and radar
parameters. As the next step, the simulator processes the noisy interferograms to create
pixel cloud, which is composed of a pixel cloud with target class, elevation, and area asso-
ciated with the pixel.

The processing of the noisy interferograms entails the following steps: a smoothing
procedure called multi-looking, target classification, and geolocation. The multi-looking
step is a procedure that averages the returned power from consecutive pixels in the along-
track and cross-track dimensions, effectively decreasing noise at the cost of reduced spa-
tial resolution [Cuchi, 1986; Ulaby et al., 2014]. The number of looks used in the present
study was 4, which is currently envisioned as the lowest level of smoothing for SWOT
data products. Next, the simulator classifies the target based on the returned power. The
classification relies on the expectancy that for SWOT band and antenna characteristics,
water will appear brighter than land targets [Alsdorf and Lettenmaier, 2003; Fjortoft et al.,
2014]. Ulaby and Dobson [1989] provides a list of expected backscatter coefficient for
different targets when viewed by a range of viewing angles. Given SWOT’s viewing an-
gle, the contrast between water and land is conservatively on the order of 10 dB [Bian-
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camaria et al., 2016], which would allow differentiation based on thresholding. However,
sharp corners in buildings may appear as bright as water, as seen the images published
by Fjortoft et al. [2014]. Filtering of false detections can be done by searching for nearby
bodies of water or by implementing more advanced classification techniques. Finally, the
simulator geolocates the targets, translating the pixels from radar coordinates into eleva-
tion, latitude and longitude (for more information of terrain layover, refer to Fjortoft et al.
[2014]).

2.5 Deriving 1-D simulated observations from 2-D SWOT simulations

The pixel clouds were processed with the RiverObs package developed at JPL. River-
Obs aggregates the 2D pixel clouds produced by the SWOT simulator into regularly spaced
points, called nodes, located at the river centerline and estimates node-averaged height,
width, and associated observational uncertainties. RiverObs produces node statistics by
assigning pixels located within a user-defined search window to the nearest river node.
The search window is a polygon with outer boundaries running parallel to the river cen-
terline. In the present work; we utilized a search window of 1200 m for the Sacramento
River which corresponds 6-12 times the averaged width of the river. For the Po River,
we used a 1600 m-wide search window for all but the three highest flow overpasses, for
which we increased the width to 5000 m to account for overbank flow. This represents
4 times the averaged width during the low flow and 9 times during high flow [Frasson
et al., 2017]. The node height assumes the value of the average of all water pixel heights
associated with that node whereas the node width is estimated by dividing the inundated
area-associated with the node by the node spacing. We use the synthetic SWOT node-
averaged products within our data assimilation framework to estimate river discharge as
described in sections 3.2 and 3.3. The Po River is observed 52 times during the one-
year study period while the Sacramento study area is observed by 18 overpasses during
the 6-month study period. The simulated node-averaged water surface elevation and the
top river width, along the Po and Sacramento Rivers are presented in Figure 5 and 6. In
the case of the Sacramento River, the width variations are smaller after 90 km due to the
presence of levees which confine the river during our simulations. In the first 90 km, the
river is wider which allows to decrease the random error in the WSE measurements. The
errors are more important in the downstream part because the river is narrower. Moreover,
the presence of the levees increases the layover errors.

The simulated observations are subjected to biases, although not all the sources of
systematic errors are taken into account. The bias depends on the orientation of the river
with respect to the satellite swath; it is more important when the river is parallel to the
swath (e.g. case of the Sacramento River) and is negligible when the river is perpendic-
ular to the swath (e.g. case of the Po River). For more information about the characteris-
tics of the SWOT data, one can refer to Fernandez et al. [2013]; Frasson et al. [2017]. It
should be mentioned that the SWOT measurements are also subject to systematic and spa-
tially correlated errors introduced by different factors (e.g. satellite roll, wet troposphere,
etc.). These types of errors are not addressed in the present paper and will be subject to
future investigation.

RiverObs provides the standard deviation of pixel heights associated to each node, at
each SWOT overpass. No information about correlation between noise in different pixels
is currently available, thus we cannot properly define the nodes-associated observation er-
ror covariance matrix, which is actually required for a classical DA algorithm. This is why
a simplified representation of the observation error covariance matrix must be used. Let us
note that in our DA scheme, presented in Section 3.2, it is sufficient to know the standard
deviation at nodes up to a scaling factor. That is why we can rely on the standard devia-
tion of the pixel. Moreover, if it is assumed a constant for all nodes, its value does not af-
fect the result of DA. When more detailed information (correlation between pixels/nodes)
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Figure 5. Panels A, B, and C show the river width measured at the nodes for the Po River using the simu-
lated SWOT passes 0560 (18 superimposed revisits), 0211 (17 revisits), and 0489 (17 revisits) respectively.
Panels D, E, and F show the water surface elevation at nodes produced from the passes 0560, 0211, and 0489

respectively.

is-available, we will introduce the observation covariance matrix that handles the temporal
and spatial variability of the error.

Figure 7 presents an average in space for each overpass during the study period, for
the Po' and the Sacramento Rivers. The averaged standard deviation in space and time is
about o, = 2.5 m in the case of the Po River, while the averaged uncertainty is higher in
the.case of the Sacramento River, c = 4.5 m. In fact, the observations of the pass 0292
are located in the far range of the swath and have higher errors due to the low signal re-
turn. The corresponding errors are not representative of the observation uncertainty, there-
fore, we only consider the average standard deviation associated with the observations of
the pass 0014, which is about o, = 2.5 m.
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Figure 6. Panels A and B show the river width measured at the nodes for the Sacramento River using the
simulated SWOT passes 0014 (9 revisits) and 0292 (9 revisits) respectively. Panels C and D show the water
surface elevation at nodes produced from the passes 0014 and 0292 respectively.
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Figure 7. The standard deviation associated to the simulated WSE averaged over the RiverObs nodes for

each pass, and the mean of all the passes, for the Po (left) and the Sacramento (right) Rivers.

3 Methodology
3.1 Hydraulic model SIC?

The 1.5D hydraulic model SIC2, based on the full Saint-Venant equations, has been
under development at IRSTEA for about 30 years, succeeding the former CEMAGREF hy-
draulic models (Talweg-Fluvia-Sirene) [http://sic.g-eau.net/]. The longitudinal and transver-
sal hydraulic effects are described at a finite number of cross-sections along the reach us-
ing the compound channel bathymetry representation. A simplified representation of the
out-of-bank flow involves connected storage areas. For each cross-section, the hydraulic
variables such as the wetted area A(z, pg), the wetted perimeter P(z, p,), the hydraulic
radius R(z, pg) and the top width L(z, p,) are computed, for a given water surface eleva-
tion z. The pg4(x) refers to the parameters which define the geometry of the corresponding
computational cross-section, i.e. bottom width /, bank slope b and the bed elevation Z;,
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with respect to a chosen reference level, in the case of trapezoidal approximation. Note
that SIC? can handle any type of cross-sections including irregular ones. Later on, when
talking about the bathymetry estimation we mean the estimation of the distributed vector

Zp(x).

The flow dynamics in the longitudinal direction x at time ¢ are described by the

Saint- Venant equations:
0A dq

94 99 _ o, 1
ot ox (073 (1)

dqg 0q*/A 0z

— A— =—-gA 2

oL TS 4 gATS = —gASy + CLOLY, @

where g(x, 1) is the local discharge, z(x, t) is the WSE, Qy (x,¢) is the lateral dis-
charge, Cp(x) € [0, 1] is the lateral discharge coefficient, v(x,?) = ¢/A is the mean longitu-
dinal velocity and Sy is the friction slope defined as

6]2

 KZARY )

Sf
which is related to the Strickler coefficient K (x) (inverse of the Manning coefficient) by
equation 3. The initial state (zo, go) and the boundary conditions (i.e. the inflow discharge
Q(t) at the upstream node and a rating curve, defined by the rating curve parameters p;.,
at the downstream node) are needed to solve the equations (1)-(3). Note that the SIC?
model supports different types of boundary conditions; here we present only those rele-
vant to the chosen test cases. The four-point implicit finite-difference method, called the
Preissmann scheme [Cunge et al., 1980; Novak et al., 2010], is utilized for discretizing the
problem (1)-(3). The fixed-point iterations are used to resolve nonlinearity. For more de-
tails on the solver, refer to Malaterre et al. [2014].

In order to use the hydraulic model SIC? in a chosen river system, some inputs need
to be provided. These include the cross-sectional geometrical parameters, roughness co-
efficients, upstream and downstream boundary conditions. In the framework of ungauged
basins, we propose a methodology, presented in Section 3.3, to generate initial approxima-
tions of these inputs from SWOT observations (WSE, width and slope) and globally avail-
able ancillary information. From these inputs, the model SIC? simulates the WSE and the
local discharge fields. Next, we solve the corresponding inverse problem using variational
DA to improve approximations of the inputs of interest.

3.2 Variational data assimilation

Dynamical systems can be described by a numerical model, here denoted M : U —
X, which maps the model inputs U € U, also called the “control vector”, into the model
state X € X:
MU) = X. 4

The ‘model state X is assumed to be related to observations via an observation operator
H : X — Y, where Y is the observation space:

Therefore, the control-to-observation nonlinear mapping G : YU — Y can be defined as:

Both observations Y and model inputs U embody uncertainties &, and &, that arise from
various sources (e.g. instrumental noise, parametrization, discretization, etc.) and should
be taken into account:

Y=Y +¢&, @)
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where Y' = G(U") is the ’true’ observation vector. And:
Up = U + ép, 3

where U’ is the true model input vector and U, is its best available first guess, known as
a ’background’ in variational DA or as a ’prior’ in Bayesian statistics.

The full input vector of the hydraulic model presented above consists of the follow-
ing variables: .
U= (ZOa 40, Q7 Pres QL7 CLa Kv’ Zh, Pg> an) ) (9)

where p,,, are the numerical scheme parameters. For a given U, we obtain the flow fields
by solving the model equations (1)-(3) such that:

(z.q) = {(z(xi, ), g(x;, 1)), i = 1,...,N}, t € [0, T]. (10)

In certain components of the input vector V C U the uncertainty is significant and strongly
affects the model predictions. The aim of data assimilation is to estimate V using observa-
tions ¥ (i.e., to improve the first guess V;), whereas the remaining components U° = U \ V
are fixed at their background value Ug.

In the present study, the inputs of interest are:
V =(Q(1), Zp(x), Ks(x)), 1D
and the assimilated observations are:
Y ={z(xptj)i=1,..., Nn,j=1,...,Np}, (12)

where Ny and Np are respectively the numbers of RiverObs nodes and SWOT overpasses.
In this case, the dynamical model M refers to the code of the hydraulic model SIC2,
while H is a additional module representing the observation operator.

The variational DA method gives the best estimate of the control vector by minimiz-
ing a cost-function. Assuming that errors associated with the observation and the back-
ground information are Gaussian, i.e. &, ~ N(0, B) and &, ~ N(0, R), where B and R are
the corresponding covariance matrices, the conventional formulation of the DA problem is
as follows:
V= argmin J(V), (13)

where | !
JV) = SIRTHGV, Up) = Y)IP + SIBT(V = V)2, (14)

A variant of the conventional variational DA method useful for the estimation of the model
variables and parameters affected by uncertainties in hydraulic applications is described in

detail in Gejadze and Malaterre [2017]. First, instead of (14) we consider a modified cost-

function:

J(V,a) = %llR““(g(v, Uy -v9)|1* + %nB‘”z(v -Vl (15)

where @ > 0 is a regularization parameter. This is done to reduce the impact of pos-
sible errors in assigning B. The cost function (15) is used in the Tikhonov regulariza-
tion method [Tikhonov et al., 1977]. Second, we consider the change of variables V =
Vi + BY/2W, in which case the above cost-function takes the form:

1. . a
JW,a) = SIIR 112GV, + B'PW,UY) - )| + 5||W||2. (16)

If the control vector V is composed of heterogeneous components (i.e. flow variables,
physical parameters and parameters describing the domain geometry), then the corre-

sponding parts of the gradient Jj, could have a very different norm. Since G is a non-
linear operator, this may compromise the robustness of the minimization process. The
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change of variables helps to assign the appropriate weights to the gradient, see Gejadze
and Malaterre [2017]. This is the advantage of the latter formulation as compared to the
classical one where at first iterations the contribution of the background term is negligible
(zero at first iteration). Let us mention that this change of variables serves as a precondi-
tionning in the framework of the incremental approach of variational DA. To implement
(16) one needs B'/? instead of B~ (or B~/2) in the original formulation (14). This is
obtained using the approach presented in Gejadze and Malaterre [2017], based on the as-
sumption that the control variable is a distributed function of space or time which belongs
to-the Sobolev space of the second order. The square-root of the matrix B is obtained us-
ing Cholesky decomposition. This approach can be performed using modest computational
resources in the case of one-dimensional hydraulic problems.

The optimal choice of the regularization parameter « is a key issue in the Tikhonov
regularization method. For example, @ can be chosen from the residual principle as fol-
lows:
JW) ~ x*(M. 8) an

where M and ¢ are the observation space dimension and the confidence level, respectively.
This implies solving the minimization problem for different values of « to satisfy the con-
dition (17). This could be computationally expensive. An alternative is to use the iterative
regularization method [Kaltenbacher et al., 2008], in which the cost function to be mini-
mized is reduced to its residual term:

J(W) = %”R_I/Z(Q(Vb +B'*w,U)) - Y1~ (18)

This should be combined with a stopping criterion in order to obtain a regularized solu-
tion by early termination of the iterations. We employ the residual principle (17) to stop
the iterations in the iterative form:
JWi) ~ x*(M.6) (19)

where i is the iteration number. The equivalence of these two approaches has been proved
in Kaltenbacher et al. [2008] for a class of the so-called “regular” iterative methods which
include the steepest descent, conjugate gradient, BFGS or L-BFGS. Let us underline that
the equivalence is only valid for the cost function in the form (16). Note that the residual
principle can only be used in case the statistical properties of the observation error are
well known. Otherwise, one should use different approaches such as L-curve [Hansen and
O’Leary, 1993], cross-validation [Golub et al., 1979], etc.

The update step of the L-BFGS algorithm reads as follows:
Wic1 = Wi+ BiH ' B'2T'(V;), Wo =0, (20)
Vier = Vi + B Wi, Vo =V, 1)

where ﬁi_l is the approximated inverse of the Hessian built by the algorithm. The gradient
of the cost-function is given by:

T (V) = (G (V)R UGV, U - Y) (22)

where, (G'(V) and (G'(V))* are respectively the tangent linear and adjoint counterparts of
the nonlinear operator (G(V, Ug) given by the following Gateaux derivative:

GV +tw,U))-G(V.UY)
: ,

G'(V)w = lim (23)

<W’ (g,(v))*W*>(L( = <g’(V)W’ W*>J/’ Yw, w*. (24)
The tangent linear and adjoint operators associated with the SIC?> model have been

produced using the automatic differentiation tool TAPENADE developed at INRIA [Has-
coét and Pascual, 2004].
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The gradient-based minimization involves the use of the direct and adjoint models.
While the direct model represents the forward time integration, the adjoint model is re-
garded as the corresponding backward time integration. For the latter, the system trajec-
tory needs to be saved at each forward integration time step. Thus, for a long assimilation
window (e.g. a few months) and a time step consistent with the Preissmann numerical
scheme (e.g. 20min), the process memory requirements become prohibitively expensive.
To overcome this limitation, we consider a sequential implementation of the variational
DA approach which operates with assimilation sub-windows.

Let us introduce a time lag 67 consistent with the characteristic time of the dynam-
ical system. At the start of the DA process, i.e. for the first assimilation sub-window, the
initial condition is given by the steady-state flow solution consistent with the initial guess,
i.e. O(t) = Qp(ty) = const. For any subsequent sub-window, the initial condition is
given by the estimated state at time 7 — 67 from the previous assimilation sub-window,
i.e. zo(x) = 2(x,T — 6T) and go(x) = §(x,T — 6T), whereas the background is given by
the estimated discharge at time T — 67, i.e. Qp(t) = Q(T — 6T) = const. This sequential
implementation is an additional option to the method presented in Gejadze and Malaterre
[2017]. The conducted study is only possible using the sequential version of DA, when
using modest computational ressources, i.e. a laptop with 16-32GB of RAM. Note that all
operational variational DA systems are based on sequential (cyclic) technologies.

3.3 Computing first guess model inputs

The optimization method requires a first guess on the variables of interest Q(¢),
Zp(x) and Kg(x). Therefore, we suggest a way of generating this initial background using
the SWOT observations only and globally-available background information applicable to
ungauged basins. Note that the background values of Q, Z;, and Ky, generated using this
method, are only introduced during the first DA sub-window then will be later improved
during the data assimilation process.

This method is based on a prior knowledge of discharge O, which for the current
test cases was taken as an output of the global Water Balance Model (WBM), that uses
monthly atmospheric forcing data (mean air temperature and precipitation), obtained from
the Climatic Research Unit (CRU, http://www.cru.uea.ac.uk/) [Wisser et al., 2010], and
SWOT observations of the water surface elevation z, the top width L and the slope § =
%. The first guesses on A and Ky are calculated using the Manning’s equation, assuming
trapezoidal cross-sections at each river node. The WBM-based prior discharge QO is 841.8
m’s~! throughout the study area for the Po River and 377 m3s~! for the Sacramento River.
Note that any available first guess on discharge, although not reliable, can be used as long
as the resulting dynamics are supported by SIC> model. As we aim to apply the presented
methodology to ungauged basins, no in-situ gauge data were considered.

An approximate bathymetry is then built by estimating the bottom width /, the depth
h-and the bank slope b, assuming trapezoidal cross-secions. To do so, let us consider the
discharge formula derived from the Manning equation Qs = KSR%S %A, where the index
M refers to the "Manning’, the wetted perimeter Py, can be then expressed as :

3
1 -3
Py = A(—Qbs%A') (25)
Ky
Therefore, the top width L, the area A and the wetted perimeter P are given by:

L=1+2bh (26)

A= 2L+ @7

P=1+2hV1+ b2 (28)
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From the above formulas, P can be written as a function of [ as:
2 2
2A L-1
P(l)_z+2\/(—l+L) + (—2 ) 29)

The solution to this problem was computed using an iterative numerical method to
find the estimates of /, 4 and b. Finally, the bed elevation is retrieved by subtracting the
depth h from the & from the WSE z; Z, = z — h.

4 Experimental design

The challenge of this study stems from different factors such as low data accuracy
and temporal frequency, unknown river bathymetry and bed roughness, the need for es-
timating a heterogeneous control vector, etc. Therefore, our aim is to demonstrate the
performance and robustness of the proposed variational DA method for discharge esti-
mation under uncertainties from the simulated SWOT observations, with no in-situ infor-
mation. Since the long term hydraulic behavior is governed by the boundary conditions
and the lateral inflow, we focus on estimating the upstream inflow discharge hydrograph
QO(t). Note that lateral inflow discharge Qy (¢) is not considered in this study. Future work
will investigate more complex hydraulic configurations involving tributaries and their in-
teractions with the main channel; a configuration that is supported by the hydraulic model
SIC2.

We perform simultaneous estimation of the inflow discharge Q(z), the bed level
Zp(x) and the Strickler coefficient Kg(x) at the nodes scale, i.e. at every 200 m. The
background information is subjected to bias, which is the systematic part of the original
uncertainty in the model inputs. Hence, the corresponding discharge estimation error can
be arbitrarily large. It is the purpose of DA to remove/reduce this uncertainty. This is ex-
actly the reason why Z;, and Ky are included into the control vector V. Removing the bias
in observations is more tricky and requires a special analysis of the residuals and their
derivatives in a series of independent experiments (reanalysis) [Dee and Da Silva, 1999;
Desroziers et al., 2005]. This is not implemented in the current version of the algorithm.

In order to deal with long study periods, the sequential version of the variational
DA method presented in section 3 is considered. The size of the sub-window can be ar-
bitrary as long as the required computational resources are available (long sub-window
needs more memory). The priors of discharge, river bathymetry and roughness coefficient,
during the first DA sub-window, are taken as described in section 3.3. For subsequent sub-
windows, the prior of discharge is taken as the final time minus time-lag discharge es-
timate from the previous sub-window according to the sequential approach described in
section 3.2. In order to verify the usefulness of the combination of the estimates of Zj(x)
and Kg(x), these variables are simultaneously estimated with Q(¢) during the first sub-
window only then are fixed at their estimated value for subsequent sub-windows.

The estimation quality is measured based on different error metrics :

+ Root-Mean-Square-Error (RMSE) defined by:

1 R 2
RMSE[Q] = \/ 72 (60 -00), (30)
« relative Root-Mean-Square-Error (rRMSE):
_ 1y (00 -0
rRMSE[Q]— TZ(QI—(I)) s (31)
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+ Normalized-Root-Mean-Square-Error (NRMSE):

1 |1 A L)
Nmumm=5JTZ@m%me (32)
« Nash-Sutcliffe Efficiency (NSE):

5 (00 -0'0)’

NSE[Q] =1 - . -
2 (0 - 0'(0)

(33)

« Volumetric Efficiency (VE):

500 - Q')

VEWOI=1-="o 5

(34)

where Q' (t) and Q! are the ’true’ (reference) inflow discharge and its time-average value,
respectively, O(7) is the inflow discharge estimate and T is the full time-length of the ex-
periment.

5 Results & Discussion

Despite the highly uncertain first guess on the Po River discharge, with a relative
root mean square error of rRMSE[Q,] = 81.1%, simultaneous estimation of the up-
stream discharge Q(t), the bed level Z;(x) and the Strickler coefficient Kg(x) was suc-
cessfully performed using eight sub-windows 42 days wide. The comparison between
the daily discharge estimated with our method and the assumed true discharge from the
Po River hydraulic model are presented in Figure 8. Summary statistics for the estimated
daily discharge and the estimated discharge strictly during the SWOT overpasses are pre-
sented in Table 1, using the error metrics introduced in section 4. Discharge errors were
lower at the time of the SWOT observations, amounting to a relative root mean square er-
ror (rRMSE) of 12.1%. The estimate of discharge at the daily scale increases rRMSE to
29.8% due to unobserved dynamics between the SWOT overpasses.

Table 1. Error metrics of discharge estimation for the Po River during the full assimilation windows, for

daily discretization and irregular observation sampling.

Computational AT | RMSE (m*s™") | rRMSE (%) | NRMSE (%) | NSE | VE
Daily | 657.9 | 29.8 | 36.5 | 0.54 | 0.77
Irregular AT, | 2214 | 126 | 12.1 | 0.95 | 0.91

Similarly, the first guess on the Sacramento River discharge had high uncertainty,
amounting to a relative error of rRMSE[Qp] = 84.4%. Here, two assimilation sub-
windows of 63 and 105 days are considered for DA. Figure 9 shows the estimates of Q(z),
Zp(x) and Kg(x) over the Sacramento study area, during the 6-month study period. The
flow dynamics at the Sacramento River change are significantly faster than at the Po River,
which exemplifies how the limited SWOT temporal resolution might affect the under-
standing of narrower rivers. As the Sacramento River study area is only revisited twice
per SWOT cycle and due to the faster discharge dynamics, the flood peaks were not sam-
pled, with one of the most significant flood events having no observations. For example,
the maximum discharge 1541.97 m3s~! was recorded on February 17", after the February
13th overpass. By the time SWOT returned, on February 2274 the flood wave had already
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Figure 8. The Po River discharge estimation at Borgoforte station (upper) together with the Strickler

coefficient (lower left) and bed level (lower right) along the study area.

left the area. Nevertheless, discharge was successfully estimated, with rRMSE computed
solely during SWOT overpasses being as low as 11.2%, whereas daily discharge rRMSE
reached a higher value of 21.2%. The increased rRMSE were driven by the unobserved
higher discharge events, however, the model showed considerable skill estimating the pre-
flood flows (before day of year 40), despite the errors in the discharge background.

Table 2. Error metrics of discharge estimation for the Sacramento River during the full assimilation win-

dows, for daily discretization and irregular observation sampling.

Computational AT | RMSE (m*s™") | rRMSE (%) | NRMSE (%) | NSE | VE
Daily | 1672 | 212 | 75.0 | 0.18 | 0.75
Irregular AT, | 22.6 | 11.2 | 12.0 | 0.87 | 0.91

The Sacramento River example illustrates the fact that the characteristic time of
the-hydraulic system, i.e. the dynamical transition time between two possible equilib-
rium states, should be consistent with the temporal frequency of observations in order to
ensure that the river dynamics between satellite overpasses can be accurately recovered.
The characteristic time of the Po and Sacramento study Rivers under consideration are 6
and 5 days, respectively. Therefore, longer study areas may be more suitable for this type
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Figure 9. The Sacramento River discharge estimation at Hamilton station (upper) together with the Strick-

ler coefficient (lower left) and bed level (lower right) along the study area.

of sparse temporal sampling. Moreover, the river orientation with respect to the satellite
ground tracks has a key role in the temporal and spatial observation sampling, i.e. across-
track rivers have a higher temporal frequency (The Po River) while the along-track rivers
are observed with better spatial distribution (The Sacramento River). The temporal and
spatial gaps between the SWOT observations can be completed by supplementary sources
of data such as the virtual stations of the other existing satellite missions.

The Strickler coefficient Kg and the bed level Z, may be locally improved during
the minimization process (Figures 8 and 9). However, this combination of optimal esti-
mates (Zp, Kg) only allow accurate estimation of discharge Q in both study areas despite
the use of highly uncertain background information. This behavior is typical of ill-posed
estimation problems (the so-called ’equifinality issue’) [Gejadze and Malaterre, 2016].
Thus, the estimates of Z, and Kg may not provide a reliable global information of river
bathymetry and bed roughness.

The performance of the variational DA method is illustrated in Figure 10. The cost
function J and the norm of its gradient ||VJ|| are presented with respect to the number of
iterations at each sub-window, for the Po and the Sacramento Rivers. The minimization
algorithm has converged within less than 10 iterations; i.e. 5 iterations for the Po River,
while few more iterations, 6-8, were required for the Sacramento River case. Note that in
the first sub-window, the three variables Q, Z;, and Ky are estimated simultaneously while
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Figure 10. The minimization process for the Po River (upper panels) and the Sacramento River (lower

panels) study cases. Left: the cost function J , right: the norm of the gradient ||V.J||.

during subsequent sub-windows, only Q is estimated which explains why fewer iterations
can be required for the convergence.

In case the statistical properties of the observation error are not very well known,
the iterations are stopped using the criterion J;+1 — J; < €, where, € is a threshold equal to
10=%, which is a simplified implementation of the L-curve criterion. Moreover, Figure 10
indicates the actual level of the observation noise standard deviation, which is significantly
lower than the one predicted by RiverObs. This level can be roughly assessed from the
residual principle :
Je = mé’zz/of, (35)

where m is the total number of observation points and o, and &, are the estimated stan-
dard deviations from RiverObs and simplified L-curve, respectively. For example, the first
sub-window of data assimilation has a cost function equal to J. = 122.3 at the end of the
iterations, in the case of the Po River. The total number of observations during the sub-
window is m = 2938, while the initial estimation of the standard deviations is o, = 2.5 m.
Therefore, following the residual principle (35), the estimated actual error standard devia-
tion is about ¢, = 0.5 m. Future work will include simultaneous estimation of the model
inputs together with parameters of the observation noise.

6 Conclusions

Our work presented a methodology suitable for the estimation of discharge on un-
gauged basins using solely remote sensing information from platforms such as the upcom-
ing SWOT satellite. The present article describes necessary modifications to the classi-
cal variational data assimilation method applied to the full Saint-Venant-based hydraulic
model SIC?. Moreover, the method offers the flexibility of also assimilating in-situ data
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in addition to satellite observations when those are available. The implemented sequential
version enables better use of computer resources, overcoming memory limitations, which
hindered the applicability of the classical data assimilation methods to long-time periods.

We demonstrated the applicability of the proposed methodology using synthetic
SWOT overpasses generated with the SWOT simulator developed at the JPL over the
Sacramento and the Po Rivers. In our two study cases, discharge was successfully esti-
mated at the time of the overpasses, with rRMSE of 12.1% and 11.2% for the Po and the
Sacramento Rivers, respectively. The estimated river discharge at a daily scale increases
the rRMSE to 29.8% and 21.2%, respectively. The higher degradation of the model skill
for the Sacramento River when estimating daily discharge happened mostly due to poor
temporal sampling during the observed flood waves, showing the importance of having
temporal sampling that is compatible with the characteristic time of the hydraulic system.

The presented method demonstrates good accuracy and robustness, while requiring
modest computational resources. In both cases, the method converged after less than 10 it-
erations when estimating Q, Z, and Kg simultaneously during the first sub-window, while
fewer iterations (2 to 5) were required to estimate discharge during the subsequent sub-
windows. Future work will report multi-mission variational data assimilation including
the existing satellites missions such as JASON, ENVISAT and Sentinel in addition to the
future SWOT platform.
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