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Abstract

In this study we use polynomial chaos expansionE)PG perform uncertainty analysis for
seawater intrusion (SWI) in fractured coastal agmsif(FCAs) which is simulated using the
coupled discrete fracture network (DFN) and vaeadénsity flow (VDF) models. The DFN-
VDF model requires detailed discontinuous analgtihe fractures. In real field applications,
these characteristics are usually uncertain whiely hmave a major effect on the predictive
capability of the model. Thus, we perform globahsgvity analysis (GSA) to provide a
preliminary assessment on how these uncertainties affect the model outputs. As our
conceptual model, we consider fractured configareti of the Henry Problem which is
widely used to understand SWI processes. A firlgenent DFN-VDF model is developed in
the framework of COMSOL Multiphysics®. We examiree tuncertainty of several SWI
metrics and salinity distribution due to the incdetp knowledge of fracture characteristics.
PCE is used as a surrogate model to reduce theutatigmal burden. A new sparse PCE
technique is used to allow for high polynomial oslat low computational cost. The Sobol’
indices (SIs) are used as sensitivity measuredetotify the key variables driving the model
outputs uncertainties. The proposed GSA methodolmged on PCE and Sis is useful for
identifying the source of uncertainties on the madgputs with an affordable computational
cost and an acceptable accuracy. It shows thatufeadydraulic conductivity is the first
source of uncertainty on the salinity distributiohhe imperfect knowledge of fracture
location and density affects mainly the toe positimd the total flux of saltwater entering the
aquifer. Marginal effects based on the PCE are usedgnderstand the effects of fracture
characteristics on SWI. The findings provide a tecal support for monitoring, controlling
and preventing SWI in FCAs.

Keywords: Seawater intrusion, fractured coastal aquifers,etamty analysis, uncertain

fracture characteristics, global sensitivity analySobol’ indicies
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1. Introduction

Coastal aquifers (CAs) are currently in a criticatuation throughout the world. These
aquifers are essential sources of freshwater forentioan 40% of the world’s population
living in coastal areaHOC/UNESCO, IMO, FAO, UNDP, 2011; Barragan and Ardrés,
2015]. The phenomenon of seawater intrusion (SWI), weictompasses the advancement of
saline water into fresh groundwater mainly causedxtessive groundwater extraction, is the
first source of contamination in CAWWerner et al.,, 2013] The European Environment
Agency[www.eea.europa.eujeclared SWI as a major threat for many CAs woidéwT his
phenomenon is exacerbated by the increasing derfmangroundwater as a result of the
increase in population and anthropogenic activitys also amplified due to natural causes
such as climate change, Tsunami events and selarilgvexpected in the next centyeyg.,

Ataie-Ashtiani et al., 2013; Ketabchi et al., 2016]

The impacts of local heterogeneities of CAs ondRktent of SWI at the scale relevant for
management scenarios is well documented in thatitee[e.g. Simmons et al., 2001; Kerrou
and Renard, 2010; Lu et al., 2013; Mehdizadeh gt28114; Pool et al., 2015; Stoeckl et al.,
2015; Shi et al., 2018] Fractured geology is the most challenging form naftural
heterogeneity. Fractures represent the preferepditiiways that may enable faster SWI or
intensify freshwater discharge to the §@aar et al. 1999] Fractured coastal aquifers (FCAS)
are found globally. Several examples can be foumé&rance[Arfib and Charlier, 2016]
USA [Xu et al., 2018] Greece[Dokou and Karatzas, 2012]taly [Fidelibus et al,. 2011
Ireland[Perriquet et al., 2014; Comte et al., 2018JK [MacAllister et al., 2018]Jand in the
Mediterranean zone where more than 25% of CAs yaredlly karstic[Bakalowicz et al.,
2008; Chen et al., 2017Despite the fact that FCAs are distributed threng the world and
they often contain significant groundwater resosirdae to their high porosity, SWI in these

aquifers is rarely investigated and related prazesge still largely unexplored and poorly
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understoodDokou and Karatzas, 2012; Sebben et al., 2015]the review paper diVerner
et al. [2013] the authors suggested SWI in FCAs as one of titenpal remaining

challenging problems.

SWI can be tackled using either the sharp intertgmeroximation or variable-density flow
(VDF) model[Werner et al., 2013; Llopis-Albert et al., 2016y®nkiewicz et al., 2018Y/DF
model involves flow and mass transfer equationspleml by a mixture state equation
expressing the density in terms of salt concemmatiThis model is usually used in field
applications as it is more realistic than the shatgrface approximation and has the privilege
of considering the transition zone between thehireder and saltwater, known as the mixing
zone. Flow in fractured porous media can be desdrilsing three alternative approaches: i)
equivalent porous medium in which averaged estonatiof the hydrogeological properties
over a representative elementary volume are usedpiesent the domaiiietrich et al.,
2005], ii) dual-porosity models where the domain is ¢desed as the superposition of two
continuums representing, respectively, rocks aadtfires[Fahs et al., 2014; Jerbi et al.,
2017] and iii) discrete fracture model in which the ftaes and matrix are handled explicitly
[Berre et al., 2018] Discrete fracture model is the most accurate mibeleause fractures are
considered without any simplification. It is usyallsed for domains with a relatively small
number of fracturefHirthe and Graf, 2015; Ramasomanana et al., 2048 has come into
practical use in recent years. However, discretgctfire models require enormous
computational time and memory due to the dense @seshsulting from the explicit
discretization of the fractures. Discrete fractaetwork (DFN), in which the fractures are
embedded irfd-1) dimensional elements (i) dimensional physical domain, is an alternative

approximation that reduces the overhead compugbbihe discrete fracture model.

DFN model has been successfully coupled with VDFleh@o simulate SWI in FCAs. For

instance,Grillo et al. [2010], based on a single fracture configuration of HeRrgblem,
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showed that DFN-VDF model is a valid alternative the discrete fracture model for
simulating SWI. Dokou and Karatzas [2012Heveloped a hybrid model based on the
combination of the DFN model (for main fractured aaults) and the equivalent porous
media model (for lower-order fractures) to investegg SWI in a FCA in Greece. By
confronting numerical simulations to chloride comictation observations, they showed that
the DFN model is necessary to accurately simuls¢. Sebben et al. [2015)sed the DFN-
VDF model to present a preliminary deterministiazidst on the effect of fractured
heterogeneity on SWI, using different fracturedfeurations of Henry ProblenMozafari et

al. [2018] developed a DFN-VDF model in the finite elemerdnfe-work of COMSOL
Multiphysics®. Nevertheless, the DFN-VDF model regs the basic characteristics of
fractures as location, aperture, permeability, pitypetc. These characteristics are subject to
a large amount of uncertainties as they are ofteterthined using model calibration
procedure based on relatively insufficient histakidata provided by several measurement
techniques as surface electrical resistivity torapfy [Beaujean et al., 2014]borehole
concentrations and head measurements, multipesoitlatory hydraulic testfSayler et al.,
2018], self-potential measurementdlacAllister et al., 2018] among others. These
uncertainties would reduce the predictive capabdit the DFN-VDF model and impair the
reliability of SWI management based on these ptixtis. Thus, it is important to understand

how these uncertainties could propagate in the hauklead to uncertainty in outputs.

This work goes a step further in the understandih@WI processes in FCAs. It aims to
provide a preliminary investigation on the impaofsuncertainty associated to fractures
characteristics on the extent of the steady-staltevater wedge simulated using the DFN-
VFED model. In particular, we investigate the effedf uncertainties on fracture network
characteristics (location, aperture, density, peafolgy and dispersivity) on several SWI

metrics, as the length of the saltwater toe, thesknof the mixing zone, area of the salted
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zone and salinity flux penetrating to the aquifss. the underpinning conceptual model, we
consider the fractured Henry Problem suggeste8ehben et al. [2015]A finite element
DFEN-VDF numerical model is implemented using COMSMLItiphysics® software. We
include the Boussinesq approximation in the COMS®adel to reduce nonlinearity and

improve computational efficiency.

In order to quantify the variability in model outpuesulting from the uncertain parameters,
we use the global sensitivity analysis (GSA). GSArore appropriate than local sensitivity
analysis as it provides a robust and practical éork to explore the entire inputs space and
to assess the key variables driving the model asitpmcertainty[Saltelli, 2002; Sudret,
2008; De Rocquigny, 2012[GSA is a powerful approach to fully understand domplex
physical processes and assess the applicabilitynadels. It is also important for risk
assessment and decision-making. In hydrogeologipalications, GSA has been used to
investigate saturated/unsaturated fld@unes et al., 2013, 201Bai et al., 2017; Meng and
Li, 2017; Maina and Guadagnini, 2018; Miller et,a2018], solute transpoifFajraoui et al.,
2011, 2012; Ciriello et al., 2013; Younes et abD18], geological CO2 sequestratifiia et
al., 2016} natural convectioffFajraoui et al., 2017]and double-diffusive convectidShao

et al., 2017] In SWI, GSA has been applied to study the effettsydrodynamics parameters
in homogeneous CAlHerckenrath et al., 2011; Rajabi and Ataie-Ashtja2014; Rajabi et
al., 2015; Riva et al., 2015; Dell'Oca et al., 2Q01Rajabi et al. [2015]have shown that GSA
is the best-suited method for uncertainty analgsiSWI. Recently Xu et al. [2018]used
GSA to investigate SWI in a karstic CA with condoétworks. To the best of our knowledge,
GSA has never been applied to SWI in heterogenaodr FCAs. Different alternatives can
be used to perform GSAdoss and Lemaitre, 20L5Among these alternatives, in this paper,
we use the variance-based technique with the Sahdites (SIs) as sensitivity metrics

[Sobol’, 2001] These indices are widely used because they dassoime any simplification
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regarding the physical model and provide the seitgipf individual contribution from each
parameter uncertainty as well as the mixed cortioha [Sarkar and Witteveen, 20165Is
are usually evaluated through Monte Carlo methodschv require a large number of
simulations to cover the parameters space andcassequence, might be impractical in high
CPU consuming problems (as is the case for SWOAS) [Sudret, 2008; Herckenrath et al.,
2011]. To meet the numerical challenges of Monte Carkihwods, we use the polynomial
chaos expansions (PCE) which proceeds by expressacy model output as a linear
combination of orthogonal multivariate polynomiafey a specified probability measure
[Crestaux et al., 2009; Konakli and Sudret, 201&jrBoui et al., 2017] In particular, we
implement the sparse PCE technique developedShso et al. [2017]to allow high
polynomial orders (i.e. high accuracy) with an opted number of deterministic samples.
With this technique, the number of terms in the RIeEomposition is reduced by excluding
insignificant terms. The polynomial order is updbprogressively until reaching a prescribed
accuracy. During the procedure, Kashyap informatooiterion is used to measure the
relevance of PCE terniShao et al., 2017]The sparsity of the PCE allows accurate surrogate
model even if the optimal number of samples necgdsa a total order expansion is not
achieved. Once the PCE is constructed for each Immakput, the Sls can be directly
calculated, with no extra computational cost, bypast-processing treatment of the PCE

coefficients.

The paper is organized as follows: Section 2 igvaterial and methods in which we present
two fractured scenarios of the Henry Problem ingestd in this study, the DFN-VDF model
developed with COMSOL and the SWI metrics used adahoutputs. Section 3 is devoted to
the GSA method. In section 4, we validate the dgyad COMSOL model and the

Boussinesq approximation by comparison againsttes@aations and an in-house research



179 code. Section 5 discusses the GSA results; it deslUPCE construction, validation of PCE

180  and uncertainties propagation. A conclusion is wgjivesection 6.
181 2. Material and methods
182  2.1. Conceptual model: Fractured Henry Problem

183  The conceptual model is based on the fractured yHBrwblem, suggested [8ebben et al.
184  [2015]. A detailed review of the Henry Problem and itplagations can be found iRahs et
185  al. [2018]. This problem deals with SWI in a confined CA apth H and lengtly. Sea
186  boundary condition (constant concentration andldeppendent pressure head) is imposed at
187 the left side and constant freshwater flgx [L2T~]) with zero concentration is assumed at
188 the right side. Two fracture configurations are estigated in our analysis. The first
189  configuration deals with a single horizontal fraetSHF) extending on the whole domain
190 and located at a distan€e”) from the aquifer top surface (Fig. 1a). This coufaion is
191  specifically considered to investigate the effectincertainty related to fracture location on
192 the extent of saltwater wedge. In the second cardiipn, we assume a network of
193  orthogonal fractures (NOF) (Fig. 1b), asSebben et al. [2015]Square sugar-cube model
194  with elementary size5” (distance between 2 consecutive fractures) isidered as fracture
195 network. This configuration is considered sincallibws for performing uncertainty analysis
196  of the SWI metrics with respect to the fracture siign Furthermore, vertical fractures are

197  important to investigate buoyancy effects.
198  2.2. DFN-VDF mathematical model:

199  Under steady-state conditions and based on Bowssgapgproximation, the VDF model in the

200 porous matrix is given byGuevara Morel et al., 2015]

O =0 1)
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where( is the Darcy’s velocity LT™ |; @ the freshwater densifymL™ |; ¢ the gravitational

M

acceleration[LT*]; K" is the freshwater hydraulic conductivity of thergas matrix

[LT™]; hthe equivalent freshwater heftl]; o [ ML?] the density of mixture fluid ang

is the elevatiorT ]; ¢ is the relative solute concentrati{)rr] ; D,, the molecular diffusion

coefficient| 'T™ |; &" is the porosity] —| of the porous matrixl the identity matrix an
fficient| LT |; & is the porosit f the p trix} the identity mat d

is the dispersion tenso@'ﬁ/I [L] and O’TM [L] are the longitudinal and transverse dispersion

coefficient of the porous matrix, respectively.
With the DFN approach, the mathematical model factires can be obtained by assuming

1D flow and mass transport equations along theuras direction. The resulting equations
are similar to the ones in the porous matrix, bitih w", K © and a’LF as porosity, hydraulic
conductivity and longitudinal dispersivity in thera€tures, respectively. Transverse
dispersivity in the fractureC(TF ) is neglected, as iBebben et al. [2015]The 1D flow and
mass transport equations in fracture involve tiektiess of the fracturee{ ) as parameter.

2.3. DFN-VDF finite element model: COMSOL Multiphg®:

The DFN-VDF simulations are performed using a &ndglement model developed with

COMSOL Multiphysics® software package. COMSOL iscamprehensive simulation
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software environment for various applications. Tse of COMSOL in applications related to
hydrogeology is increasingly frequent as this saftnis a user-friendly tool that facilitates all
the modeling steps (preprocessing, meshing, soblmypost-processing) and allows an easy
coupling of different physical process@Ren et al., 2017; Fischer et al., 2018Dur
COMSOL model is created by coupling the “Subsurfeé@yv” and “Transport of Diluted
Species” modules and by assuming concentrationrdigme fluid density. The Subsurface
Flow module is an extension of COMSOL modeling emvinent to applications related to
fluid flow in saturated and variably saturated pgramedia. In this module, we use the
“Darcy’s Flow” interface. The fractures are incladeia the DFN model by adding the
“Fracture Flow” feature to the “Darcy's law” intade. The “Transport of Diluted Species”
module is used to solve the advection-dispersiaratton. The Boussinesq approximation is
implemented by considering constant density infthiel properties and setting a buoyancy
volume force depending on the salt concentratiome fiumerical scheme suggested by
default in COMSOL is used to solve the system afagigns. The flow and transport models
are solved sequentially via the segregated soheaurate solutions of the flow model can be
obtained using finite volume or finite differenceetinodsDeng and Wang, 2017However,

in COMSOL, quadratic basis finite element functi@re used for the discretization of the
pressure in the flow model while the concentratiothe transport model is discretized using
the linear basis functions. The consistent stadiilin technique is used to avoid unphysical
oscillations related to the discretization of tldvection term. This technique is often called
upwinding. It adds diffusion in the streamline diien. Triangular meshes suggested by the
COMSOL meshing tool are used in the simulationsthVihe DFN model, the COMSOL
meshing tool generates 2D triangular cells to regmethe matrix and 1D cells to represent
the fractures. The fracture cells are positionemh@lthe sides of the matrix triangular cells.

With the finite-element modeling framework, the aoon degrees of freedom at the triangle

10
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nodes in the matrix and at the 1D segments inrdetdres are used to model the volumetric
and mass fluxes between the matrix and the frastliest runs have shown that, with the
steady-state mode, COMSOL is bound to run into eagence difficulties. To avoid this
problem, we used the transient mode. This probkemnelated to the initial guesses, required
for the nonlinear solver, that are often hard ttamb Hence, the steady-state solutions are

obtained by letting the system evolve under trarisienditions until steady-state.

2.4. Metrics Design:

The main purpose of this study is to perform GSAeigards to certain metrics characterizing
the steady state salt-wedge and saltwater fluxcadsal with SWI. The model inputs will be
discussed later in the results section since theygl@pendent on the fracture configuration. As

model outputs, we consider the following SWI mestric

- The spatial distribution of the salt concentratitinis obtained in a pattern of a

100x50 regular 2D square grid (5,000 nodes).

- Length of the saltwater toel{,): The distance from sea boundary to the 0.5
isochlor on the bottom surface of the aquifer (Rig.

- Thickness of the saltwater wedgés]: The distance between the 0.1 and 0.9
isochlors on the aquifer bottom surface (Fig. 2).

- Average horizontal width of the mixing zone&v(.): The average horizontal
distance between the 0.1 and 0.9 isochlors frombibttom to the top of the
aquifer (Fig. 2).

- The height of the inflection point4): The freshwater-seawater inflection point

located on the seaward boundary (Fig. 2). Below foint, the seawater flows

toward the land, and above it the freshwater ishdigged to the sea.

11
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o H
- The dimensionless mass of salt persisting in thdf@rq(Ms =€iH”c.dxdz]:
: 00

The double integral is calculated with the griddu$er the spatial distribution of
salt concentration. Only nodes with concentratioove 0.01 are considered.

- Total dimensionless flux of saltwater entering #uifer (Q°*'): defined as the
flux of saltwater entering the domain by advectialiffusion and dispersion

normalized by the freshwater flux imposed at tharid boundaryq,).
3. Global sensitivity analysis

GSA is a useful and a widespread tool that aimgjuantify and evaluate the output
uncertainties resulting from the uncertaintieshie model inputs, which could be considered
singly (for one parameter) or coupled together ésalv parameters). In this study, the
variability of the model responses is quantifietbtlghout a variance based technique using
Sls as sensitivity metrics. On the one hand, vaddrased sensitivity measures are of interest
as they typically specify the relationship betwesrdel outputs and input parameters. And on
the other hand, the major advantage of using Sisaisthey do not require any assumptions
of monotonicity or linearity in the physical moddlhe main stages of this technique are
developed here. More details can be foun&uniret [2008],Fajraoui et al.[2017] andLe

Gratiet et al. [2017]

Let us consider a mathematical mod¥l=M (X) delivering the outputs of a physical
system that presumably depends on M-uncertain ipagmeters X ={X1, Xz,...,XM} . For

further developments,fy;(X) and fxznzlf)(i(xi) refer to their marginal probability

density function (PDF) and the corresponding j&Bt of a given set.

3.1 Sobol’ indices

12
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The Sobol’ decomposition d¥1 (X) readgSudret, 2008; Fajraoui et al., 2017]

MO =M+ MO0+ 3 M (X, %)My (KX ) (6)

1<i<j <M
where My is the expected value oM(X) and the integral of each summand

)gs) over any of its independent variables is zerd, itha

jrx_ My, o (%0 X, %) £, (%)= Ofor 1=kss, )
where fy, (X ) and ', represent the marginal PDF and suppork afrespectively.

The orthogonalitym, leads a unique Sobol’ decomposition:

E[M, (X, M,(X,)] =0, (8)
Where, E[] is the mathematical expectation operatat={i,i,,...iy} 0{1,2,.M}

represents the index sets aP@ are the subvectors involving the components foickvithe

indices belong tai. As a result of uniqueness and orthogonalityypfts total variance® is

decomposed as below:

D =Varl#M(X)]=> D, =Y Val#( X)], (9)

uz0 uz0

where Q, is the partial variance expressed as below:

D, =Val M X)] = EM X)] (10)
Consequently, the Sis are naturally defined as:
5 - . (12)
D

The influence orY, of each parameter (considered singly), is giverthie first order Sobol’

indices §) defined by:

13
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(12)

S_:&
D

The total Sl that includes the effect of an inpatgmeter with the contribution from other

parameters, is defined as follojtsomma and Saltelli, 1996]

ST :Z&, 12 :{ uld } (13)
i ,_9| D
The Sls can be calculated by performing Monte-Csirtaulations. This can be done using the
estimates of the mean value, total and partialamae of a large number of samples, as
explained in Sudret [2008]. The drawback of Mon&i€ simulations lies in the
computational cost especially when time-consumirmglets are investigated. To circumvent

this problemSudret [2008]introduced the PCE for the computation of Sls.
3.2 Polynomials chaos expansion (PCE)

Each model output is expanded into a set of odhwoal multivariate polynomials of

maximum degree M:

Y=M(X)=D y®,(X), (14)

alA

whereA is a multi-indexa ={a'1,a'2,...,aM} and{ya,a'D A} are the polynomial coefficients.
CDa(X) are the base functions of vector space of polyabriinctions. These functions
should be orthogonal in the vector space with ¢iet jPDF f, of X as a dot product.

The polynomial coefficients{ ya} are evaluated using the regression method (leasirsq

technique) that proceeds by minimizing an objecfivection representing the difference

between the meta-model and physical model (seadtsjet al. [2017]). Based on the PCE,

the mean valué,u) and total variancéD) of any model output can be calculated as follows:

H=Ys (15)
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D=3 2, (16)

aA\0
Then the Sls of any order can be computed using cthefficients,D and 4 in a

straightforward manner as followed:

S:z yza/D, A:{GD Aaq >O’aj¢i=q’ (17)
alA\O
and
=Y ¥.,/D A ={a0 Aqg >0 (18)
a0AT\0

As suggested bypeman et al. [2016] we also evaluate the marginal effect (ME) to

understand the relation between the important blesaand the model outputs. ME is given

by:

E[M(X)| X = X] =My + D" ¥, (9 (19)

alA
3.3 Sparse polynomial chaos expansion

To minimize the number of physical model evaluadioand therefore reduce the
computational cost, the estimation of the Sobotlices could be done with a sparse PCE
instead of a full PCE approach. In other wordsteiad of using the expression Eq. (14), we
can only use some relevant coefficients of the PUte key idea consists in discarding the
irrelevant terms in the estimated truncated PCEfanthis purpose, several approaches have
been developedlatman and Sudret [201Q]tilized an iterative forward—backward approach
based on nonintrusive regression or a truncatioategfy based on hyperbolic index sets
coupled with an adaptive algorithm involving a keasgle regression (LARMeng and Li
[2017] modified the LAR algorithm with a least absoluteiskage and selection operator
(LASSO-LAR). An adaptive procedure using projeci@n a minimized number of bivariate
basis functions has been provided Hy and Your{2011], whereag~ajraoui et al. [2012]

worked with a fixed experimental design and retdioaly significant coefficients that could
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contribute to the model variance. The approach ldgee inShao et al. [2017]which has
been implemented in this work, consists in progvesg increasing the degree of an initial
PCE until a satisfactory representation of the rhoegponses is obtained. The computation
of the Kashyap information criterion (KIC) based @mBayesian model averaging is used to
determine the best sparse PCE for a input/outpupka Evaluating KIC is an efficient (from
a computational point of view) and feasible altéiveato directly computing the Bayesian
model evidence, being known that this later evalsiahe likelihood of the observed data
integrated over each model’'s parameter space. Hérisea key term to obtain the posterior
probability in the Bayesian framework. For moreailston the Bayesian sparse PCE, for

constructing the algorithm and computing the Kl€aders can refer ®hao et al. [2017]

4. Validations: COM SOL model and Boussinesq approximation

Although COMSOL has great potential for modellingndity-driven flow problems, it has
rarely been used for SWI. Thus, the main purpoghisfsection is to validate our developed
COMSOL model. In addition, as explained previousBoussinesq approximation was
implemented in our COMSOL model to improve its canapional efficiency. This is a
popular approximation for the VDF model as it aldo¥or reducing the computational costs
and renders convergence more likely to be achidvedsumes that variations in density only
give rise to buoyancy forces and have no impadherflow field. Boussinesq approximation
ignores density-concentration dependence exceafpteifbuoyancy term. This approximation is
common for SWI in non-fractured CASuevara Morel et al., 2015]its validity for SWI in
FCAs is not discussed in the literature. Thus, laeogoal of this section is to investigate the

validity of this approximation for such a case.

For this purpose, we first use the new semi-araditsolutions of the Henry Problem

(homogeneous aquifer) developedHnhs et al. [2016] We compare these solutions against
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two COMSOL models: i) SWI-COMSOL model based on stendard COMSOL approach
and ii) SWI-COMSOL-Bg based on the Boussinesq appration. We investigate two test
cases presented iRahs et al. [2016]which deal with constant and velocity-dependent
dispersion tensor, respectively. The correspongihgsical parameters are summarized in
Table 1. It is noteworthy that, for the validatioases, similar to the semi-analytical solution,
the sea boundary is assumed at the right sideeofldimain. The main isochlors (0.1, 0.5 and
0.9) obtained with COMSOL models as well as theisamalytical ones are plotted in Fig. 3.
The corresponding SWI metrics are given in Tabl@t®e COMSOL simulations have been
performed using a mesh consisting of about 18,d6thents. As is obvious from Fig. 3,
excellent agreement is obtained between the COM&Ql_the semi-analytical results. This
highlights the accuracy of the developed COMSOL et®dnd the related post-treatment
procedure applied to obtain the SWI metrics. Ibalenfirms the validity of the Boussinesq

approximation for SWI in homogenous CAs.

For FCAs, analytical or semi-analytical solutions mbt exist. We compare the developed
COMSOL models (SWI-COMSOL and SWI-COMSOL-Bq) agaias in-house research
code (TRACES) based on advanced space and timeetizstion techniqueprounes et al.,
2009]. This code has been validated by comparison aga&weral configurations of semi-
analytical solutions ifrahs et al. [2018] It has proven to be a robust tool for the simafat
of SWI in both homogeneous and heterogeneous dem@iFN approach, which is based on
average properties over the fracture width, isaw@ilable in TRACES. Thus, the fractures
are modeled by considering heterogeneity of mdtetthout reduction of the dimensionality;
i.e. fracture is a specific layer of the 2D domaiith different assigned properties. We
considered two validation cases which are basea single horizontal and vertical fractures,
respectively. The horizontal fracture is locatedtlz¢ aquifer middle-deptid? = 0.5m)

while the vertical fracture is located near thesgmatx=1.8m. The physical parameters are
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given in Table 1. The mesh used in the COMSOL saths involves about 50,000
elements. In the in-house code we use a mesh Witht& 0,000 elements. The obtained main
isochlors are given in Fig. 4 and the correspon@ligl metrics are summarized in Table 2.
Fig. 4a shows that, in the case of single horizofrecture, the high conductivity in the
fracture increases the freshwater discharge te¢leand pushes the saltwater wedge toward
the sea, especially around the fracture. In the adsvertical fracture (Fig. 4b), the high
permeability in the fracture enhances the upwaod fand push up the saltwater around the
fracture Fig. 4 and Table 2 show excellent agreéretween COMSOL and TRACES. They
confirm the validity of the Boussinesq approximation the presence of fractures and
highlight the accuracy of the developed COMSOL nhotteshould be noted also that the
comparison between the COMSOL model (in which tlaettire is considered as a line) and
TRACES (in which the fracture is a 2D layer) comf& the results oGrillo et al. [2010]
about the validity of the technique based @nl) dimensional fractures (i.e. average

properties over the fracture) for the simulatiorsu¥1 in FCAs.

5. Global sensitivity Analysis: results and discussion

The methodology used to perform GSA is describethénflowchart presented in Fig. 5. In
this section we present the assumptions and nuaheigtails related to the PCE construction.
We also validate the PCE meta-model by comparigminat physical COMSOL model and
we present the results of the GSA based on the Fsboth salinity distribution and SWI

metrics.

5.1 The single harizontal fracture configuratiorHfg
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Several studies showed that, under steady-statditmom the isotropic Henry Problem is

governed by six dimensionless quantities which thee gravity number, longitudinal and

transverse Peclet numbers, ratio of the fresh wdgsity to the difference between

freshwater and saltwater densities, Froude numbertlae concentration of salt in seawater
[Riva et al., 2015; Fahs et al., 2018Uncertainty analysis related to these parameters i
performed inRiva et al. [2015] The main goal of our work is to investigate thte@ of

uncertainties related to the presence of fractdress, for the SHF configuration, we assume

that the hydraulic conductivityK 7 ), aperture ¢" ), depth(d™) and longitudinal dispersivity
(a'LM) of the fracture are uncertain. For the matrix domwe only include the longitudinal

dispersivity(a]’"’) in our analysis as this parameter is importanttfier exchange between
fracture and matrix domain. The dispersivity rdtiansverse to longitudinal) is set to be 0.1.
Other parameters are kept constant. Table 3 surpesathe values of the deterministic
parameters as well as the range of variabilityhef ancertain parameters. The values used in

this table are similar t8ebben et al. [2015]

We should mention that network connectivity (i.ewhfractures are interconnected) has a
clear and large impact on the extent of SWI. Howewethe cases investigated in this work,
all the fractures are fully connected (abutting amdssing fractures). Thus the effect of
network connectivity is not considered. Disconndatases are not considered because it is
not obvious to find well defined parameters (regdifor GSA) to describe the connectivity.
Also, disconnected fractures can lead to discontisumodel outputs for which the PCE

surrogate model could not approximate the truessystith an acceptable degree of accuracy.

- PCE construction: Numerical details, orders arataracy
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The uncertain parameters are assumed to be unyfodistributed over their ranges of
variability. The PCEs are evaluated using an erpental design consisting of 100 samples.
To obtain a deterministic experimental design tt@aters the parameter space, we use the
Quasi-Monte-Carlo sampling technique. A preliminargsh sensitivity analysis is performed
to ensure mesh-independent solutions for all theulsited samples. These simulations were
important in order to verify that the GSA results aot affected by numerical artifacts related

to the finite element discretization. The mesh gty analysis is performed using the most

challenging numerical case that deals with the ésglralue ofkK © and lowest values of »
, o ande” . In such a case the advection and buoyancy presess very important and the

corresponding numerical solution could be highlgsstdve to the mesh size as it might suffer
from unphysical oscillations or numerical diffusioh mesh-independent solution is achieved
for this case using a grid consisting of about 60,6lements. This mesh is used for the 100

simulations required for computing the PCE expamsio

For each SWI metric (or model output), the corresidag PCE surrogate model is calculated
using the technique described in section 3. Fos#tieconcentration distribution (multivariate
output), component-wise PCE is constructed on eamie of the regular 2D square grid
defined for the control points (involving 5,000 ¢ah points). The MATLAB code developed
by Shao et al. [2017]s used to compute the sparse PCE. To give manédemce to the
sparse PCE, we also compute total order PCE u$iegUQLAB software[Marelli and
Sudret, 2014] As five input variables are considered and 10®@as are available, only
third-order polynomial could be reached via thealtobrder PCE expansion. The
corresponding optimal number of samples is 56. Whth sparse technique, implemented in
this work, higher orders can be reached even ifogitemal number of samples required for
full PCE is not achieved. Sixth order PCE is reacfar the salt concentration distribution

and all SWI metrics except the width of the miximane for which the polynomial order is

20



457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

limited to five. The accuracy of the resulting s®mPCE surrogate model is checked by
comparison against the physical COMSOL model. ln B we compare the values obtained
with the sparse PCE with those of DFN-VDF physiceddel implemented with COMSOL

for parameter inputs corresponding to the experiaiedesign (i.e. used for the PCE

construction) and also for new samples. Some eesmgdl the results, precisely the length of
saltwater toe( Lme) and the mass of salt persisting in the aquilés)( are plotted in Fig. 6.

We can observe an excellent match which confirmas ttie PCE surrogate model reproduces

the physical model outputs well.
- Uncertainty propagation and Marginal Effects (ME)

Based on the PCE, we calculate the first and t8lal which are used for uncertainty
propagation. We also calculate the ME (univaridtect) to obtain a global idea about the
impact of the input parameters on the model oufpé. ME of a certain parameter represents
the variability of the model output to this parasretvhen other parameters are kept constant,

at their average values.

The GSA results for the spatial distribution of gat concentration are illustrated in Fig. 7.
Fig. 7a shows the distribution of the mean conesioin based on the PCE expansion. At each
node of the mesh used for the control points, tlmmmvalue of the salt concentration is
calculated as the arithmetic average of the corgoms corresponding to the 100 samples
used in the experimental design which are evaluatethe PCE surrogate model. This figure
shows that the mean concentration distributioreot$l the systematic behavior of SWI. The
isochlors are more penetrated at the bottom aqdiferto the saltwater density. This confirms
that the PCE surrogate model mimics the full maleBsponse. We also calculate the
concentration variance to evaluate how far the eptrations are spread out form their

average values (Fig. 7b). As expected, the varigegnificant in the saltwater wedge. The
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largest values are located near the aquifer bostariace where the SWI is usually induced by
mixing processes that can be highly sensitive éontlodel inputs (fracture characteristics and
matrix dispersivity). The variance is negligibleanghe sea-side as the boundary conditions
are almost deterministic and the sole acting randamameter is the longitudinal dispersivity
that can affect the dispersive entering flux. Thasstivity of the concertation distribution to
the uncertain parameters is assessed with the ofidps total Sl (Figs 7 c-g). The total Sl of

a M (Fig. 7c) shows that the uncertainty related te frarameter affects the concentration

distribution at the top aquifer, outside the satewavedge. In this zone, the salt transport
processes are dominated by the longitudinal digpeffux as the velocity is toward the sea

and it is almost horizontal and parallel to the sahcentration gradient. The zones of largest
total Sl for K© ande” are located within the saltwater wedge toward®meisochlors (Fig.

7d and 7e). In this region, the mass transfer imimeelated to the advection process which is
related to the velocity field. This later is highdepending on the fracture permeability and
aperture. The zone of influence ¢f is also located within the saltwater wedge, butaa

the aquifer bottom surface and at the vicinitytd high isochlors (Fig. 7f). The influence of

a F is limited to the vicinity of the sea boundary wig F can impact the saltwater flux to

the aquifer (Fig. 7g). In the fracture, advectismominating and dispersion is negligible. It is
worthwhile noting that the total Sls count in theemll contribution of a parameter including
nonlinearities and interactions. Thus, Sls allowremking the parameters according to their
importance. It appears on Figs. 7 thidt, K and " are the most influential parameters
because their total SI are more pronounced indg®n where the salt concentration variance
is maximum. From the scales of Figs. 7 (d-f), itiear thatk™ ande” are more influential
than d”. Figs. 7c shows that the salinity distributiormisakly sensitive to the longitudinal

dispersivity of the matrix as in its zone of infliee the variance is negligible.
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Inspection of the sensitivity of SWI metrics to ar@in parameters is given in Fig. 8. This
figure represents the bar-plots of the total andt-firder Sls of the SWI metrics. As
mentioned previously for a further understandinghef uncertainty on SWI metrics related to
the imperfect knowledge of input parameters, we ats/estigate the MEs of the most
relevant parameters. These MEs are plotted inFighe large variability of the SWI metrics

(see vertical scales in Figs. 9a-j) confirms thatMEs are in agreement with the Sis.

Fig. 8a shows that the uncertainty bp, is mainly due to the effects af and K". With a
total Sl of 0.54,d% is considered as the most influential parametee ME of d* and K" on

L. are given in Fig. 9a and 9b, respectively. Fig.sBaws thatl,,, decreases withi®

which is coherent with the results ebben et al. [2015]Fig. 9b shows that,., increases

with K. The physical interpretation of this variationtlimt the increase " heightens the
potential of the fracture to constitute a prefei@rfteshwater flow path. This slow down the

freshwater flow in the matrix which in turn facidtes SWI and leads to the increase of the

penetration length of the saltwater wedge. FiginBlicates that the variability o|f.Sis mainly
impacted by, ¥ . This makes sense zig measures the salinity dispersion along the aquifer

bottom surface which is mainly controlled by . LS is even expected to increase witl ,
which is confirmed from the ME in Fig. 9c. We cdaanotice in Fig. 8b the slight sensitivity
of |_S to d°. The corresponding ME (Fig. 9d) shows that thigsgeity is relatively
important for deep fracturesi{ > 0.6).

The Sls forw ., are given in Fig. 8c. The width of the mixing zasemainly controlled by
the dispersive flux. This is whygy ¥ is the main parameter affecting... As expected,

increasing variation ofw .. againsty ¥ can be observed in Fig. 9e. F&r(Fig. 8d), with a
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total Sl of 0.58,d7 is the most important parameter. Fig. 9f shows Zhalecreases witl",
which is in agreement with the resultsSd#bben et al. [2015Nariability of Z; could be also

affected by the uncertainty oK". The corresponding ME in Fig. 9g shows tdaincreases

with KF. Fig. 8e depicts the Sls for the mass of saltiging in the aquifel(MS). It indicates
that MS is primarily sensitive tal” (S1=0.62). It is also sensitive #&". ME (Fig. 9h) shows
that MS decreases withi", which is also consistent with the resuftisbben et al. [2015]

Mg increases withk™ (Fig. 9i). This behavior is related to fact thaetincrease okK"

enhances the inland extent of the saltwater wedgeexplained in the previous section.

Finally, the Sls forQt°**! shows that this output is mainly affected dfy (Fig. 8f). As show

in Fig. 9j (Qsm) increases withd™. In general, the Sls show that the uncertaintpaated
with 4 F has no effect on the SWI metrics, which is logieal salt transport in the fracture is

dominated by the advection processes.
5.2 The network of orthogonal fractures configusat{NOF)

In this configuration, our goal is to investigalte teffect of uncertainty related to the fractures
density on the model outputs. Thus, we keep theesamcertain parameters as for the SHF
configuration but we replac&l”) by (67). The latter is considered here as the parameter
representing the fracture density. The values efdéterministic parameters and the range of
variability of the uncertain inputs are given inbl@3. The lowest value & corresponds to

a network with 13 horizontal and 26 vertical fraes These values are used to obtain the
results in affordable CPU time, as denser fractwedfigurations would require a large
number of simulations to construct the PCE andG@VISOL model in this case becomes

very CPU time consuming. We should mention that,this configuration, we reduce the

24



549

550

551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

hydraulic conductivity of the fractures. If the samvalues would have been used as in SHF

configuration, freshwater flow would have beenrgemsive that no SWI would occur.
- PCE construction: Numerical details, orders arataracy

The NOF configuration is more sensitive to the twaes characteristics than SHF
configuration. The number of samples is progres$giuecreased until obtaining accurate
PCEs. The corresponding experimental design ingoR@0 samples. The mesh sensitivity
analysis for the most challenging cases (the sstalNalue of5F) reveals that mesh-

independent solution can be obtained using a grid000 elements. As for the SHF
configuration, sparse and total PCE are calculatéith 200 samples, order 4 total PCE can

be obtained. The optimal number of samples is ¥2#h the sparse technique, sixth order

polynomial is reached foly,,, Mg, Z and Q*®. For Ls andw,. orders 4 and 8 are

achieved, respectively. Fig.10 shows some compasisetween the sparse PCE surrogate
and COMSOL models and highlights the accuracy efRCE expansions. A good matching

is observed both for the input parameters of theeamental design and for new samples. It
is relevant to emphasize that this level of acouiaacceptable to obtain good GSA results

with the Sls evaluated using the surrogate model.
- Uncertainty propagation and marginal effects

The distribution of the mean concentration basethenPCE expansion is given in Fig. 11a.
The mean PCE isochlors emulate the ones obtainad tiee physical model (Fig. 12). They

present some discontinuous points where saltwatqgrushed toward the sea due to high
permeability in the fractures. The spatial maph&f toncentration variance is plotted in Fig.
11b. Compared to the SHF configuration, the zonsigrificant variance is contracted and
concentrated toward the bottom surface of the aguiéar the low mean isochlors. The map

of the total Sls of; » (Fig. 11.c) is quite similar to the one in the Setinfiguration but it
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echoes the presence and influence of fracture mkiwk€ig.11c shows that the zone of

influence of , » falls where the concentration variance is neglegidhus, ¥ is not an

L

important parameter for salinity distribution. Séimy to K™ and e” are both important
(Fig. 11d and e). The zone of influence Kf" is discontinuous and mainly located toward
the sea boundary in at the bottom of the aquifepdrtant values can be observed landward
(see Fig. 11. d) but these values do not expregs densitivity as the concentration variance
is negligible in this zone. The sensitivity to tlractures density & ) is given in Fig. 11f.
This figure shows that uncertainty associatgédcan mainly affect the salinity distribution
within the mixing zone toward the bottom surface.cénfirms thats™ is an influential
parameter. Finally, and in contrast to the SHF igumétion, , F appears to be an important
parameter in the NOF configuration (Fig. 11g).ffeets mainly salinity distribution around

the low isochlors.

The bar-plots in Fig. 13 depict the total and fosder Sls for the SWI metrics to the
uncertain parameters and Fig. 14 gives the MEshe$d parameters. In general Fig. 14

confirms the results of the Slis as large variat@hSWI metrics can be observed with respect

to the uncertain parameters. Fig. 13a demonsttbﬁ&sl_toe is mainly controlled byk"™ and

5. The corresponding total Sls a&. =0.52 and S; =0.32, respectively. Fig. 14a shows

an increasing variation of,,, againstk®. As for the SHF configuration, this is relatecthe

fact that the increase df” concentrates the freshwater flow in the fractiard entails a

weaker freshwater flow in the matrix. As conseqegtice saltwater wedge expands landward

and L. increases. This behavior can be understood aisg tise equivalent porous media

model which is based on a bulk hydraulic conduttivi\s given inSebben et al. [2015the

bulk equivalent conductivityK *) for a network of orthogonal fractures is given by
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eq_[( ' KFeFj‘l & ] (20)
A R N AT

Eqg. (20) shows thakK *® increases with the increase Kf. The equivalent gravity number,
which compares the buoyancy forces to the inlaedhwater flux, is given bjFahs et al.
2018

K*.H '(101_100) (21)
Poly

The increase oK °? leads to the increase d)‘ﬂgeq. This latter can be interpreted, at constant

Ng* =

densities and hydraulic conductivity, as a decréasie inland freshwater that opposes SWI.

This enhances the extend of SWI and leads to trease ofl,,.

Fig. 14b shows thal,, decreases with*. In fact, the increase of* corresponds to the

reduction of the fracture density. This enhancesfteshwater flow in the porous matrix and
pushes the saltwater wedge toward the sea. Theadeuni bulk hydraulic conductivity model

can be also useful in explaining this variation, reasoning in the same way as for the
variation of Ltoe againstk®. As it is clear from Eq. (20), the increase®f (for the average

value of K™ KF ande™) corresponds to a decreasekii’ and the related equivalent gravity

number. This can be interpreted as an increadeedir¢shwater flux that lowers the extent of
SWI and decreasés,y .

The bar-plots in Figs. 13b and 13c indicate thatoathe SHF configurationy » is the most
important parameter affectinbs andw ... The corresponding Sls are calculated to be 0.68
and 0.34, respectively. Figs. 14c and 14d dispiayeiasing variation ots andw . against

a " . This makes sense ds andw . are mainly related to the mixing processes whieh a

controlled by ¥ . Fig. 13d shows that, wits;, =0.50 and S; =0.27, K* and &" are the
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most important parameters affectiZg. MEs in Figs. 14e and 14f indicate tl*ét increases

with K™ and decreases withf . The reason behind these variations is the enhase(resp.

reduction) in the saltwater wedge extent associat@hl the variation ofK™ (resp. &%),
explained previously. These results related tosdr@ation onI againsto™ are found to be in

agreement with those Bebben et al. [2015]

The dimensionless mass of salt persisting in thefaq(Ms) appears to be sensitive to all

uncertain parameters, excegt (Fig. 13e). The total Sis with respegt , K ,e7, 5" are

calculated to be 0.34, 0.41, 0.22 and 0.27, res@dgt The MES show thaMSdecreases

with &7 and increases withK © and o » (Figs. 14g-i). The variation againgt and K " is

related to the behavior of the saltwater wedge whese parameters change (see above). The

increase ofy ™ pushes the saltwater wedge landwgfdhs et al., 2018Jand increases the
area of the salted zone as well as the mass opsadisting in the aquifer. The total flux of
saltwater entering the aquifngm) is mainly affected by, ¥ , K™ (Fig. 13f). The total Sls
of these parameters are calculated to be 0.43 &&] espectively. The MEs (Figs. 14j and
14Kk) show thathwtal increases withy » and decreases witK © . Indeed,QStOtaI is advective

and dispersive saltwater flux at the sea boundmg. dispersive flux is proportional tp" .

. . total . . .
This explains whyQO increases withy » . The increase oK F corresponds to the decrease

of the gravity number (see above). A lower gravitynber indicates less significant effect of
the buoyancy forces for which the saltwater velpdecreases and reduces the advective

saltwater flux. Finally, it is worth noting tharfthe NOF configuration, the Sls fgr are

more important than for the SHF configuratiqfy. appears to be an important parameter,
especially forL[Oe and |_S In general, physical consistency of the resutsbioth SHF and
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NOF configuration provides insight on the validiay our analysis based on the PCE as a

meta-model.

5. Conclusion

In this work, the DFN model is coupled with the Vdodel to simulate SWI in FCAs. The
DFN-VDF model requires the discontinuous descriptid the fracture characteristics which
are usually uncertain. Thus, it is essential, ®vesal practical and theoretical purposes, to
understand/quantify how the uncertainties assatiateh the imperfect knowledge of the
fracture characteristics can propagate throughrtbdel and introduce uncertainties into the
model outputs. Despite the high performance of agempcodes for SWI models, run-time of
these codes is still high because of the high neality, dense grids required for fractures
and large space and time scales associated witliedttdomains. Thus the traditional
techniques for uncertainty analysis (i.e. Montel€aimulations) cannot be easily applied in
this context, as they require a large number ofilations to achieve reliable results. To meet
the computational challenges of traditional techei& we develop in this work a GSA based
on the non-intrusive PCE. In particular, we appiyefficient sparse technique to construct the
PCE with a reduced number of model evaluationsdbasn Kashyap information criterion. In
the literature, GSA has been recently applied tol ®t previous studies are limited to
homogeneous domain. Two configurations of the in@ct Henry Problem, dealing with a
single horizontal fracture (SHF) and a network dhogonal fractures (NOF), are considered
as conceptual models. The simulations requiredtestruct the PCE are performed using a
finite element model developed in the framework @OMSOL software. Boussinesq
approximation is implemented to improve the compontl efficiency of the COMSOL
model. From technical point of view, this work steogeveral novelties that are important for
the simulation of SWI. It shows the ability of COKIE to accurately simulate SWI in simple

and fractured aquifers. It also proves that theedision reduction of fractures in the frame of
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the DFN model is a valid approach to simulate SRMFCAs and confirms the validity of the
Boussinesq approximation in such a case. Regatdingrtainty analysis, this study presents
an efficient (low cost) methodology to understamgertainty propagation into SWI models.
This methodology is generic and can be efficierpplied to real field investigations. In
hydrogeological applications, GSA is often appliedinvestigate uncertainty propagation
associated with hydrogeological parameters. Thikwbows that GSA is generic and can be
a valuable tool for different kinds of uncertaisti@he GSA results showed that, for the SHF
configuration, the uncertainty associated withftlaeture hydraulic conductivity and depth is
the first sources of uncertainty on the salinitytdibution. The spatial distributions of the Sis
are given as maps. This represents an importaturéeaf this study as these maps are not
only important for uncertainty analysis but alsoypde relevant locations for measurement

required for aquifer characterization. Fracture rautic conductivity and depth are also

important parameters for the toe positidqog), thickness of the freshwater discharge zone
(Z), the mass of salt persisting in the aqui(fMS) and the flux of saltwater entering the

aquifer (QS‘O‘a'). The thickness of the saltwater wedge and thehwadithe mixing zone are
mainly controlled by the dispersion coefficienttire matrix. The uncertainty related to the

fracture aperture has a slight impact on the SWirin®e Its major effect is observed dqoe.

Uncertainty associated with the fracture dispersioafficient does not affect in any way the
SWI metrics. For the NOF configuration, the impetfé&knowledge of fracture hydraulic
conductivity and density are the first source ofcentainty of the salinity distribution.
However, it is observed that all the uncertain paters become important for the salinity
distribution, in this case. In contrast to the S¢tiafiguration, in which the dispersion in the

fracture is not important, in the NOF configuratithe salinity distribution at the aquifer top

surface is influenced by this fracture dispersivity,, and Z, are mainly controlled by the
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fractures density and hydraulic conductivity. As the SHF configuration, the width of the

mixing zone is mainly affected by uncertainty asated with the dispersion coefficient in the

matrix. |_S is also majorly affected by the dispersion co@fit in the matrix, but the other

uncertain parameters are also influencing it. Al tuncertain parameters have distributed

effects onMgand Q™ .
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Fig. 3. Isochlors obtained using the semi-analytical solution (SA) and COMSOL model (with
and without Boussinesq approximation) for the homogenous test cases: (a) diffusive case and
(b) dispersive case.
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Fig. 4. Isochlors obtained using TRACES (in-house code) and COM SOL model (with and
without Boussinesq approximation) for the fractured test cases: @) single horizontal fracture
and b) single vertical fracture.
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seawater intrusion (SWI)

fractured coastal aquifers (FCAs) Approximations

assuming 1D flow and mass
transport equations along the

Modeling approaches
variable-density flow (VDF)

fractures direction

Boussinesq approximation /

/Numerical model COMSOL Multiphysics®

Finite element numerical scheme 2D triangular cells = matrix
1D cells = fractures

discrete fracture network (DFN)

/||

“Subsurface Flow” module

I

constant density in the fluid

Coupling: concentration- properties
dependent fluid density

a buoyancy volume force
depending on the salt
“Transport of Diluted Species” module concentration

"""""""""""""""" Neorsa ./
\ SWI-COMSOL SWI-COMSOL-Bg

Global ; ;
Sensitivity Step 1..generate expenmpntal dgsugn
Quasi Monte-Carlo sampling technique

Analysis

(L Hlell I step 2: built polynomial chaos expansions (PCE)
Sparse PCE 2 Matlab code by Shaoet al. (2017)
Total order PCE = UQLAB software (Marelliand Sudret, 2014)

Step 3: quantify uncertainty & marginal effect

Compute first and total Sobol’ indices (Sis)

\ Compute univariate effect (ME) /

Fig. 5. A flowchart describing the methodology and apphascused to perform the global
sensitivity analysis: The first block (in purplegstribes the physical processes and the
corresponding mathematical models used in thisysflide second block (in olive-green)
presents the finite element model used to simtltegghysical processes (COMSOL with and
without Boussinesq approximation); The third blgitkorange) describes the approach used
to perform global sensitivity analysis (polynomialaos expansion as meta-model and
Sobol’s indices as sensitivity metrics).
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Fig. 7. GSA resultsfor the spatial distribution of the salt concentration (SHF configuration):

(a) mean salt concentration (b) variance of the salt concentration, (c) total Sl of ", (d) total
Sl of K, (e) total SI of €, (f) total Sl index of d™ and (g) total Sl index of af .
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Fig. 11. GSA results for the spatia distribution of the salt concentration (NOF configuration):

(a) mean salt concentration (b) variance of the salt concentration, (c) total Sl of o, (d)
total Sl of KF, (e) total Sl of €7, (f) total Sl index of &7 and (g) total Sl index of af
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Table 1. Physical parameters used for the validation oibgeneous and fractured cases

Parametel Homogenous cas Fractured cas
0, [kg/m’] 1,025 1,025
o, Lkg/m’] 1,000 1,000
q, [/g] 6.6x10° 6.6x10°
H[m| 1 1
{[m| 3 2
2 5x1C* Horizontal Fractur
M
K™ [m/g] 1.001x1¢ 1.0x10° Vertical Fracture
KF [m/s - 7.72x10"
&Y 1] 0.35 0.2
[ - 1.0
e [m] - 0.001
d” [m] - 0.5
D [/ 18.86x1(° Diffusive cas 18.86x10" Horizontal Fracture
" 9.43x1(° Dispersive case 1.0x10°  Vertical Fracture
M 0 Diffusive case
at' [mi 0.1 Dispersive case 0
M 0 Diffusive case
a7 [m 0.01 Dispersive cas 0
al [m] - 0
as [m] - 0

Table 2. SWI metrics for the validation cases: Semi-anedyt solution (S-Anl), SWI-
COMSOL (Co-st) and SWI-COMSOL-Bg (CO-Bq). The width the mixing zone for the
homogenous case is calculated vertically dSaims et al. [2016] .

Metrics| Homogenous Diffusive| Homogenous Dispersive Fradt(iorizontal)
sanl | costl €O | s.an | CO-St| CO- | TRACES| CO-St| CO-

L 0.624 | 0.626/ 0.625 1.256 1.253 | 1.251 0.460 0.461 0.460

Lg 0.751 | 0.754| 0.752 0.368 0.39z | 0.39] 0.76¢ 0.777 | 0.77¢

Wi 0.757 | 0.763| 0.760 0.29 0.295 0.294 0.451 0.455 5504

Z 0.41¢ | 0.43C | 0.42¢ | 0.527 | 0.521 | 0.51¢ 0.49:2 0.47¢ | 0.47¢

Mg 0.10¢ | 0.10¢ | 0.10¢ | 0.15C | 0.151 | 0.15(C 0.11c 0.11¢ | 0.11¢

Qtetal | 1.068 | 0.970/ 0.97 1.061 1.037 1.049 0.625 0.618 220/6




Table 3. Values and ranges of variability of the paranwetesed for the GSA.

Parametel Configuration SH Configuration NOI

0, [kg/m’] 1,025 1,025

o, Lkg/m’] 1,000 1,000

q, [nrlg 6.6x10° 6.6x10°
H[m] 1 1
¢ [m] 2 2

KM [ m/s] 2.49%x10° 2.49%x10°

KF [ m/s [1.17x10" - 7.65x10] [1.86x10° — 1.17x10
&[] 0.2 0.2
e [ 1.0 1.0
& [ [3.8x10% - 9.7x10f] [3.8x10% — 9.7x10]
d” [ [0.1- 0.9] -
o [m] - [0.08— 0.25]
D, [nf/s] 10° 10°
a [m [0.05- 0.3] [0.05- 0.3]
al [m 0.1xgM 0.1%aM
al [m] [0.05- 0.3] [0.05- 0.3]
as [m] 0 0




/~ Processes / context \
seawater intrusion (SWI)

fractured coastal aquifers (FCAs)

Modeling approaches
variable-density flow (VDF)

discrete fracture network (DFN)

Approximations
assuming 1D flow and mass
transport equations along the
fractures direction

COMSOL Multiphysics® _(IDifecpioblemsseationa)

-~

“Subsurface Flow” module

Coupling: concentration-
dependent fluid density

“Darcy's law” interface

\ Boussinesq approximation / I

\E_

} ﬁ “Fracture Flow” feature

“Transport of Diluted Species” module

advection-dispersion equation based
on an upwind scheme

homogeneous aquifer

semi-analytical solutions of the Henry Problem ]

[ - Fahs et al. [2016]

fractured coastal aquifers

( in-house code (TRACES) = Younes et al., [2009] )

Matrix & fractures discretized with 2D cells
Flow equation: mixed finite element method // Advection:
discontinuous Galerkin method // Dispersion: multipoint flux
\_ approximation // Temporal discretization: method of lines

J

finite element numerical scheme
COMSOL meshing tool

-----------------------,

constant density in the fluid
properties

--------------------J

SWI-COMSOL

SWI-COMSOL-Bq

2D triangular cells = matrix

1D cells = fractures .

a buoyancy volume force depending
on the salt concentration

%

Step 1: generate experimental design
Quasi Monte-Carlo sampling technique

uniform distribution is assumed for each random parameter
single horizontal fracture (SHF): 100 vectors X ={K".e",d",af "}
network of orthogonal fractures (NOF): 200 vectors x ={KF,eF,§F,af,a{”j

N\

Step 2: built polynomial chaos expansions (PCE)
Sparse PCE - Matlab code by Shao et al. (2017)
Total order PCE = UQLAB software (Marelli and Sudret, 2014)

\
Comsol mesh size: 50,000 elements (SHF) 70,000 elements (NOF)
SWI metrics: a PCE for each (L[oe1 L, Wm,Z,, MS,Q§°‘a')
Salt-concentration: a component-wise PCE one each node

(5,000 control points on a regular 2D square grid)

Optimal | Order Order sparse PCE \
samples nb of Total
Step 3: quantify uncertainty & marginal effect samples | PCE | Car || |7 |M|QE| Ly| W,
Compute first and total Sobol’ indices (Sls) SHF 100 56 3 6 6 5
Compute univariate effect (ME)
\NOF 200 126 4 6 6 4 8)






