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Abstract 

To date, most studies of firm concentration have considered local markets and as a consequence 
they have exploited market size as a key determinant of the number of firms. We consider instead 
the case of intermediate goods producers, specifically agro-food processors, whose markets may 
be regional, national, or even international. For such firms the extent of their markets is indeter-
minate. However, changes in the size of their markets are likely slowly evolving—thus suggesting 
that changes in firm counts can condition out demand effects. This study proposes a new estimator 
for the analysis of firm level turnover that employs changes in firm counts over a period of obser-
vation. The empirical model has several attractive features: it can be applied to secondary data on 
firm numbers, it can accommodate differenced integers, it can produce expected levels of entry 
and exit in a particular market, and it can be extended to a multivariate system. An application to 
modeling changes in numbers of dairy processors in four regions of western France suggests the 
merit of the econometric approach. 
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1. Introduction 

To date, most studies of firm concentration have considered local markets (e.g., [1]-[4]) and as a consequence 
they have exploited market size as a key determinant of the number of firms. We consider instead the case of 
intermediate goods producers, specifically agro-food processors, whose markets may be regional, national, or 
even international. For such firms the extent of their markets is indeterminate. However, changes in the size of 
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their markets are likely slowly evolving—thus suggesting that changes in firm counts can largely condition out 
demand effects. Another advantage of using changes in firm numbers rather than modeling entry and exit sepa-
rately is that this sharply reduces data requirements. Observations on the number of new firms which enter and 
the number of incumbent firms which exit the market comprise data that are typically not available from sec-
ondary sources [5]. In fact there may be no clear consensus on what constitutes entry and exit even when mi-
crodata are available [6]. Lastly, the economic measures which affect entry and exit decisions are rarely ob-
served for individual firms. For incumbent firms, cost and sales data may be considered proprietary, whereas the 
firm itself may not even be able to quantify measures such as goodwill or salvage value. Potential entrants (as-
suming that they could be identified) on the other hand would form expectations regarding profitability and en-
try costs. Collection of these expectations is certainly problematical. 

Empirical analyses of the numbers of firms in narrow, geographically defined markets commonly have em-
ployed total firm counts (e.g., [1] [2] [7]) and cross-sectional units of observation. This approach turns on the 
notion that by incorporating information on market context, such as population and per capita income, threshold 
levels of firm concentration can be estimated. By extension, opportunities for entry or exit can be quantified. 
However, cross-sectional units of observation can muddle the quantification of market context. Each market has 
its own unique features that may be unobserved or difficult to measure. To account for this individual hetero-
geneity, either differenced data or panel data are needed. Yet discrete statistical models of firm counts are not 
easily extended to handle differenced counts or a panel of counts. 

Several important studies have embraced frameworks based on dynamic discrete games. Aguirregabiria and 
Mira (A & M) [4] developed an empirical model of players’ (firms’) belief about the behavior of their competi-
tors and attempted to solve for a unique optimal decision representing each firm’s best response. Pakes, Os-
trovsky, and Berry (POB) [8] similarly posit that firms form perceptions of the behavior of incumbents and po-
tential entrants such that in equilibrium these perceptions become consistent with the distribution generated by 
the observed behavior. More recently, Abbring and Campbell [9] have extended the work of Bresnahan and 
Reiss [1] under the assumption that thresholds determine the entry and exit decisions of all firms. 

Microeconometric analysis of firm turnover has used market size as a fundamental determinant of firm counts 
([1]-[4]). Our application to agro-food processors represents an important departure from such analyses. We 
recognize that processors may be important employers in rural areas but rather than producing for a localized 
market, processors may distribute nationally and internationally. Consequently, the markets these firms supply 
may be difficult to identify. Location is more likely determined by labor availability, proximity to raw inputs, 
transportation, and other infrastructure. Some locational advantages may be difficult to observe. However if 
such characteristics change slowly over time, then they can be conditioned out by a time series analysis. 

As in A &M [4] and POB [8], this study’s estimator for the analysis of firm level turnover in geographic 
markets does not draw inferences from a single cross-section of market structure observations. The empirical 
model has several attractive features: it can be applied to secondary data on firm numbers, it can accommodate 
differenced integers, it can produce expected levels of entry and exit in a particular market, and it can be ex-
tended to a multivariate system. The estimator can be thought of as mimicking a discrete dynamic game in 
which all participants are identical. These notions are discussed in the following section before we develop the 
statistical underpinnings for the estimator.  

2. Determinants of Turnover 

Our focus is on the firm level dynamics which lead to entry and exit within a spatially defined market. Jovanov-
ic [10] first incorporated firm specific stochastic shocks in a model of market equilibrium through exit and entry. 
Subsequent studies have also introduced heterogeneity in firm level profits [11], in firm size and growth rates 
[12], in firm-specific sources of uncertainty [13], and in product choice [14]. These lines of research allow for 
differences among firms but they do so at the cost of making empirical modeling effectively infeasible. Bresh-
nahan and Reiss [1] treat firms homogeneously and instead introduce heterogeneity across markets. It is our 
claim that single cross-sectional analyses are tainted by the unobserved or mis-measured characteristics unique 
to each market and hence cannot distinguish between competitive and agglomerative forces [2]. 

Common elements from these studies suggest that at the beginning of each decision period the incumbent 
firm has some probability of exiting the market. This probability is affected by productivity and/or regulatory 
shocks, expectations of future profits, and the current salvage value of the firm. Potential entrants form probabil-
ities of entering the market depending on expectations of future profits and costs of entry. 
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Of course, when deciding on entry any given firm is unaware of how many other firms will enter the market. 
Similarly, incumbents are uncertain of the number of new firm entries that will occur over the decision/observa- 
tion period. Firm-specific differences in profitability depend on idiosyncratic differences in managerial expertise, 
customer service, and goodwill. Since a firm’s managerial expertise cannot be easily assessed by its competitors, 
we assume firms endogenously sort themselves during the observation period so that the greater the range in 
unobservables such as expertise and goodwill, the greater the degree of turnover. 

3. Econometric Model 

3.1. Entry and Exit Probabilities 

Consider the constellation of firms that are potential entrants in a market. We assign to each potential entrant a 
probability of entry—the firm with the highest probability we denote p1, the second highest we denote p2, etc. Of 
course we do not observe these probabilities directly, so we assume the log odds of entering the market is given 
by 

( )( ) ( ) ( )ln 1 logit 1 ln 1,2, ; ; 0 1.i i ip p p i iα ρ α ρ− = = + − = −∞ < < ∞ < <  

The ith firm’s probability of entry then is 

( )( )
( )( )

exp 1 ln
1 exp 1 lni

i
p

i
α ρ

α ρ

+ −
=

+ + −
.                                (1) 

This probability is increasing both in α and in the proportion ρ. We will see that the specific functional form for 
this probability (and the probability of exit) and bounds on the parameters α and ρ will allow us to translate 
probabilities of entry (and exit) into counts of firms entering (and exiting) a market. 

To motivate the specification of α and ρ, we assume the log odds of an incumbent of exiting the market is 
given by 

( )logit ln 1,2, .jr j jα ρ= − + =   

The jth firm’s probability of entry then is 

( )( )
( )( )

exp ln 1 ln
.

1 exp ln 1 lnj

j
r

j
ρ α ρ

ρ α ρ

− + −
=

+ − + −
                            (2) 

Clearly, exit and entry probabilities are related since they share the two common parameters α and ρ. Note 
that the incumbent’s probability of exit is decreasing in α and increasing in ρ. The probability of entry or exit 
will be determined by the state of nature that the potential entrant or incumbent draws at the beginning of each 
decision period. The setup is similar to that developed by Abbring and Campbell [9] where firms observe market 
size and the number of firms operating in the previous period-these are the firms’ “inherited” values. Just as in 
Abbring and Campbell [9], firms are named, i.e. they are indexed by i and j.  

Since both α and ρ can be parameterized to depend on conditioning variables, the linkage between the proba-
bilities is not as restrictive as might be thought. Further, the hyper-parameters permit an interpretation based on 
the linked specification of entry and exit probabilities. The proportion ρ can be considered as an index of turno-
ver or churn because both probabilities are increasing in ρ. Therefore ρ might be parameterized to depend on va-
riables related to technological or regulatory change, measures reflecting entry costs and salvage values, and the 
size of the market. On the other hand, higher values of α increase entry probabilities but decrease exit probabili-
ties. Thus α might be parameterized to depend on measures related to profitability such as population growth, 
income growth, and firm density [3]. In this manner, the countervailing forces which are associated with posi-
tively and negatively correlated rates of entry and exit can be introduced. 

3.2. Numbers of Firms Entering and Exiting 

These probabilities, pi and ri, are related to counts of firms entering and exiting the market by assuming that 
each firm performs a Bernoulli trial by drawing from a uniform distribution with the probability of success given 
by the Bernoulli probability parameter, pi or ri, to determine whether it makes a move. The infinite sum of these 



J. S. Shonkwiler et al. 
 

 
213 

independent Bernoulli random variables then is distributed as a Heine random variable [15]. These counts will 
be finite random realizations for a given α and ρ because as i→∞, pi→0 and ri→0. Denote the number of firms 
that enter a market over the observation period as w and the number of firms that exit the market as x. Then the 
probability mass functions for the random variables W and X are [15] 

( ) ( ) ( ) ( )

( )( ) ( )
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             (3) 

Setting λ = exp(α) and γ = ρ/exp(α), the means of the distributions are obtained as ([15]) 

[ ] ( ) [ ] ( )
0 0

1 and 1j j j j

j j
E W E Xλρ λρ γρ γρ

≥ ≥

= + = +∑ ∑ .              (4) 

The means are increasing in δ, γ, and ρ; however note that γ = ρ/λ so that depending on the sign of α, E[W] 
(E[X]) will be increasing (decreasing) in λ(γ) or decreasing (increasing) in λ(γ).  

We illustrate the relationship between entry and exit probabilities and the corresponding Heine distributions 
in Table 1. The hypothetical values of α and ρ generate the probability series according to Equations (1) and (2). 

For a potential entrant the probability of entering the market depends on the state of nature it draws (its pi). 
Because there can be an infinite number of potential entrants, the expected number of entrants is the sum of 
these probabilities. This expectation is identically the expected value of the corresponding Heine random varia-
ble given in Equation (4). A similar setup holds for exit probabilities.  

At this point if cross-sectional market data were available on the number of firms entering and exiting each 
market along with relevant conditioning variables, these distributions could be directly estimated via maximum 
likelihood methods. But as mentioned earlier, without a differenced or panel data model it is problematic to ac- 
 
Table 1. Probabilities of entry and exit for α = 1; ρ = 0.5.                                                  

Firm 
i= 

Probability of Entry 
pi= 

Probability of Exit 
ri= 

1 0.7311 0.1554 

2 0.5761 0.0842 

3 0.4046 0.0440 

4 0.2536 0.0225 

5 0.1452 0.0114 

6 0.0783 0.0057 

7 0.0407 0.0029 

8 0.0208 0.0014 

9 0.0105 0.0007 

10 0.0053 0.0004 

11 0.0026 0.0002 

12 0.0013 0.0001 

 ׃ ׃ ׃

Sum E[W] = 2.27 E[X] = 0.329 
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count for market heterogeneity. Our solution is to entertain a differenced data model defined over two time pe-
riods (0,1) such that N1 = N0 + W − X and ΔN = W − X = Y. Total firms, N, by industry are available over time 
for many markets (e.g., NAICS data). Although we likely do not observe W and X, we do observe the random 
variable Y that is their difference. Fortunately the difference of two Heine random variables under the specifica-
tion above is known to be distributed as discrete normal [16]. That is, by rewriting the probability mass func-
tions (pmfs) in (3) as 

( ) ( )
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Kemp [16] proved that Y = W − X has the discrete normal distribution. 
Kemp [16] characterized the discrete normal pmf of this difference of two counts as 

( )
( )

( )

1 2

1 2
0; 0 1;

and , 3, 2, 1,0,1,2,
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.                      (6) 

Note that the numerator of the pmf has as its argument the realization of the random variable (y) while the 
denominator is simply a normalizing factor that is summed over the support of the distribution, Y. Kemp [16] 
recognized that the discrete normal distribution i) is analogous to the normal distribution in that it is the only 
two-parameter discrete distribution on (–∞, ∞) for which the first two moments equations are the maxi-
mum-likelihood equations; ii) is log-concave ([17], p.27); and iii) has either a single mode or a joint mode span-
ning two adjacent integers. 

3.3. Reparameterizing the Discrete Normal Distribution 

Unfortunately, Kemp’s [16] characterization does not permit closed form expressions of the mean and variance 
of Y. We can recast the parameters l and ρ to permit a representation of the pmf in terms of parameters asso-
ciated with the mean and variance. Let λ = ρ0.5–μ where –∞ < μ < ∞. Now λ is strictly positive and increasing in μ. 
As a result, 
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2

2
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∑
 

and next we posit  
21e σρ −= . 

This parameterization explicitly links the notion of turnover or churn to a parameter associated with variation 
because the proportion ρ varies directly with σ2. After some algebra, the discrete normal may be represented as 
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                   (7) 

where the Y in the denominator represents the integer support of the distribution (–∞ < Y < ∞) and we note that 
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E(Y) ≈ μ and V(Y) ≈ σ2. The original parameters may be recovered from the underlying parameterizations: 
( ) 20.5e µ σλ −=  and 

21e .σρ −=  Szablowski [18] has established the identical relationship using a reparameteri-
zation based on infinite series. 

While there do not exist, in general, closed form expressions for the mean and variance, the location and dis-
persion parameters, μ and σ2, are the approximate mean and variance respectively. We say approximate because 
problems arise when σ2→0. Basically, in these situations, the available points of support are not sufficient to re-
produce a mass function with mean and variance equal to μ and σ2 respectively (see also [18]). For σ2 > 1, note 
that μ and σ2 can effectively be considered the mean and variance of the discrete normal distribution (with accu-
racy better than about 10−4 using the bounds provided by Szablowski).  

This distribution can be fit to differenced integer data by employing maximum likelihood estimation. Since 
the discrete normal distribution is a member of the exponential family, consistent and asymptotically normal es-
timators of the parameters may be obtained under distributional misspecification [19]. For a given observation, 
we can use the linear link μ = xβ, where x is a 1 × k row vector of conditioning variables and β is a column vec-
tor of unknown coefficients, because μ can take on any value. It may also be advantageous to parameterize σ2 
because it is directly related to ρ and inversely related to λ. In this case an exponential link can be used to insure 
that σ2 is positive. Once estimation is accomplished then estimates of the original parameters λ, ρ, and γ can be 
recovered using the relationships 

( ) 2ˆ ˆ0.5ˆ e µ σλ −= , 2ˆ1ˆ e σρ −= , and 1ˆˆ ˆγ ρλ−= . By Equation (4) the expected level of entry and exit can be in 

ferred for each observation. 

3.4. Multivariate Discrete Normal Distribution 

Changes in the number of firms in one industry may be related to changes in the number of firms in another in-
dustry due to clustering effects, jointness in production or consumption, or economies associated with transpor-
tation. Alternatively, if firms in an industry are categorized by size, changes in the number of firms of one size 
may be related to corresponding changes of other sized firms. 

The univariate discrete normal distribution can be generalized to the multivariate case of m industries using 
the following representation for a single market-based observation  
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where Σ is a positive definite symmetric matrix and quantities in bold denote m-element vectors. It can be 
shown that the multivariate discrete normal distribution is a member of the exponential family and has marginal 
discrete normal pmfs with corresponding parameters when the diagonal elements of S are sufficiently large. 
Maximum likelihood estimation over a sample on n markets is feasible when m is small or the region of support 
is compact.  

4. Economic Rationale for the Application 

As in A & M [4], we assume that a market has N representative firms who compete in quantities and reach a 
static equilibrium in each period. The Cournot model that we adopt specifies a market demand of the form P = α 
– βQ and a market supply given by Q = Nq. Here q denotes the output of a representative firm in the market. The 
representative firm profit function may be written π = (P – c)q – k where c denotes marginal cost and k fixed 
costs. Profit maximizing output of the firm can be derived as ( ) ( )2* – 1q c Nα β= +  and firm level profits 
under the Cournot solution are then  

( )
( )

2
*

2π
1

c
k

N

α

β

−
= −

+
.                                    (9) 
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Or more generally the variable profit function for a symmetric Cournot solution may be concisely written as  

( )2
π

1v
S
N

θ
=

+
 

where θ is a function of marginal costs and the demand function and S represents market size [4].  

5. Empirical Application 

5.1. Data and Model 

We consider the number of milk and cheese processors in four regions of western France. This area, known as 
the Great West of France, possesses fertile lands, a temperate climate, and a diversified agricultural base. Stu-
dies of the pattern and distribution of the processors of agricultural commodities are still in a nascent stage ([20] 
[21]). There is even less understanding of the dynamics of the creation and dissolution of agricultural processing 
firms. Using data from the National Institute of Statistics and Economic Studies (INSEE) we are able to trace 
individual milk and cheese processing firms over a twelve year period from 1996 through 2007. A firm is de-
fined as an enterprise that employs at least 20 workers or has annual sales of over five million euros. Conse-
quently our focus is on commercial enterprises that compete on the national, and possibly global, market. The 
data show relatively little variation in the number of firms with no discernable patterns that can be generalized 
across regions or industries. 

Our response variables consist of the yijt which are the year-to-year changes in the number of firms (ΔN) in 
industry i (milk = 1; cheese = 2), region j (Lower Normandy = 1; Brittany = 2; Pays de la Loire = 3; and Poi-
tou-Charentes = 4), in year t (t = 1997, ···, 2007). We estimate a two-industry bivariate system with 44 observa-
tions on each response variable. The specification of the hyperparameters μ and σ2 is motivated by our previous 
discussion. Since μ is positively related to the number of new firms entering and negatively related to the num-
ber of incumbent firms exiting, we hypothesize that for each industry 

( )
( )0 1 2

1

1ln
1

ijtijt V ij i

ijt

f
N

µ β β
−

 
 = Π = +
 + 

.                             (10) 

This specification reflects the assumption that firm entries are increasing—and conversely firm exits decreas-
ing—in (the logarithm of) profits under the representative Cournot model. This follows the empirical modeling 
approach of A & M [4]. Notice that we do not include any measures of market size. This is in contrast to the 
studies by [1] [2] [4] where market size largely drives the empirical fit of their models. Because those studies 
analyze firms which operate in the retail and service sectors and serve local communities, market size is impor-
tant. Our rationale recognizes that we are dealing with large firms producing intermediate goods; hence their ef-
fective markets are unknown.  

Since σ2 is positively associated with the firm turnover parameter, ρ, we hypothesize that for a given industry 
2

0 1 1 2ln ln Policy .ijt i i ijt i tNσ α α α−= + +                        (11) 

Under the hypothesis that α1 > 0, this formulation suggests that the amount of market turnover is positively 
related to the number of firms in the market. The policy variable is introduced to capture the reforms in the EU 
Common Agricultural Policy that were introduced in 2003. For the dairy sector in France, the consequence of 
these reforms was a gradual scrapping of the quota system that began in 2004. To capture this reform, the policy 
variable is defined to be zero prior to 2004 and its value is (year-2003)1/2 in subsequent years to reflect the gra-
dual abolition of the quota system. Since regulatory changes can introduce uncertainty, we hypothesize that α2 > 
0. Lastly, given that the diagonal elements of Σ are allowed to vary across observations, the off-diagonal element 
is specified as Σ12t = κσ1tσ2t for each observation and κ has the interpretation of a correlation.  

5.2. Empirical Results 

The bivariate discrete normal model is estimated by maximum likelihood using MATLAB. Estimated parame-
ters and their robust [22] standard errors are reported in Table 2.  
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Table 2. Maximum likelihood results.                                                                       

Industry Parametersa Estimate Standard Error z-Value Description 

Milk β01 12.26 2.579 4.75 Int. L. Norm. 

Milk β02 15.80 3.135 5.04 Int. Brittany 

Milk β03 14.86 2.808 5.29 Int. P. Loire 

Milk β04 9.232 2.000 4.62 Int. P.-C. 

Milk β1 3.003 0.611 4.92 Profit Meas. 

Milk α0 −4.65 1.570 −2.96 Int. lnσ2 

Milk α1 0.990 0.616 1.61 Firms-1 lnσ2 

Milk α2 1.431 0.321 4.46 Policy lnσ2 

Cheese β01 8.286 1.665 4.98 Int. L. Norm. 

Cheese β02 5.860 1.174 4.99 Int. Brittany 

Cheese β03 6.823 1.395 4.89 Int. P. Loire 

Cheese β04 6.359 1.141 5.57 Int. P.-C. 

Cheese β1 1.428 0.287 4.98 Profit Meas. 

Cheese α0 −5.09 1.156 −4.40 Int. lnσ2 

Cheese α1 1.686 0.513 3.29 Firms-1 lnσ2 

Cheese α2 0.411 0.257 1.60 Policy lnσ2 

 κ 0.172 0.204 0.84 Correlation 
aFor parameters with double subscripts: 1 denotes Lower Normandy; 2 denotes Brittany; 3 denotes Pays de la Loire; 4 denotes Poitou-Charentes. 
 

We are particularly interestedly in the sign and significance of the estimated β1 parameters as they indicate 
whether our profitability measures derived from the Cournot model are relevant to these data. For both Indus- 
tries we have established that our profitability measures are highly significant determinants of firm dynamics. 
With regard to the specification of our dispersion parameters—which are directly related to firm turnover—the 
results are somewhat mixed. While all α1 and α2 parameters are positive as hypothesized, they are not all highly 
statistically significant. We see that when the policy variable is highly significant, previous firm numbers are not, 
and conversely.  

Joint estimation of the two industries does not yield a substantial increase in efficiency as indicated by insig-
nificant correlation coefficient κ. Its positive value seems plausible by suggesting that within a region changes in 
one industry are positively related to changes in the other. The overall fit of the model can be assessed by pre-
dicting the yijt and calculating their correlation with the observed yijt response variables. These results are re-
ported in Table 3.  

It should be mentioned that one possible drawback to the empirical approach is that the normalizing factor, 
which comprises the denominator of the discrete normal pmf, allows a non-zero weight to be assigned to out-
comes with exit levels that exceed the number of incumbents in the previous period. Logically the maximum 
number of exits in a time period is the number of incumbents in the previous period-since we do not allow for 
the possibility of firms entering and exiting in the same year. It is a simple matter to truncate the discrete normal 
distribution (see [23]) to insure that implied exits cannot exceed the number of incumbents. To determine 
whether this is necessary, we estimate the univariate models for milk and cheese and compare these to their cor-
responding truncated models (where the truncation point is the negative of the number of incumbents in the pre-
vious period). For both univariate models the log likelihoods of the truncated versus the untruncated models 
were identical up to the third decimal place. Thus in this case there is no need to truncate the discrete normal 
distribution.  

5.3. Recovering Implied Entry and Exit Levels 

Because the discrete normal model is derived from two Heine distributions related to the unobserved levels of  
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Table 3. Correlation between observed and predicted variables.                                             

Industry Response Variable Entry Exit 

Milk 0.562 0.609 0.387 

 (p < 0.001)a (p < 0.001) (p = 0.005) 

Cheese 0.470 0.218 0.490 

 (p < 0.001) (p = 0.074) (p < 0.001) 

aAsymptotic p-value under alternative hypothesis that correlation is greater than zero. 
 
new firm entries and incumbent firm exits, the estimated parameters from each discrete normal model can be 
used to recover these expected counts across firm types. For a given observation from an industry and region, 
the calculated levels of firm entry and exit are 

( )( ) ( )
( )( ) ( )

2 2
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We calculate the correlation between predicted entry and exit for each of the models and report these in Table 
3. 

6. Summary 

Periodical counts of firms by rather detailed industry-type are easily obtained for markets as small as a county in 
the United States. Unfortunately such data are not informative as to the number of new firm entries or incumbent 
firm exits over the period of interest. However obtaining such detailed information is not a trivial matter and 
consequently systematic study of firm turnover is hampered by data requirements. And even if such data were 
available, analysis of it using modern models of firm dynamics [24] may not be feasible due to Syverson’s [3] 
claim that “data-gathering empirical economists know how famously possessive firms are about their cost data” 
(p. 1189). 

The discrete normal model of changes in firm counts can be applied to widely available secondary data—yet 
its parameters may be related to underlying processes which can represent new firm entry and incumbent firm 
exit. These processes are reasonably flexible in that turnover is characterized by two different forces. One force 
acts to promote firm entry and, pari passu, discourage exit (and vice versa), while the other force is associated 
with both increased (or decreased) entry and exit.  

A data set consisting of four regions in western France is analyzed in an effort to discern how the numbers of 
milk and cheese processors have changed between 1997 and 2007. Conditioning variables have signs consistent 
with a priori notions based on how the components with which they are associated account for the levels of en-
try/exit and their variability. While model fits as measured by correlations between predicted and observed va-
riables are not particularly high, given the lack of variability and the minimal informational requirements im-
posed, our results are highly encouraging. 

The discrete normal results are used to calculate the unobserved levels of entry and exit for each market and 
firm type. While the current application considers data that are discretely distributed, the modeling approach 
may be generalized to continuously distributed data sets. This follows because the statistical derivation suggests 
that when the dispersion parameter is large enough one may adopt a model specification based on ordinary least 
squares regression as for continuous data—and the mean and variance processes would be specified according to 
the rationale developed for the discrete normal form. 
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