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Abstract

A biophysical model of receptor potential generation in the male moth olfactory receptor neuron is presented. It takes into
account all pre-effector processes—the translocation of pheromone molecules from air to sensillum lymph, their
deactivation and interaction with the receptors, and the G-protein and effector enzyme activation—and focuses on the
main post-effector processes. These processes involve the production and degradation of second messengers (IP3 and
DAG), the opening and closing of a series of ionic channels (IP3-gated Ca2+ channel, DAG-gated cationic channel, Ca2+-gated
Cl2 channel, and Ca2+- and voltage-gated K+ channel), and Ca2+ extrusion mechanisms. The whole network is regulated by
modulators (protein kinase C and Ca2+-calmodulin) that exert feedback inhibition on the effector and channels. The
evolution in time of these linked chemical species and currents and the resulting membrane potentials in response to single
pulse stimulation of various intensities were simulated. The unknown parameter values were fitted by comparison to the
amplitude and temporal characteristics (rising and falling times) of the experimentally measured receptor potential at
various pheromone doses. The model obtained captures the main features of the dose–response curves: the wide dynamic
range of six decades with the same amplitudes as the experimental data, the short rising time, and the long falling time. It
also reproduces the second messenger kinetics. It suggests that the two main types of depolarizing ionic channels play
different roles at low and high pheromone concentrations; the DAG-gated cationic channel plays the major role for
depolarization at low concentrations, and the Ca2+-gated Cl2 channel plays the major role for depolarization at middle and
high concentrations. Several testable predictions are proposed, and future developments are discussed.
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Received August 4, 2008; Accepted February 6, 2009; Published March 20, 2009

Copyright: � 2009 Gu et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted
use, distribution, and reproduction in any medium, provided the original author and source are credited.

Funding: This work was supported by an INRA SPE postdoctoral grant to YG, by Agence Nationale de la Recherche Grant ANR-05-PNRA-1.E7 Aromalim and
French-British Grant ANR-BBSRC Sysbio 2007 ‘‘Pherosys’’ to J-PR and PL, and by European grant FP7-ICT 2007 STREP Bio-ICT convergence ‘‘Neurochem’’ to J-PR
and YG. The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Competing Interests: The authors have declared that no competing interests exist.

* E-mail: rospars@versailles.inra.fr

Introduction

Olfactory receptor neurons (ORNs) are essential for the

recognition of odor molecules. In vertebrates this recognition is

performed by several hundreds olfactory receptor proteins (ORs)

borne by the ORN plasma membrane, each ORN expressing a

single type of receptor [1]. In insects a smaller number of ORs

have been identified [2–4]. In male moths, ORNs housed in

antennal sensilla trichodea (Figure 1) can detect female-released

sexual pheromone with exquisite sensitivity, specificity and

efficiency [5]. These ORNs have been the subject of intensive

studies during the last fifty years using molecular, radiochemical,

pharmacological, electrophysiological, calcium imaging, behavior-

al and modeling techniques (reviewed in [6–8]). The latter

contribution has been significant and ORNs have experienced a

rich history of modeling, since reports that a male moth can find a

pheromone releasing female from several miles away [9,10] and

that a single pheromone molecule is sufficient to elicit an action

potential in the moth sensory neurons [11]. The system has been

modeled at the level of behavior [12,13], at the level of antenna as

biomechanical filter for odor molecules [14–16], at the level of

electrical circuits that give rise to action potentials (e.g. [17,18]),

and at the level of biochemical processes that lead to neuronal

activation [19–22]. The most detailed model yet published is that

of Kaissling [23] which attempted to account for the production of

the ‘‘receptor potential’’ through the interactions of a process

generally referred to as ‘‘perireceptor events’’. In fact this process

consists of a biochemical network of the carrier proteins

(pheromone binding proteins, PBPs), ORs and odor degrading

enzymes [8,24] which occupy a common space surrounding the

outer dendritic receptive membrane of ORNs.

A reasonably complete picture of the transduction processes

emerges from these studies, although some of the molecular and

ionic channel mechanisms underlying the transduction process still

remain elusive. After perireceptor processes, the pheromone

bound ORs are believed to interact with a G-protein which in

turn activates the effector enzyme phospholipase C-b (PLCb) [25].

This enzyme catalyzes the production of second messenger

molecules, inositol 1,4,5-triphosphate (IP3) and diacylglycerol

(DAG), which trigger the opening of a cascade of various ionic

channels. The resulting ionic currents generate the receptor

potential (RP) which passively propagates to the ORN soma and

axon where it generates action potentials. Recently, this classical

metabotropic mechanism has been challenged in insect ORNs and

a direct coupling of the OR to a cationic channel has been

proposed in parallel or in replacement [26–28]. These new

developments are important from molecular, physiological and

evolutionary points of view.
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The full description of such a complex signaling network,

involving both feedforward and feedback processes, is a daunting

task. Modeling can contribute to this description by integrating

various effects and displaying quantitatively what results from the

interplay of all molecular actors. The knowledge accumulated on

the pheromonal ORN is sufficient to start building a model of its

transduction cascade, and to test whether it can effectively link

together some of the known facts and suggest new experiments.

Thus, the first aim of our investigation was to develop a qualitative

model of the pheromone transduction cascade integrating the

known molecular and ionic mechanisms. The second aim was to

translate these mechanisms, wherever possible, into a set of

differential equations and to determine the quantitative values of

their parameters. We made a systematic search of known values

and determined the unknown values by fitting the model output to

the properties of the experimentally measured RP. These

properties were systematically determined in response to ‘‘square’’

pulses of pheromone of constant duration at several intensities

[23,29,30]. They offer the most precise data on the transduction

cascade available so far. These responses are characterized by a

rapid rising phase, a slow falling phase, especially at high

concentrations, and an extremely wide dynamic range of about

6 decades from threshold to saturation.

In insects, most modeling efforts have been dedicated to the

perireceptor and receptor processes in moth pheromone sensilla

[23,31–35]. Although interactions of ORs, G-proteins and

effectors have been recently studied [36], no model has been

proposed yet for post-effector processes in insects. The model we

present here focuses on these processes in male moth pheromone

ORNs and takes advantage of the modeling studies available on

olfactory transduction in vertebrates [37–42].

Beyond fitting adequately the experimental dose-response

curves we addressed the following related questions. What are

the functional roles of the various currents? In particular, what

could be the respective roles of the direct (ionotropic) and indirect

(metabotropic) gating mechanisms of the initial cationic current?

What are the mechanisms behind the characteristics of the

concentration-response curves (broad dynamic range, short rising

time and long falling time)? What are the processes that contribute

most to the amplifying function of the cascade?

Results

In the first three subsections a formal model of pheromone

transduction is presented. In the next three subsections the model

is fitted to experimental data and its properties are studied.

Qualitative Model of Pheromone Transduction
Based on experimental results obtained in moth ORNs,

complemented when necessary with data coming from other

animal species and some reasonable assumptions, we developed a

global qualitative model of pheromone transduction. A schematic

diagram of the model is shown in Figures 2 and 3. This model is

summarized in this section. Some of the experimental results and

the main assumptions (denoted A to F) on which it rests, are briefly

mentioned and listed in Table 1. Complementary justifications,

references and comments are provided in the Discussion section.
Perireception (Figure 2, steps 1 and 2). After adsorption

on the cuticle the pheromone molecules enter the hair lumen

through micropores in the sensillum wall. Within the aqueous

sensillum lymph that fills the lumen, they bind to PBPs which carry

them to the ORs borne by the ORN outer dendritic membrane.

They are also degraded by enzymes [21,43]. These processes can

be fundamentally viewed as two competing effects, one which is

the entrance of molecules from the outside, corresponding to an

uptake measured in micromole of pheromone per liter per second,

Author Summary

All sensory neurons transduce their natural stimulus,
whether a molecule, a photon, or a mechanical force, in
an electrical current flowing through their sensory
membrane via similar molecular and ionic mechanisms.
Olfactory receptor neurons (ORNs), whose stimuli are
volatile molecules, are no exception, including one of the
best known: the exquisitely sensitive ORNs of male moths
that detect the sexual pheromone released by conspecific
females. We provide a detailed computational model of
the intracellular molecular mechanisms at work in this ORN
type. We describe qualitatively and quantitatively how the
initial event, the interaction of pheromone molecules with
specialized receptors at the ORN surface, is amplified
through a sequence of linked biochemical and electrical
events into a whole cell response, the receptor potential.
We detail the respective roles of the upward activating
reactions involving a cascade of ionic channels permeable
to cations, chloride and potassium, their control by
feedback inactivating mechanisms, and the central regu-
latory role of calcium. This computational model contrib-
utes to an integrated understanding of this signalling
pathway, provides testable hypotheses, and suggests new
experimental approaches. Figure 1. Moth pheromone-sensitive sensillum trichodeum in

tip-recording conditions. The sensillum is a small organ typically
composed of 2 ORNs and 3 auxiliary cells (thecogen Th, trichogen Tr
and Tormogen To), housed within a porous cuticular hair. The tight
junctions between cells separate the ORN extracellular environment in
two parts with different ionic compositions, the sensillar lymph bathing
the outer dendritic segment (sensory) and the hemolymph bathing the
inner dendrite and soma. In experimental conditions the pheromone is
delivered close to the hair. The ORN electrical response is recorded
extracellularly with an electrode slipped on the cut hair tip. Figures 2
and 3 give detailed views of the ORN membrane processes at the
molecular level. Figure 6 gives an overview of the global electrical
organization of the sensillum. Modified from [8].
doi:10.1371/journal.pcbi.1000321.g001

Insect Olfactory Transduction
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and the other which is the degradation or hypothetic deactivation

[23] of pheromone molecules. When the system is stimulated by a

square wave of pheromone, all pheromone molecules are not

immediately removed so their concentration grows until there is an

exact balance between uptake and removal. When stimulation

ends, uptake returns to zero but removal continues until all

pheromone molecules are removed and their concentration

quickly falls to zero. This system, called flux detector by

Kaissling [31], would not work without removal because the

pheromone molecules are trapped inside the perireceptor space.

Reception and the two coupling mechanisms (Figures 2

and 3, steps 3 to 6 and 9b). The pheromone molecule binds to

an OR (step 3) then activates it (step 4), which presumably

corresponds to a conformational change of the OR. In our model,

the pheromone-activated OR (R*) can follow two possible

pathways (assumption A). In the first pathway, it binds a G-

protein to give an activated G-protein (G*, step 5) which itself

combines with an effector enzyme, PLCb [25], to produce an

activated effector (denoted E*, step 6). The G-protein is involved

in a loop which returns it to its initial state and the cycle can start

again. The three proteins, R, G and E, can encounter one another

and interact because they diffuse in the membrane. Moreover,

each activated OR can activate several G-proteins when it diffuses

and so contributes to signal amplification. The name of ‘‘random

walk amplifier’’ [44] was given to this concept. In the second

pathway (step 9b, top left of Figure 3), R* directly binds a cationic

channel [26–28].

Second-messenger production (Figures 2 and 3, step

7). The effector enzyme catalyzes the cleavage of

phosphatidylinositol biphosphate (PIP2) producing IP3 and

DAG. The respective roles of IP3 and DAG have not yet been

completely clarified [45–48]. Generation of IP3 induced by

pheromones was found to be species- and tissue-specific; it

occurs only in male antennae [49,50]. The involvement of this

enzyme in insect ORN responses was demonstrated by the fast

and transient production of IP3 after incubation of moth antennal

homogenates with pheromone compounds [49,51,52] as well as

with non-pheromonal odorants in locust and cockroach [25,50].

Its implication has also been demonstrated by a genetic approach

in Drosophila [53]. Upon application of pheromone, the

concentration of IP3 increases very rapidly reaching a maximum

after about 50 ms, declines quickly to a lower plateau, then

declines further with a slower time course to the basal level within

a few hundred ms [25]. The production of IP3 is GTP-dependent

[25,49].

Opening of calcium channels (Figure 3, step 8). IP3 opens

a Ca2+ channel. In Manduca sexta, Stengl [45] described a transient

Ca2+ inward current gated by IP3, which declined in less than

100 ms and was inhibited by Ca2+-channel blockers. IP3-

Figure 2. Extracellular (1–3) and early membrane (4–7)
reactions involved in pheromone perireception and reception
events. 1: Pheromone uptake from air (Lair) to sensillar lymph (L) and
transport through sensillar lymph by PBP. 2: Deactivation (enzyme N)
producing deactivated pheromone P. 3: Interaction with receptor R. 4:
Activation of receptor (R*). 5: G-protein activation (G*). 6: Effector
enzyme activation (E*). 7: Production of second-messengers (DAG and
IP3). In the present work, all these reactions were modeled as previously
described [36].
doi:10.1371/journal.pcbi.1000321.g002

Figure 3. Qualitative model of membrane and cytosol reactions in moth pheromone transduction. Degradation of DAG and IP3, and
deactivation of CaCaM and PKC* are not formally described in the present model (dotted arrows). All components are in the outer dendrite except
the K+ channel and, possibly, the IP3-gated Ca2+ channel (see Discussion).
doi:10.1371/journal.pcbi.1000321.g003

Insect Olfactory Transduction

PLoS Computational Biology | www.ploscompbiol.org 3 March 2009 | Volume 5 | Issue 3 | e1000321



dependent ionic channels were immunolocalized in the dendritic

membrane of Bombyx mori and Antheraea pernyi ORNs [54].

Opening of cationic channels (Figure 3, steps 9 and

9b). First, DAG activates a non-specific cationic channel (step 9).

These DAG-gated cationic channels were observed in vivo from

outer dendritic segments in A. polyphemus [46] and in cultured

ORNs of Spodoptera littoralis [48]. Also, the perfusion of sensilla

trichodea with DAG increases the firing activity of ORNs in A.

polyphemus and B. mori [47,55]. Second, ORNs express an unusual

member of the insect OR family, known as OR83b in D.

melanogaster and also found in several moth species [56]. The co-

expression of OR83b with conventional ORs is necessary to get

odor-evoked responses both in vivo and in vitro [26,57]. Both

proteins interact with one another to form a heteromeric receptor

complex [58]. OR83b, alone [27] or heteromerized with the OR

[28], was recently identified as a cationic channel. So, two cationic

channels are apparently involved, one which can be directly

activated by R* (step 9b) and the other by DAG (step 9).

Closing of second-messenger-dependent channels

(Figure 3, steps 10 to 12). Ca2+ binds to calmodulin (CaM)

to form the complex Ca2+-calmodulin (CaCaM) (step 10). CaCaM

in turn closes the IP3-gated (step 11) and DAG-gated channels

(step 12), hence stopping Ca2+ entry. First (step 11), in M. sexta

ORNs, the IP3-dependent Ca2+ current declined quickly in normal

(6 mM) extracellular Ca2+ concentration while it remained stable in

low (1028 M) extracellular Ca2+ concentration [45], indicating that

IP3-dependent channels are down-regulated by Ca2+. Second (step

12), the amplitude of the DAG-gated current is down-regulated by

CaCaM in S. littoralis [48]. We postulated that CaCaM is involved in

the Ca2+ feedback of the IP3-dependent Ca2+ current as in reaction

12 (assumption B).

Opening and closing of Ca2+-dependent Cl2 channels

(Figure 3, step 13). An increase in intracellular Ca2+ activates

Cl2 currents in moth ORNs [59–61]. We hypothesized that, as

in vertebrates [62], the Cl2 current is depolarizing in insect

ORNs (assumption C). No experimental evidence of the indirect

inhibition of this Cl2 current by Ca2+ (for example via activated

protein kinase C, PKC*) was found in S. littoralis [61]. For this

reason we did not include any feedback regulation of this current

in the basic model. However, since this is the only current

without feedback, we examined a variant where it is inhibited by

PKC*, in agreement with experimental data in Xenopus oocytes

[63].

Feedback inhibition of PLCb by protein kinase C

(Figure 3, steps 14 to 16). Ca2+ also binds to a complex of

protein kinase C (PKC) and DAG. The resulting activated

complex PKC* (steps 14 and 15) can phosphorylate PLC (step

16) which down-regulates its activity. In antennal homogenates

from A. polyphemus, pheromone stimulation induces a 6-fold

increase in PKC activity [55]. First, PKC, possibly activated by

DAG and intracellular Ca2+ [64,65], appears to be involved in the

termination of the pheromone-dependent rise of IP3 since PKC

inhibitors prolonged the pheromone-induced transient IP3 rise

[66,67]. Second (step 16), in many systems, a PKC-dependent

feedback regulation of PLCb has been observed [68]. In S. littoralis

it has been shown that antennal PLCb has PKC binding sites

(Chouquet et al., in preparation). Other effects of PKC* are

described below.

Ca2+ extrusion (Figure 3, step 17). Ca2+ must be extruded

from the ORN after stimulation. In frog [69] and squid [70]

ORNs, as well as in other cell types [71], the presence of a Na+/

Ca2+ exchanger (NCX) has been demonstrated. Another extrusion

mechanism found in other cell types involves a PMCA (plasma

membrane ATPase pump). In insect ORNs the mechanisms of

Ca2+ extrusion are not known, which led us to compare the NCX

and PMCA mechanisms.

Opening of Ca2+-dependent K+ channels (Figure 3, step

18). Intracellular Ca2+ combined with depolarization activates

K+ channels. The largest current in ORNs of the moths Mamestra

brassicae and S. littoralis is a voltage-gated and Ca2+-activated

current [72,73]. This is a fast activating and sustained current with

an outward rectification; K+ flows out resulting in membrane

repolarization. The conductance of the K+ channels is 66 pS in M.

sexta [74] and 180 pS in L. migratoria [75]. The location of these

channels is unknown. In the model we assumed they are on the

inner dendritic segment and soma (assumption D) because their

repolarizing role is incompatible with the K+ concentrations on

both sides of the outer dendritic membrane (see below, paragraph

‘‘Equilibrium and resting potentials’’).

Biophysical Model
The qualitative description above, although indispensable, is not

sufficient to gain a proper understanding of pheromone transduc-

tion. We must now turn to a formal description of the various steps

involved. Note that abbreviations in roman (e.g. G*, E*, IP3 etc.)

denote chemical species, whereas the corresponding symbols in

italics (e.g. G*, E*, IP3 etc.) denote concentrations.

Pre-effector steps. A formal description of the perireceptor

and receptor stage (steps 1 and 2, [23,34]) and the RGE stage

(steps 3 to 6, [36]) were given previously and will not be repeated

here. Briefly, it gives for a square pulse of pheromone of any

duration and intensity, expressed in concentration Lair (molarity in

air) or, better, in uptake U (mole per liter per second; U = kiLair,

with ki = 104 s21 in the experimental conditions considered here),

the concentration of the activated effector E* (and other

intermediate species, including R* and G* for example) as a

function of time. This system involves 13 chemical species and 12

reactions. It is described by a set of 13 ordinary differential

equations and 4 conservation equations involving 17 parameters (4

initial protein concentrations, 10 reaction rate constants and 3

reaction rate constants limited by diffusion) which are given as

equations (12)–(28) in the Methods section. Although very

Table 1. List of main assumptions in the model.

A Pheromone-activated receptors can bind G-proteins (metabotropic pathway) and cationic channels (ionotropic pathway).

B CaCaM is involved in Ca2+ feedback of the IP3-dependent Ca2+ current.

C Cl2 current is depolarizing.

D K+ channels are on the inner dendritic segment.

E Feedback inhibition of channels by CaCaM and PKC* is competitive.

F Ca2+ extrusion has no antagonist.

doi:10.1371/journal.pcbi.1000321.t001

Insect Olfactory Transduction
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simplified, this model gives the same time-course of activated

receptors as the more realistic model [23] and, likely, as the latest

development of this model (Kaissling, manuscript in preparation).

The rest of this section is devoted to a formal description of the

post-effector network of reactions involving diffusible modulators

as well as ionic channels from which the evolution of the

membrane potential can be derived.

Diffusible modulators. The post-effector biochemical

reactions involve five modulators IP3, DAG, Ca2+, CaCaM and

PKC* (the latter results from the association of PKC, DAG and

Ca2+). These reactions are depicted schematically in Figure 3 and

represented in standard biochemical notation in Figure 4.

The cleavage of PIP2 by activated effector enzyme E* producing

IP3 and DAG is inhibited by PKC*. This is the only feedback-

regulated reaction of the RGE stage in the model. The rate of

production v of IP3 and DAG was modeled by the following

equation:

v~
sM

1z PKC� tð Þ=Kisð Þnis

:E� tð Þ ð1Þ

where the variables are E*(t), the concentration of activated

effector enzyme at time t, and PKC*(t), the concentration of

activated PKC at time t. In the absence of PKC*, the reaction rate

is maximal, v = sME*, where sM is the maximal (uninhibited)

production rate. In the presence of PKC*, the other constant

parameters are Kis, the concentration of PKC* needed for half-

maximal inhibition, i.e. v = sME*/2, and nis, the Hill coefficient of

the inhibitory PKC*-E* reaction.

The most important single modulator is Ca2+ which acts as a

second messenger to open Cl2 and K+ channels and acts as an

inhibitor of PLC, IP3- and DAG-gated channels through the CaM

and PKC pathways. We considered all three initial reactants, PIP2,

CaM and PKC, as external species, i.e. available in unlimited

quantity. All reactions were modeled as standard bidirectional

reactions, with a forward production and a backward degradation.

Their expression as a set of first-order differential equations is

straightforward, see equations (29)–(34) in Methods.

Ionic channels. The ionic currents can be classified

according to their gating mechanisms (molecule, ion and/or

voltage) and ion permeability. The same formal description was

applied to all of them, except for the OR83b cationic channel. All

channels have an agonist Y, which triggers their activation, and

some of them have an antagonist Z, which mediates their feedback

inhibition. For example Y is DAG and Z is CaCaM for the

cationic DAG-gated channel. When the concentration Y of the

agonist increases the conductance of the channels Gj for ionic

current j (which can be Ca2+, cations, Cl2 and K2) increases

according to a sigmoid Hill function (Figure 5):

Gj~
GMj

1z Kj

�
Y

� �nj
ð2Þ

where GMj is the maximum ionic conductance of the channels, Kj

is the concentration of Y producing their half-maximal

conductance, and nj is the Hill coefficient of the agonist-channel

interaction. The antagonist moves this curve to the right, i.e.

decreases its sensitivity by acting on Kj (competitive inhibition,

assumption E). This action involves another Hill function:

Kj~Kmj 1z
iMj{1

1z Kij

�
Z

� �nij

 !
ð3Þ

In the absence of antagonist (Z = 0), the EC50 is minimum

(Kj = Kmj). In the presence of Z, the EC50 increases (Kj.Kmj) and

the concentration-response curve Gj(Y) is shifted to the right (see

example in Figure 5A). Knowing the channel conductance Gj, the

equilibrium potential of the permeating ion Ej and the membrane

potential V, the corresponding electrical current Ij is given by

Ohm’s law:

Ij~Gj Ej{DV
� �

ð4Þ

where DV is the potential difference between both sides of the

membrane. This is in agreement with the linearity of the

experimentally measured I-V curves of the unspecific cationic

[76] and Ca2+-gated Cl2 [62] channels. These equations where

applied to describe the three currents having an agonist and an

antagonist, i.e. Ca2+ current ICa (agonist IP3, antagonist CaCaM),

cationic current Icat (agonist DAG, antagonist CaCaM), Cl2

current ICl (agonist Ca2+).

For the Ca2+ extrusion current Ix, in the absence of

experimental data in insect ORNs, we considered both the PCMA

and NCX hypotheses. The Ca2+ current Ix driven by the PCMA

does not depend on the membrane potential. It is given by

Ix = GxEx, where Ex is the maximal pump capacity and Gx is the

conductance of the pump. On the contrary, the net current Ix driven

by the NCX depends on the membrane potential according to eq.

(4) [77]. In both the PMCA and the NCX we assumed that the

Figure 4. Main biochemical reactions involving diffusible
molecules. The primary second messengers (DAG, IP3) come from
their precursor (PIP2), the secondary messenger (Ca2+) comes from the
sensillar lymph or intracellular stores. The two main modulators, Ca2+-
calmodulin (CaCaM) and activated protein kinase C (PKC*), come from
their precursors (CaM and PKC) in the presence of DAG and Ca2+. PA is
phosphatidic acid. Reaction numbers same as in Figures 2 and 3.
doi:10.1371/journal.pcbi.1000321.g004

Insect Olfactory Transduction
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variable conductance Gx is given by eq. (2), with Ca2+ as agonist Y

and no antagonist Z, so that Kx is a constant (assumption F).

Modified versions of these equations were used for the K+ and

leak currents. For the K+ current IK (agonist Ca2+, no antagonist),

which is also voltage-dependent, we used a modified version of the

non-inactivating Ca2+-dependent K+ current IC [78]

GK~
GMK

1z KK=Cað ÞnK e{V=AK
ð5Þ

where AK is a constant and the variables are the membrane

potential (V) and the Ca2+ concentration (Ca). Finally, the

conductance Gld of the leak current Ild is also a constant given

by the inverse of the membrane specific resistance at rest. The

complete set of functions describing all 6 currents is given as

equations (35)–(49) in Methods.

The OR83b cationic channel was not introduced in the present

quantitative model because no formal description of its gating and

regulating mechanisms is presently available. To our knowledge,

no similar channel has been described in other neurons, which

prevented extrapolation from known examples. The consequences

of this approximation are examined in the Discussion section.

Receptor potential. If all channels were located in a patch of

outer dendritic membrane and if this patch could be considered in

isolation, the dynamics of the membrane potential V, defined as

the difference of potential between inside and outside (taken as

zero), would be given by:

Cmd
dV

dt
~IdepzIrep, ð6Þ

where Cmd is the capacitance of the membrane, Idep is the

depolarizing current

Idep~ICazIcatzIClzIx, ð7Þ

and Irep is the repolarizing current

Irep~IKzIld: ð8Þ

However, this simple model is not applicable for two reasons. First,

the difference of potential experimentally recorded is between the

sensillar lymph, bathing the outer dendrite, and the hemolymph

(reference electrode), bathing the inner dendrite and soma

(Figure 6). These two media are separated by auxiliary cells

which introduce a supplementary potential – the transepithelial

potential. Second, the K+ channel is located in the inner dendritic

segment, bathed by the hemolymph, which constitutes another

compartment. Therefore, a three-compartment model

distinguishing outer dendrite, inner dendrite and soma, and

auxiliary cell, is needed for an adequate description of the system.

Besides the potentials, leak and ionic currents described above, this

introduces three new potentials (outside the outer dendrite Ved,

inside the inner dendrite and soma Vis, and outside the auxiliary

cell Vea) and four new currents (from outer dendrite to soma Ii,

leak at soma Ils, through auxiliary cell Ia and along sensillar lymph

Ie). The functions giving these four currents are given in equations

(50)–(53) and the set of differential equations linking potentials to

currents is given in equations (54)–(57) which generalize equation

(6) (see Methods). Potential Ved given by eq. (55) is the most

important in practice because it corresponds to the difference of

potential between the recording electrode, in contact with the

sensillar lymph, and the reference electrode, in contact with the

hemolymph. Potentials were obtained by numerical integration of

equations (54)–(57). Finally the RP was calculated as the difference

of potentials between the two sides of the outer dendritic

membrane DV = Vid2Ved during stimulation and at rest

RP~DV{DV0: ð9Þ

However, as shown in Figure 6, the experimentally known

potential is Ved, not DV. So, we computed its difference during

stimulation and at rest, the so-called sensillar potential SP

SP~Ved{Ved0, ð10Þ

(SP is nearly proportional to RP and often called ‘‘receptor

potential’’ in the literature).

Figure 5. Plots of dose-conductance functions. Illustrate eqs. (2)
and (3) for (A) the DAG-gated cationic conductance Gcat and (B) the
Ca2+-gated Cl2 conductance GCl. The solid blue lines in A and B
represent the conductance without inhibition. The EC50 of the cationic
current, Kmcat = 0.01 mM of DAG, is reached at U = 1024.25 mM/s, i.e. this
current is most active at low pheromone uptakes. The EC50 of the
cationic current, KmCl = 81 mM of Ca2+ corresponding to U = 50 mM/s, i.e.
the Cl2 current is most active at high uptakes. The dashed red lines
represent the conductance at half-maximum inhibition (intermediate
curve) and maximum inhibition (rightmost curve) by CaCaM (A) and
PKC* (B). The PKC* inhibition of the Cl2 current is very weak and
practically negligible.
doi:10.1371/journal.pcbi.1000321.g005
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Initial Values of the Variables and Values of Parameters
The post-effector model described above includes 65 values: the

initial values of the concentrations of modulators and the

membrane potential (10 values given in Table 2) and 55 parameter

values. These parameters fall in 3 different categories: (1) the rate

constants of the reactions involving the modulators (10 values); (2)

the characteristics of the 5 main currents with 4 to 7 parameters

per current (28 values); (3) the 17 parameters describing the

dendritic morphology (surface and volume), the electrical

properties of the dendritic membrane and the conversion factors

from currents to ionic fluxes.

However, from a practical point of view, the most important

distinction is between parameters with a known value (27) and

those which were unknown (38). We considered as known, and

used without change, any parameter value determined in a moth

ORN, especially in Antheraea polyphemus. If a parameter value was

known in a non-moth species, especially in the frog ([40] and

references therein), or as a ubiquitous component presents in any

cell, we used it as a starting value. The fixed parameters based on

experimental determinations or calculated from experimental data

are given in Table 3. The 38 fitted parameters are given in Table 4

for modulators and Table 5 for ionic currents. Their final values

were obtained as explained below and in the Methods section by

comparison with experimentally known response characteristics.

Conversion factors. Some molecules (receptor, G protein,

effector enzyme and DAG) are membrane bound. Their density,

in molecules/mm2, can be expressed in intracellular concentration,

in mM, using the following conversion factor

1 molecule
�
mm2~

1

10{21NA Vcut=Scutð Þ mM ð11Þ

where NA is Avogadro’s number; Scut and Vcut are the lateral area

and volume respectively of the outer dendrite after cutting the hair

tip (see Table 3). A similar formula was used for the conversion of

extracellular concentrations (with same value of Scut but Vcut

replaced with the volume of the sensillum, see Table 2 in [36]).

Ca2+ appears in biochemical equations as a modulator and in

equations of electrical currents as a permeable ion. The latter

equations describe in electrical units the movement of Ca2+ ions

through the IP3-gated channels, the DAG-gated channels and the

Ca2+ extrusion exchangers. The relationship between current I (in

pA, i.e. pC/s) and the chemical flux J (in mM/s) is J = fI, where the

conversion factor f (expressed in mM/pC) is given by f = 1/zFVcut

where z is the charge of the Ca2+ ion, F the Faraday’s constant

(964846106 pC?mmole21) and Vcut the volume of the external

dendrite (see Table 3). Different conversion factors, fCa, fcat, and fx
were applied to the three currents. Factor fCa converts the inward

IP3-gated Ca2+ current into a Ca2+ flux and takes also into

account the buffering capacity of the intracellular medium. This

Figure 6. Equivalent electrical circuit of the ORN within the sensillum trichodeum (cf. Figure 1). Three main compartments are
distinguished: ORN outer dendritic segment (circuit on the left with 5 conductances), ORN inner dendritic segment and soma (denoted ‘‘Soma’’,
circuit on the right with 2 conductances) and auxiliary cells (circuit on top with a single conductance). The experimentally recorded difference of
potential (Ved) is between the sensillar lymph and the hemolymph.
doi:10.1371/journal.pcbi.1000321.g006

Table 2. Initial values of variables in the model.

Variable1 Initial Value2 Unit Reference

N0 1 mM [23], [36]

R0 1.64 mM [23], [36]

G0 0.273 mM [36]

E0 0.136 mM [36]

Vis0 262 mV [72]

Vid0 262 mV Vid0 = Vis0

Vea0 35 mV [81]

Ved0 35 mV Ved0 = Vea0

1In this and other tables (and in text) a dual notation is used: roman (e.g. PKC)
for a species and italic (e.g. PKC) for its concentration.

2For all other variables (L0, LN0, RL0, R*
0, G*

0, Gb0, Gr0, E*
0, IP30, DAG0, Ca0,

CaCaM0, PKCDAG0, PKC*
0) the initial values were taken as zero.

doi:10.1371/journal.pcbi.1000321.t002

Insect Olfactory Transduction

PLoS Computational Biology | www.ploscompbiol.org 7 March 2009 | Volume 5 | Issue 3 | e1000321



is necessary because a large proportion of the free Ca2+ entering

the cell (95 to 99% in adrenergic neurons; [79]) is rapidly bound

to various molecules. Factor fcat converts the DAG-activated

cationic current into a flux, takes into account the buffering effect

and the fact that only a fraction of the cationic current is carried

by Ca2+ ions. Factor fx depends on the detailed mechanism of

extrusion. For the PCMA we took fx = f. The NCX removes one

Ca2+ ion for 3 Na+ ions. This produces a net transfer charge of

one positive charge which contributes to the depolarization.

Therefore the conversion factor for the Ca2+ flux through the

NCX is fx = 2f.

Equilibrium and resting potentials. The intracellular

Ca2+ concentration is constrained to be smaller than 0.01 mM

because Ca2+-dependent channels, which are closed at rest, start to

be activated at this concentration [61]. The concentration of the

other permeating ions is not precisely known in the outer dendrite.

Na+ concentration was estimated at <1 mM and K+

concentration at <150 mM in a moth ORN [74]. For Cl2 no

estimate was found in insects (in vertebrates its concentrations is

<14 mM [80]).

The extracellular concentrations of these ions in the sensillum

lymph bathing the outer dendrite are different from their

Table 3. Fixed parameters in the model.

Parameter Symbol Value Unit Reference or Explanation

Dendritic lateral area Scut 328 mm2 [103,104]

Dendritic volume Vcut 38 mm3 [103]

Charge to concentration for Ca2+ f 136.37 mM.pC21 f = 1/(zFVcut), z = 2 for Ca2+

Outer dendrite capacitance 1 Cmd 3.2861023 nF [33]

Outer dendrite leak conductance Gld 0.4373 nS [33]

Soma capacitance Cms 1.4461023 nF [33]

Soma leak conductance Gls 1.44 nS [33]

Intracellular conductance Gi 2.011 nS [33]

Sensillar lymph conductance Ge 26.77 nS [33]

Auxiliary cell capacitance Cma 3061023 nF [105]

Auxiliary cell conductance Ga 3.1 nS [105]

Equilibrium potential Ca2+ (outer)2 ECa 140 mV [61]

Equil. potential cations (outer) Ecat 0 mV natural balance

Equil. potential leak (outer) Eld 297 mV Eld = Els+Ea

Equil. potential K+ (inner) EK 262 mV [83]

Equil. potential leak (inner) Els 262 mV Els<Vis0

Equil. potential (auxiliary cell)3 Ea 235 mV [81]

1Conductances and capacitances of ORN and sensillar lymph were calculated for sensillum trichodeum cell A (with thick dendrite and large action potentials) of
Antheraea polyphemus in tip-recording conditions, i. e. with cut hair tip, based on morphological data [103,104] and electrical data [33].

2Equilibrium potentials are given for the outer dendrite in contact with the sensillar lymph (outer) or for the inner dendrite in contact with the hemolymph (inner).
3Gives rise to the transepithelial potential.
doi:10.1371/journal.pcbi.1000321.t003

Table 4. Fitted parameters (10) of second messengers and diffusible modulators.

Species Parameter Symbol Value Unit Sensitivity1 log10U2 Characteristic3

IP3 and DAG Maximal synthesis rate sM 933 s21 4.7361024 24.25 H

IC50 for PKC* Kis 1.761024 mM 4.256103 0 F

Hill coefficient for PKC* nis 2.3 – 20.97 1.5 F

Degradation rate ks2 11.0 s21 23.7461022 24.25 H

Ca2+ and Calmodulin Ca+CaM association kcc1 0.46 s21 20.51 24.75 H

CaCaM dissociation kcc2 23 s21 1.0461022 24.0 H

Ca2+, DAG and PKC PKC+DAG association kpd1 0.21 s21 23.45 0 F

PKCDAG dissociation kpd2 25.0 s21 3.1461022 0.25 F

Ca+PKCDAG association kap1 2.27 mM21 s21 20.34 0 F

CaPKCDAG dissociation kap2 8 s21 9.8661022 0 F

1Greatest relative sensitivity Sr over the 26 uptakes and the three characteristics as given by eq. (60) in the Methods section with j = 1022.
2Uptake log10U at which Sr was found (from U = 1024.75 mM/s to 101.5 mM/s per step of 100.25).
3Characteristic (H height, R half-rise time, F half-fall time) giving Sr.
doi:10.1371/journal.pcbi.1000321.t004
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concentrations in the hemolymph. This difference creates the

transepithelial potential mentioned previously. For Na+ it is

<25 mM and for K+ it is <200 mM [17,81]. For Ca2+ it is in

the range 1 mM [17] to 6 mM [73]. For Cl2 it is unknown.

Reversal potentials were calculated from these concentrations: EK

is close to zero, ENa is about 83 mV and ECa is about 140 mV.

The reversal potentials of Cl2 and of the Ca2+ extrusion

mechanism being unknown, ECl and Ex were fitted (see below).

As mentioned before, it follows from these values that the K+

channels, experimentally known to be repolarizing, cannot be

located in the outer dendrite, where the equilibrium potential of

K+ ions (<0 mV) is too high for such a role. However, the

extracellular concentrations of K+ in the hemolymph bathing the

inner dendrite, soma and axon is 3.1 mM [82] or 20 mM [83],

corresponding to an equilibrium potential EK<2100 or 250 mV,

compatible with its expected role. This is the only ionic

concentration in hemolymph used in the present work. To avoid

extraneous complications in modeling repolarisation, we took EK

equal to the resting potential.

The resting potential measured in vitro is <262 mV [72,74]. In

vivo, the contribution of the transepithelial potential must also be

taken into account. It is estimated at <35 mV [81]. As a result, the

difference of potential at rest between the intracellular compart-

ment of the outer dendrite and the sensillar lymph is <297 mV.

Comparison of Simulations with Experimental
Measurements

Given the initial concentrations (Table 2) and the fixed

parameter values (Table 3), computer simulations of the model

were carried out. We searched for values of the unknown

parameters, listed in Tables 4 and 5, yielding responses in

accordance with experimental observations. Three sources of

information were used. First, parameter values must remain in

their physiological range. Second, the kinetic features of the

second messengers and ionic currents must reproduce qualitatively

the experimental observations. Third, the time evolution of the SP

at various pheromone concentrations must agree quantitatively

with the in vivo measurements of the SP performed in A. polyphemus

[23,30].

Following a 2-s square pheromone pulse, the SP grows to a

maximum then returns progressively to zero (Figure 7H). This

simple kinetics can be summarized with three numbers (Figure 8D),

its height, its rising time, measured by the time it takes to reach

half maximum, and its falling time, measured by the time to fall

Table 5. Fitted parameters (28) of ionic channels.

Channel Parameter Symbol Value Unit Sensitivity1 log10U2 Characteristic3

IP3-gated Ca2+ channel Maximal conductance GMCa 0.14 nS 21.45 24.75 R

EC50 for IP3 KmCa 3.48 mM 24.7161022 23.5 R

Hill coefficient for IP3 nCa 1 – 20.43 0.25 F

Maximal inhibition iMCa 3.08 – 22.2261022 1.5 F

IC50 for CaCaM KiCa 0.61 mM 7.8561022 20.25 F

Hill coef. for CaCaM niCa 2.51 – 28.5361023 21.75 F

DAG-gated cationic channel Maximal conductance GMcat 1.23 nS 1.03 0.25 F

EC50 for DAG Kmcat 0.0104 mM 293.9 0 F

Hill coefficient for DAG ncat 0.86 – 22.99 0 F

Maximal inhibition iMcat 53.2 – 21.8361022 0 F

IC50 for CaCaM Kicat 0.0377 mM 7.65 24.75 H

Hill coef. for CaCaM nicat 0.818 – 20.84 24.25 R

Ca2+-gated Cl2 channel Eq. potential Cl2 ECl 211.5 mV 6.0861022 1.5 F

Maximal conductance GMCl 16.8 nS 5.5461022 1.5 F

EC50 for Ca2+ KmCl 81.2 mM 21.1061022 0.75 F

Hill coefficient for Ca2+ nCl 1.52 – 21.30 22.75 H

Maximal inhibition iMCl 1.4 – 2.5161022 1.5 F

IC50 for PKC* KiCl 0.06 mM 20.24 24.5 R

Hill coef. for PKC* niCl 1.1 – 2.6461022 0.75 F

Ca2+ extrusion Equilibrium potential Ex 217.1 mV 20.12 1.5 F

Maximal conductance GMx 2.2161023 nS 2658 20.25 F

EC50 for Ca2+ Kmx 0.54 mM 0.62 23.75 R

Hill coefficient for Ca2+ nx 0.605 – 1.30 24.75 R

Ca2+- and voltage-gated K+ channel Maximal conductance GMK 4.88 nS 3.4061022 24.0 R

EC50 for Ca2+ KmK 2.8361024 mM 2676 24.75 F

Coef. of voltage depend. AK 12.5 mV 2.2061022 24.75 F

Conversion factors Ca2+ For IP3-gated channel fCa 4.87 mM pC21 3.5661022 24.75 R

For DAG-gated channel fcat 2.50 mM pC21 0.50 0.5 F

1, 2, 3Same presentation as in Table 4.
doi:10.1371/journal.pcbi.1000321.t005
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Figure 7. Predicted kinetics of the main chemical species, currents and potential at various uptakes. (A) Activated receptor R*. (B)
Effector enzyme E*. (C) Second messengers DAG. (D) Ca2+. Major depolarizing currents (E) Icat and (F) ICl. (G) Major repolarizing current IK. (H) SP.
Responses are shown for 2-s square pulses yielding different uptakes regularly spaced by 0.5 log units from 1024.75 to 101.5 mM/s. Note that the scales
of the time axes for DAG concentration (C) and cationic current (E) are not the same as for the other species and currents. Kinetics of IP3 (not shown)
is identical to that of DAG (C).
doi:10.1371/journal.pcbi.1000321.g007

Figure 8. Comparison of dose-response characteristic of predicted and observed SPs. (A) Height. (B) Rising time trise. (C) Falling time tfall.
(D) Definition of these characteristics shown on SP response to a 2-s square pulse at pheromone uptake U = 1024 mM/s. Characteristics of predicted
SP (solid red lines) compared to those of observed SP (dashed blue lines) at 26 uptakes from 1024.75 mM/s to 32 mM/s. Characteristics of predicted RP
are also shown (dashed red lines). Experimental data by courtesy of K.-E. Kaissling (see [23,30]).
doi:10.1371/journal.pcbi.1000321.g008
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from the end of the stimulation to half-maximum. These three

quantities depend on the dose of pheromone delivered to the

system, measured either as a concentration in air in micromoles

per liter or better as an uptake in mM per second. Zack [30]

systematically determined the amplitude, rising time and falling

time of the SP at various uptakes, from threshold to saturation. On

this range, the amplitude increases, the rising time decreases 10

times and the falling time increases 10 times. These three dose-

response functions (Figure 8, dotted lines) were our main criteria

for the fine tuning of the parameter values because they are the

only ORN responses experimentally measured with precision in

vivo.

We modified the unknown constants in the model to fit these

experimental curves by using the same stimulation conditions as

used by Zack [30]. We found a set of parameter values in

agreement with known facts and giving good fits (see Methods),

provided the mechanism of Ca2+ extrusion depends on membrane

potential. With the pump mechanism (PMCA), the falling time

could be fitted only on a restricted range; for example if correct at

low uptakes, it was much too large at higher uptakes. Therefore,

all following results are given for the potential-dependent extrusion

only (NCX). The values of the fitted parameters are given in

Tables 4 and 5. The corresponding simulated dose-response

curves are illustrated in Figure 8 (solid red lines) for the SP and in

Figure 9 for the other variables (chemical species and currents).

Dose-response characteristic functions of the SP.

Figure 8 shows that the simulated SP reproduces adequately

the experimentally measured SP. First, it has the same wide

pheromone stimulation range, from 1024.75 to 101.5 mM/s

(Figure 8A solid red line). Second, it has short rising times

(Figure 8B solid red line), particularly at low uptakes from 1024.75

to 1023.75 mM/s in which the experimental half-rise time is ca.

400 ms and only slowly decreasing when concentration increases.

Third, it displays long falling times (Figure 8C solid red line), almost

constant ca. 3 s from 1024.75 to 1021.25 mM/s, then quickly

increasing from 1021.5 mM/s to 101.5 mM/s.

Main Properties of the Model
With the parameter values at hand the main properties of the

model can be described. Some aspects require specific attention:

Figure 9. Comparison of dose-response curves for height of the chemical species and currents. Height (left column; see definition in
Figure 8D) and relative height (right column) for chemical species (top row) and for depolarizing and repolarizing currents (bottom row). (A) Ca2+

(solid blue line) is the most abundant species (concentration divided 10 fold to be shown on the same scale as other species). (B) Responsiveness of
all chemical species is much smaller than that of SP (curves shifted to the right of the SP curve shown as a solid red line), larger than that of effector
enzyme E* (dashed red line) at low doses and smaller than E* at high doses. (C) Cl2 (solid green), K+ (dashed red) and cationic (dashed blue) currents
are the most intense currents. (D) Responsiveness of the Cl2 and cationic currents is higher than that of the effector enzyme (cf. (B)) and the IP3-gated
Ca2+ current (solid blue). In particular, the cationic current curve is close to that of SP (solid red curve, same as in B) and K+ (confounded with SP) at all
doses, while the curve of the Cl2 current (solid green) is on the right of the SP curve at low doses (smaller responsiveness) and close to it at high
doses.
doi:10.1371/journal.pcbi.1000321.g009
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the kinetics of currents and chemical species, their relative

importance, their relative responsiveness and the explanation of

the dose-response curves.

Kinetics of currents and chemical species. The kinetics of

activated receptor, effector enzyme, second messengers, main

depolarizing and repolarizing currents, and receptor potential are

shown in Figure 7. The concentration of IP3 (and of DAG; they

are nearly identical due to the cleavage of PIP2) increases very

rapidly and then declines quickly to a lower plateau in response to

middle and high uptakes (Figure 7C). Very different types of

kinetics are found. Some are phasic, others are tonic. For example,

DAG production (Figure 7C) and DAG-activated cationic current

Icat (Figure 7E) are phasic, whereas Ca2+ increase (Figure 7D) and

Ca2+-activated Cl2 current ICl (Figure 7F) are tonic. The phasic

kinetics of Icat results from a quick and strong inhibition by Ca2+

via CaCaM (Figure 5A) whereas the tonic kinetics of ICl results

from the absence of inhibition. Interestingly, when inhibition of ICl

by Ca2+ via PKC* was added to the model, a good fit with

experimental SP data was obtained only for a very weak inhibition

(Figure 5B).

Relative importance of currents and chemical

species. The concentrations of the diffusible species and the

intensities of the various currents are very different from one

another. Their relative importance can be estimated on plots of

height versus uptake (Figure 9A and 9C). Calcium is the most

abundant species at all uptakes (Figure 9A). The DAG-activated

cationic current Icat is the major depolarizing current at low

uptakes, and the Ca2+-activated Cl2 current ICl is the major

depolarizing current at medium and high uptakes. Their

activation at different uptakes results ultimately from the values

of their EC50s (see legend of Figure 5). The IP3-activated Ca2+

current ICa is a minor current at all uptakes: its maximum

conductance is small (0.13 nS, Table 5), i.e. 10 to 60 times smaller

than those of Icat and ICl.

Relative responsiveness of the chemical species and
currents are apparent on plots of relative amplitude versus

uptake. They present significant differences. All species have a

relatively low responsiveness, similar to that of the activated

effector PLC, much lower than that of the SP (not shown). The

EC50s of all species (ca. 0.5 mM/s) are much lower than that of the

SP (less than 0.1 mM/s) (Figure 9B). This difference in respon-

siveness between species and SP can be observed at all uptakes,

although it decreases at higher uptakes. The ratios of the diffusible

species concentrations with respect to E* are .1 at low uptakes

and ,1 at high uptakes, which indicates that the dominant effect is

amplification at low uptakes and inhibition of the second-

messenger production at high uptakes. This dual effect is well

illustrated by the curve of the IP3-gated calcium current

(Figure 9D, solid blue line) which is close to the PLC curve

(Figure 9B, dashed red) and presents the same type of

responsiveness as the diffusible species. On the contrary, the

cationic and Cl2 currents have a similar responsiveness to that of

SP. Figure 9D shows that Icat is the most sensitive current. These

results mean that the DAG-gated cationic current plays a major role

in depolarization at low uptakes and a minor role at high uptakes.

Relative contribution of currents to the SP. To analyze

more precisely the relative importance of the major depolarizing

(cationic and Cl2) and repolarizing (K+) currents in the generation

of the SP we selected four typical uptakes at regular intervals from

low to high. The kinetic of the absolute values of these currents

were compared in picoampere (Figure 10) and after normalization

with respect to their maxima (Figure 11). Figure 10 shows that the

cationic current is the most important in both amplitude and

duration at low uptakes, the Cl2 current takes over the dominant

role at medium and high uptakes. The curve of the K+ current is

close to that of the cationic current at low uptakes (Figure 10A)

and close to the curve of Cl2 current at high uptakes (Figure 10C

and 10D). However, the cationic current rises faster than both the

Cl2 current and the K+ current (insets of Figures 10 and 11) at all

uptakes. This means that the rapid rise (short half-rise time) of the

SP should be attributed to the initial depolarization induced by the

cationic current.

Phase space behavior of the modulators presents

noteworthy properties. In the model, DAG and Ca2+ are the

two major modulators as they gate the two main depolarizing

currents and activate the feedback inhibitors PKC* and CaCaM.

In addition, Ca2+ enters mainly through DAG-gated channel (the

ratio of fCaICa/fctIcat very rarely exceeds 5% and its mean across all

times and doses is 1.3%). The phase portraits in the DAG-Ca2+

plane (Figure 12) and the E*-SP plane (Figure 13) show how the

relations between the concentrations of DAG and Ca2+, and

between E* and SP evolve in time at different uptakes. Let’s

consider first the DAG-Ca2+ relationship. At low uptakes

(Figure 12A and 12B), although their values vary considerably,

the ratio [Ca2+]/[DAG] remains approximately constant during

rise and fall. The representative point of coordinates ([DAG],

[Ca2+]) follows a closed loop in time in which the activation part

(starting from the origin to the extreme point) and inactivation part

(return to the origin) of the loop are practically superimposed. At

higher uptakes (Figure 12C) the activation and inactivation parts

start to separate, indicating a more complicated relationship.

Finally (Figure 12D and 12E) there is an almost complete

separation, the phase portrait taking a characteristic L-shape:

high concentrations of DAG (up to 1.4 mM) are associated with

small concentrations of Ca2+ (less than 20 mM) whereas high

concentrations of Ca2+ (up to 90 mM) are associated with small

concentrations of DAG (less than 0.2 mM). The trajectory in the

phase plane shows also that the rising speed is higher than the

falling speed, particularly at high uptakes, as indicated by the short

times to reach the maxima of DAG and Ca2+ concentrations (these

times are given in Figure 12). The same description holds true for

the phase portrait in the E*-SP plane (Figure 13). At high uptakes it

takes a characteristic upside-down L-shape.

Amplification mechanisms. A major property of the

cascade is to amplify a relatively weak input signal into a strong

output. This overall property can be partly quantified by the ratio

SPr/E*
r (subscript ‘‘r’’ stands for ‘‘relative’’) of the normalized SP

(output) to the normalized concentration of activated effector

enzyme (input). The normalization is necessary because the two

quantities are not expressed in the same units. With this definition

the total amplification of the cascade depends on the pheromone

uptake: it is large at low uptake then progressively decreases at

higher uptakes. A noteworthy consequence of the large

amplification factor at low uptakes is the leftward extension of

the dynamic range. Table 6 gives the contributions of each step at

uptakes 1024, 1023 and 1022 mM/s respectively. DAG-gated and

Ca2+-gated channels amplify the signal in different ways and they

dominate the depolarization at different uptakes. At low uptakes,

DAG-gated channels amplify the signal with a short rising time

and the high amplification factor obtained (5300 at 1024 mM/s)

makes extremely weak signals detectable. At higher uptakes, IP3-

and DAG-gated currents become transient and mainly work to

provide the Ca2+ entry and quick initial depolarization, and the

Ca2+-gated Cl2 current takes over as the dominant depolarization

current.

Transduction delay. In order to estimate the relative

contribution of extra- and intra-cellular reactions in SP rising

and falling times, we stimulated directly the modeled cascade by 2-
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s square pulses of R* from 0.1 to 103 molecule/mm2, instead of a

square pulse of pheromone, so removing the time taken by

perireception and reception processes. We found that the rising

time of E* decreases from 41 to 8 ms and that of SP decreases

from 32 to 18 ms. (not shown). The falling time of E* increases

from 42 ms to 102 ms and that of SP increases monotonically

from 0.15 s to a maximum of 3.05 s. Since the experimentally

measured values of the rising time decrease from 400 to 47 ms and

that of the falling time increase from 1.5 s to 17 s on the same

range, this means that most of the rising (92% to 66%) and falling

times (90% to 82%) result from the extracellular reactions.

Moreover, as far as the intracellular reactions are concerned, the

contribution of the pre-effector steps to the falling time (28% to

3%) is much smaller than that of the post-effector steps, mostly

because of the slow return of the intracellular Ca2+ concentration

at its resting level, particularly at high uptakes.

Sensitivity Analysis of Model Parameters
The sensitivity of the system to the parameters controlling

each biochemical and electrical step was analyzed as explained

in the Methods section. The effects produced on the SP

responses by a change in the value of a single parameter at a

time were examined. The main results of this analysis can be

summarized as follows (see Text S1). (i) The sensitivity of SP to

the parameters depends on the characteristic (height, rising or

falling time) and on the dose. (ii) Each parameter has its greatest

influence on one of the characteristics (Tables 4 and 5, rightmost

column). The most influenced characteristic is usually the falling

time (63%). (iv) The 12 most influential parameters are Kis, GMx,

Kmcat, Kk, Kicat, Kpd, ncat, nCl, GMCa, nx, GMcat and KiCl. They are

thus the best determined parameters. The 7 least sensitive

parameters are sM, kcc2, niCa, iMCa, Ak, KmCl and iMcat. Tables in

Text S1 list the parameters which most and least influence each

characteristic.

Finally, we determined the importance of the feedback controls

on second-messenger production, main ionic channels and

calcium extrusion, by removing them one at a time (see Text

S1). We compared the action of PKC* on PLC for different types

of activation and found that it is inhibitory when activated by Ca2+

only, but not when activated by DAG only.

Discussion

In this work, we propose a detailed model of the biochemical

and electrical processes generating the receptor potential in the

Figure 10. Kinetics of the major currents and SP at different pheromone uptakes. Uptakes separated by 2 log units from low to high, (A)
1.7861025, (B) 1.7861023, (C) 0.178 and (D) 17.8 mM/s. Insets show the rise of each current during the first 0.5 s (top) or 0.3 s (bottom). DAG-gated
current Icat (dashed blue) is the main depolarizing current at low dose (A). Ca2+-gated current ICl (solid green) takes over the major role at high doses
(C and D). The kinetic response of the repolarizing current IK (dashed red) is close to that of Icat at low dose (A) and close to that of ICl at high doses (C
and D). As shown in the insets, IK closely follows Icat at the beginning of the rising phase.
doi:10.1371/journal.pcbi.1000321.g010
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moth pheromone ORN. The role of the various currents and the

molecular mechanisms of transduction are discussed in the first

two subsections and the ORN response characteristics and the

integrated cellular functions in the next two subsections. In the

present state of knowledge, uncertainties remain on several of

these processes. Therefore, the model studied is clearly incomplete

and its features are not all equally well established. We discuss

these uncertainties, qualitatively in the subsections ‘‘Cationic

currents’’ and ‘‘Calcium, chloride and potassium currents’’ and

quantitatively in the subsection ‘‘Validity of parameter values’’.

However, the model helps to interpret ORN properties and

suggests new experiments, as discussed in the last two subsections.

Cationic Currents
In the model the DAG-gated cationic current is the first ionic

current in the transduction cascade (we attribute a different

function to the parallel IP3-gated current, see below). A wide-

spread assumption (our assumption A) is that this channel is

indirectly coupled to the ORs via metabotropic pathway involving

G-proteins and second messengers. This is based on the fact that

like vertebrate ORs, insect ORs belong to the G-protein coupled

receptor (GPCR) superfamily characterized by the canonical 7

transmembrane topology of its members [84]. However, recent

bioinformatics and experimental investigations have revealed that

the membrane topology of at least some Drosophila ORs differs

from other GPCRs with an intracellular N-terminus and an

extracellular C-terminus [58,85]. The structural distinction

between insect and mammalian ORs, with different membrane

topology, put into question the coupling of insect ORs to G

proteins [86,87]. Recently, two studies indicated that, in

expression systems, odorants can activate insect ORs and generate

sensory currents independently of known G protein-coupled

second messenger pathways, through a so-called ionotropic

pathway [28], which may involve the cationic channel OR83b

[27]. Proteins ortholog to OR83b are also expressed in moth

pheromonal ORNs [56], which indicates that the ionotropic

pathway may also be present in this neuron type.

However, several experimental observations made both in vivo

and in vitro provide strong support for the involvement of Gq

proteins and PLC in the moth pheromone transduction cascade.

First, Gq proteins are present in moth antennae [88,89] and these

proteins were localized in the outer dendrite of ORNs [54].

Second, the G protein activator, NaF, activates the firing activity

of ORNs both in vivo [89] and in vitro (Lucas, unpublished results),

demonstrating that Gq proteins are functional in moth phero-

mone-responding ORNs. Third, Xenopus oocytes transfected with

Figure 11. Normalized kinetics of the major currents and SP. Same as Figure 10 except that currents and SP have been normalized with
respect to their maxima for easier comparison of the rising and falling phases. At all doses, (A) 1.7861025, (B) 1.7861023, (C) 0.178 and (D) 17.8 mM/s,
the DAG-gated cationic current Icat (dashed blue) rises faster than the K+ current IK (dashed red) and the Cl2 current ICl (solid green), and IK closely
follows ICl at intermediate and high uptakes.
doi:10.1371/journal.pcbi.1000321.g011
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B. mori conventional pheromone receptors and without OR83b do

not respond to pheromone stimuli unless they are co-transfected

with Gq proteins [90]. Fourth, pheromone stimulation activates

the PLC activity as indicated by IP3 production [25,49,50,52].

Two other arguments, obtained from non-pheromonal ORNs,

strengthen the observations above in pheromonal ORNs. First, in

addition to the fast and transient ionotropic pathway, at low

concentration odorants also activate G proteins and the produc-

tion of second messengers in expression systems [27]. This

metabotropic current develops after a longer latency and with a

slower kinetics but is more sensitive to odorants than the

ionotropic pathway. Second, strong genetic evidence supports a

role for a Gq- and PLCb-mediated signaling cascade during

olfactory transduction in Drosophila [53].

The results at hand suggest the coexistence of two signaling

pathways in both pheromonal and non-pheromonal ORNs, one

ionotropic, the other metabotropic. Remarkably, both pathways gate

a cationic channel, although it is not known whether the cationic

channels of both pathways are the same (OR83b) or not, and if

different whether their conductances are the same. The ionotropic

signal, not amplified, is rapid and transient, and the metabotropic,

amplified, is sensitive and prolonged, the former being more visible at

high odorant concentration and the latter at low concentration. So,

the relative intensities and timings of the two currents might be

significantly different. If these properties are confirmed in future

studies, they would suggest that the intensity of the cationic current

found in the present model should not be entirely attributed to the

DAG-gated channel because part of it comes from the receptor-gated

channel. An advantage of the ionotropic pathway, especially at high

uptake when the number of activated receptor is the largest and the

ionotropic current is expected to become significant, is that its

energetic cost for the neuron is lower. According to this view one

might expect that the G-protein pathway is more inhibited at high

uptake than found in the present model. The suppressed current

would be compensated by the energy-saving direct coupling

mechanism and the global effect would be the same. At the present

time, the relative contribution of the two channels cannot be

specified, if only because the reaction rate of R* with OR83b is not

known. A second advantage of the OR83b cationic current is its time

course. The receptor-gated current is expected to appear first and

therefore to trigger an action potential faster than the DAG-gated

current. The ionotropic pathway could contribute to explain the high

speed of response of ORNs, especially at high pheromone

concentration, and the very fast behavioral response of moths, down

to 150 ms, both to contact and loss of pheromone filaments during

their oriented flight to calling females [91]. The latency of the initial

response was not considered in the present study and deserves more

attention in the future.

Calcium, Chloride, and Potassium Currents
It remains uncertain whether the role of the Cl2 current is

depolarizing or repolarizing, because the intracellular and sensillar

Figure 12. Phase portraits on the DAG-Ca2+ plane at different pheromone uptakes. (A) 1.7861025, (B) 5.6261024, (C) 0.02, (D) 0.56 and (E)
17.78 mM/s. (F) Superimposition of the phase portraits for 15 stimuli from low to high uptakes. Uptakes are regularly separated by 1.5 log units, i.e.
multiplied by 31.6 from one portrait to the next. The starting point at t = 0 is close to the origin (0, 1023). The blue and red lines correspond to the
rising and falling phases of DAG, respectively. The times at which DAG (cross) and Ca2+ (circle) reach their respective maxima are indicated (in s).
Uptakes are regularly separated by 1.5 log units, i.e. multiplied by 31.6 from one portrait to the next.
doi:10.1371/journal.pcbi.1000321.g012
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concentrations of Cl2 are not known. We assumed that this

current is depolarizing (assumption C) for three reasons. First, in

vertebrates, the Cl2 equilibrium potential is more positive than the

resting potential [92] and a similar Ca2+-activated Cl2 current

amplifies ORN depolarization ([93–96], see review [97]). Second,

insect PBPs present in the mM range provide organic anions to the

sensillum lymph [8] which decreases the sensillar Cl2 concentra-

tion due to the principle of charge neutrality. Third, pheromone

responses (SP and action potential firing) recorded in vivo were

significantly higher when the sensillar Cl2 concentration was

lowered from 215 to 18 mM (Lucas, unpublished results).

One of the main uncertainties on channels (and other proteins)

concerns their exact spatial location, which entails uncertainty on

the mechanisms of Ca2+ entry. Because the present model depends

only on time, any diffusion or translocation is expressed in

temporal (not spatial) terms and reflected in the reaction constants.

This simplification has generally no incidence, except for two

channel types. The first one relates to IP3-gated channels which

have been located in the outer dendritic membrane, based on

electrophysiology [45] and immunocytochemistry [54]. This

location implies an inward flow of Ca2+ from the sensillum lymph.

However, besides or in replacement of this dendritic membrane

channel, channels located in the endoplasmic reticulum may be

considered. In this case Ca2+ would come from intracellular stores.

However this hypothesis is weakened by the fact that no

intracellular Ca2+ stores have been found in the outer dendrite.

In fact the present model is compatible with both possibilities and

cannot discriminate them. A third possibility is discussed in the

next paragraph.

The second channel for which the spatial localization is

important is the repolarizing K+ channel. A priori it can be located

either in the outer dendrite or in the inner dendrite and soma

region (as we did, our assumption D). The main objection against

its outer dendritic location is that the equilibrium potential there is

close to 0 mV, so that K+ cannot have a repolarizing function.

Against the inner dendritic location one can mention their

modulation by Ca2+ [72,74,75] because Ca2+ would have to

diffuse from the outer to the inner membrane to trigger them

which is unlikely due to the poor diffusive ability of this ion. A

possible solution to this problem is that IP3-gated channels are in

Figure 13. Phase portrait on the E*-SP plane at different pheromone uptakes. (A) 1.7861025, (B) 5.6261024, (C) 0.02, (D) 0.56 and (E)
17.78 mM/s. (F) Superimposition of the phase portraits. The starting point at t = 0 is close to the origin (0, 0). Same representation as in Figure 12.
doi:10.1371/journal.pcbi.1000321.g013

Table 6. Amplification factors1 of each step at three different
uptakes.

log10U IP3 & DAG Ca2+ ICa Icat ICl SP

24 340 475 654 5324 670 3378

23 74 144 134 752 322 610

22 17 31 28 115 81 105

1Ratios Wr/E*
r, where Wr is the relative concentration of IP3, DAG or Ca2+, or

relative current ICa, Icat or ICl (100% is taken at 31.62 mM/s) and E*
r the relative

concentration of activated effector enzyme (100% is also taken at 31.62 mM/s).
doi:10.1371/journal.pcbi.1000321.t006
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the inner dendrite. The IP3 synthesized in the outer dendrite

would have to diffuse to the inner dendrite and soma, which is

compatible with the diffusive property of this second messenger,

and, there, it would gate the Ca2+ channel, possibly from Ca2+

stores. Ca2+ and voltage would then trigger the repolarizing K+

current with a delay due to IP3 diffusion.

This distinguishes the functions of these two different channel

types in the model. IP3-gated channels let Ca2+ ions flow into the

cytoplasm, whereas DAG-gated channels also depolarize the ORN

at low uptakes (see below). In fact it can be shown in the model

that the IP3 pathway is unnecessary for the depolarization.

On the basis of available experimental data we have included a

feedback regulation of IP3 channels (via CaCaM, our assumption

B), but not of Cl2 channels (via PKC*). However, in the latter

case, we studied the hypothesis of a feedback inhibition via PKC*

[63]. We found that both regulations are not essential (Figure 5B).

For reducing the computation time we ignored the known

feedback regulations on the pre-effector steps [66,98,99]. They

are likely important for repetitive pheromone pulses that occur in

natural conditions. In single-pulse condition, as in this study, this

simplification presents no inconvenience provided the inhibitory

regulation of, say, the receptors is not much faster than that of the

effector enzymes.

All actors involved in the model have been shown to exist in the

ORN membrane. The only exception is the Ca2+ extrusion

pathway which has not yet been described in moth ORNs,

although it plays an essential role in the falling phase of SP.

Because of the poor intracellular diffusion of Ca2+ ions, it is likely

that these mechanisms are located in the outer dendrite. We have

shown that only a voltage-dependent extrusion is compatible with

the experimental data, which strengthens the hypothesis of a Na+-

Ca2+ exchange (NCX), without ruling out the presence of an

ATPase pump (PMCA). We found that the NCX pump needs no

negative feedback control and that its reversal potential is

Ex<217 mV. Knowing the reversal potential of Ca2+

(ECa<140 mV) and the relationship between Ex, ECa and ENa,

see eq. (46) in Methods, this value of Ex implies ENa<88 mV,

which is a reasonable value. Further experimental and theoretical

investigations are needed to clarify the Ca2+ extrusion mecha-

nisms.

For simplicity we have not included the Ca2+-gated Ca2+-

permeable cationic channels described in M. sexta ORNs [100]

because with Ca2+ entering the ORN and at the same time gating

the channel, the control of the falling phase of the SP is made

extremely difficult. Moreover, Ca2+-activated cationic channel

could not be found in S. littoralis ORNs [61]. Perhaps qualitative

differences exist in ion channel expression in ORNs across moth

species providing different voltage- and time-dependent down-

regulation mechanisms.

Finally, when stimulated repetitively or for a longer time the

ORN adapts and its response characteristics are different from

those analyzed here [30]. Adaptation is beyond the scope of the

present work as it may involve reactions other than those built in

the present model.

Validity of Parameter Values
With the parameter values given in Tables 4 and 5 the model

obtained accounts for several experimentally known properties of

pheromone transduction in moths:

The predicted SP reaches a maximum value and follows a time

course, both in its rising and falling phases, that quantitatively

agrees with the measured characteristics (depolarization, rising

time and falling time) of the SP as a function of pheromone uptake

(Figure 8).

The model also accounts quantitatively for the transient course

of IP3 production, as described in stop-flow experiments [25], with

a very rapid increase followed by a quick decline at middle and

high uptakes (Figure 7C). It follows that the kinetics of DAG and

the currents gated by both IP3 and DAG must also be transient in

this range of uptakes, which is the case in the model (Figure 7E).

The transient course of second messengers at middle and high

uptakes results from a strong feedback inhibition. At low uptake

the inhibition is much weaker and thus the course is not transient.

On the contrary, the intracellular Ca2+ concentration

(Figure 7D) and the Ca2+-gated Cl2 current (Figure 7F) become

sustained in the range of uptakes where the second messengers and

their gated currents become transient: they increase at a slow rate

then decrease gradually. These features are in agreement with

experimental findings. Moreover, this Cl2 current (ICl) is the

major component of the depolarizing currents at middle and high

uptakes, which qualitatively agrees with experimental data in the

frog [101].

The phase portraits E*-SP (Figure 13) show that at most uptakes

except the highest, the maximum of E* and SP are reached at the

same time and the trajectories of the rising and falling phases are

close. This is equivalent to the fact, described by [23] that the

concentration R1* giving a certain value of SP during the rising

phase and the concentration R2* giving the same value of SP

during the falling phase are equal, except at high uptake.

The experimental variability of SP is the highest at high uptake

[30]. This can be interpreted, in the framework of our model,

because we have shown that relatively small changes in some

parameter values in different ORNs can lead to relatively large SP

changes in this range of uptakes (Table 5).

However, several limitations affect the determination of the

parameter values. Besides qualitative limitation regarding the

completeness of the model, two other kinds of limitations must be

taken into account.

First, the model is based on ordinary differential equations

depending only on time which entails two limitations: space is

neglected, as discussed above, and very small concentrations are

not adequately described because all chemical species must be in

sufficiently large number to be considered as continuous variables.

The total number of activated receptors per ORN is 30 when the

uptake is 1022.5 mM/s [36]. The bottleneck of the whole cascade

being the receptors, all uptakes greater than this can be considered

as adequately described by ordinary differential equations.

Presently, for uptakes less than 1022.5 mM/s, only mean values

are obtained. A complete description in this range will require a

stochastic approach, at least at the receptor level.

Second, supposing the model qualitatively valid for the stimulus

used, the problem of the precision of the parameter estimation

arises. The sensitivity analysis we performed permitted a

classification in two categories (see tables in Text S1): the

parameters whose modification changes significantly the SP

response (right columns), which were therefore estimated with

good precision, and those which do not influence much the SP (left

columns), which are less well estimated. For example the

equilibrium potentials need not be precisely known. This analysis

one parameter at a time gives only a partial view because some

parameters are linked. For example, the concentration E* and the

maximum synthetic rate of sM of activated effector appear as a

product, see equations (29) and (30) in Methods, so they cannot be

known independently. The value given for sM is valid under the

assumption that E0
* = 0.136 mM [36]. However, it must be

realized that the problem of parameter estimation is extremely

constrained because the range of acceptable values of most

parameters is restricted and because of the many feedback
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reactions. As a consequence the important parameters are not the

same at all uptakes, especially for falling time. For this reason,

finding a solution that works at all uptakes proved very difficult

and suggests that a significantly different set of parameters in

agreement with the experimental data available will not be easy to

find.

Interpretation of the Global ORN Properties
The present model helps to interpret global properties of the

ORN, especially its performance at efficiently encoding the

stimulus. The response characteristics (amplitude, rising and

falling times) of the SP in the pheromonal ORN present three

remarkable properties: a wide dynamic range, a short rising time

which decreases with pheromone concentration, and a long falling

time which increases with concentration. The proposed model

explains all these features. They can be analyzed from two

different points of view: the relative contribution of the pre- and

post-effector steps and the mechanisms by which the post-effector

steps contribute to the observed features. (1) First of all, the post-

effector cascade contributes considerably to the large dynamic range

which extends over about 6 decades from 1024.75 to 101.5 mM/s.

Indeed, the dynamic range of the effector response is 3.25 decades

only. The post-effector extension from 3.25 to 6 decades results

from the collaboration of the two main currents, the DAG-gated

cationic current and the Ca2+-gated Cl2 current, which present a

large difference in responsiveness. The cationic current has an

(uninhibited) efficient concentration EC50 of 0.01 mM of DAG,

which is reached at a pheromone uptake of 1024.25 mM/s

(Figure 5A), whereas the Cl2 current has an EC50 of 81 mM of

Ca2+, which would be reached at an uptake of 50 mM/s

(Figure 5B), a value not actually reachable because the perirecep-

tion system saturates at <30 mM/s. This means that the cationic

current is most active at low uptakes whereas the Cl2 current is

most active at high uptakes. They complement one another and

contribute, by the separation of their EC50s, to widen the dynamic

range of the ORN. (2) The fast rising time of the SP results from the

cationic current because at all uptakes it is faster than the Cl2

current (compare the dashed and solid curves of insets in

Figure 10). (3) The long falling phase of the SP is also explained by

the two main currents. It reflects primarily the time course of the

cationic current at low uptakes and the time course of the Cl2

current (which closely follows the time variation of intracellular

Ca2+) at high uptakes. The long persistence of Ca2+ at high

uptakes suggests that Ca2+ extrusion is not fast enough. However,

as shown by the direct stimulation of receptors in the model, the

bottleneck which limits the speed of rise and fall of SP is in the

extracellular processes. Although involved and with many steps,

the intracellular processes, as modeled here, are very fast, which

confirms Kaissling’s analyses [23].

An important function of the cascade is to transform a weak

initial signal (pheromone binding to OR) into a strong local signal

(RP and its corresponding SP). As already shown in a previous

work [36] the amplification provided by the pre-effector stage, as

quantified by the ratio E*
r/R*

r, is relatively small at any uptake

(always less than 7.5). Consequently most of the amplification is

provided by the post-effector stage, as quantified by SPr/E*
r

(Table 6). The main amplification is in the electrical stages (Icat

and ICl), since the amplifications of all chemical stages are

relatively small. Cationic and Cl2 channels amplify the signal in

different ways and they dominate the depolarization in response to

different uptakes. Cationic channels amplify the signal at low

uptakes with a short rising time. Cl2 channels amplify the signal

by a larger maximal conductance and a longer duration of

depolarization. The high amplification factor at low uptakes

involves several mechanisms acting inversely on the activation and

inactivation processes. Moreover these mechanisms are not the

same at different uptakes. At extremely low stimulation uptakes,

inactivation processes have weaker effects. This can be partly

explained by the value of Hill coefficients which is #1 for nCa, ncat,

nx, and nicat but .1 for nis and niCa. This means that the inhibition

of the production of second messenger (IP3 and DAG) and of the

IP3-gated conductance develops on a relatively narrow range of

concentration of their modulator, i.e. changes relatively abruptly

in a threshold-like manner. On the contrary, the activation of the

IP3- and DAG-dependent conductances and Ca2+ exchangers

develops on a wider range of concentrations, i.e. more smoothly.

Perspectives
The field of insect olfactory transduction has generated an ever

increasing amount of data but dispersed and fragmentary. The

complication and sometimes confusion that result from these

circumstances justify an attempt to unite the parts in a

comprehensive view and formal synthesis of how things might

work. However, because it is clearly incomplete and involves

several assumptions, the model presented here should not be

considered uncritically as a faithful description of reality. Like any

model, it is intended primarily as a starting point for addressing

new questions, designing new experiments, and offering a tentative

framework for their interpretation.

This model calls for three kinds of experiments. First,

experiments on specific components. For example, are the

contributions of the ionotropic and metabotropic pathways to

olfactory transduction in agreement with our tentative proposal? Is

the membrane repolarized by a K+ channel depending on an IP3-

gated Ca2+ channel, both located in the inner dendrite as suggested

here? What is the exact mechanism of Ca2+ extrusion? Second, can

the model be extended to account for adapted or periodically

stimulated neurons? Can it be induced to oscillate like in mammals

[41,42,102]. Finally, can qualitative differences in all these mecha-

nisms be found between different ORN types in the same and

different biological species? All these experiments have the potential

to confirm or invalidate the views presented here and so to yield

significant progress in our integrated view of the ORN functioning.

Methods

Model Equations
Differential equations for pre-effector events. These

equations describe the uptake, perireception, reception and early

amplification in the moth pheromone receptor neuron. The

species and reactions are defined in Figure 2. The values of rate

constants are given in [36]. The initial values of the species are

given in Table 2.

U~kiLair ð12Þ

dL

dt
~U{kLNL:Nzk{LNLN{kaR:Lzk{aRL ð13Þ

dLN

dt
~kLNL:N{ k{LNzkoð Þ:LN ð14Þ

dN

dt
~{kLNL:Nz(k{LNzko):LN ð15Þ
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dR

dt
~{k1R:Lzk{1

:RL ð16Þ

dRL

dt
~k1R:L{ k2zk{1ð Þ:RLzk{2R� ð17Þ

dR�

dt
~k2RL{k{2

:R� ð18Þ

dG

dt
~{eRGR�:GzeGGrGb ð19Þ

dG�

dt
~eRGR�:G{eGEG�:E{kGaG�a ð20Þ

dGb

dt
~eRGR�:G{eGGrGb ð21Þ

dGr

dt
~kGaG�zkGEE�{eGGrGb ð22Þ

dE

dt
~{eGEG�:EzkGEE� ð23Þ

dE�

dt
~eGEG�:E{kGEE� ð24Þ

The corresponding conservation equations are:

RzRLzR�~R0 3 forms of Rð Þ ð25Þ

GzG�azGrzE�~G0 4 forms of Gð Þ ð26Þ

G�azGrzE�~Gb 3 forms of Gbð Þ ð27Þ

EzE�~E0 2 forms of Eð Þ ð28Þ

Differential equations for post-effector diffusible

species. They describe the biochemical reactions of IP3,

DAG, Ca2+, PKCDAG, PKC* and CaCaM. The reaction rate

constants are defined in Figure 4. The initial values of the

diffusible species are given in Table 2. No conservation equations

were used for these species.

dIP3

dt
~

sM

1z PKC�=Kisð Þnis

:E�{ks2
:IP3 ð29Þ

dDAG

dt
~

sM

1z PKC�=Kisð Þnis

:E�{ks2
:DAG

{ kpd1
:DAG{kpd2

:PKCDAG
� � ð30Þ

dCa

dt
~fCa

:ICazfcat
:Icat{fx

:Ix

{ kap1
:Ca:PKCDAG{kap2

:PKC�
� �

{ kcc1
:Ca{kcc2

:CaCaMð Þ

ð31Þ

dCaCaM

dt
~kcc1

:Ca{kcc2
:CaCaM ð32Þ

dPKCDAG

dt
~kpd1

:DAG{kpd2
:PKCDAG

{ kap1
:Ca:PKCDAG{kap2

:PKC�
� � ð33Þ

dPKC�

dt
~kap1

:Ca:PKCDAG{kap2
:PKC� ð34Þ

Functions for currents. Currents described by (35) to (47)

are in the outer dendritic segment. The other currents are in the

other parts of the sensillum (inner dendritic segment, soma,

auxiliary cells, sensillar lymph). Currents, potentials, conductances,

capacitances and batteries are shown in Figure 6.

IP3-gated Ca2+ current ICa

ICa~GCa Ved{VidzECað Þ ð35Þ

GCa~GMCa= 1z KCa=IP3ð ÞnCa½ � ð36Þ

KCa~KmCa|iCa, with

iCa~1z iMCa{1ð Þ= 1z KiCa=CaCaMð ÞniCa½ �
ð37Þ

DAG-gated cationic current Icat

Icat~Gcat Ved{VidzEcatð Þ ð38Þ

Gcat~GMcat= 1z Kcat=DAGð Þncat½ � ð39Þ

Kcat~Kmcat|icat, with

icat~1z iMcat{1ð Þ= 1z Kicat=CaCaMð Þnicat½ �
ð40Þ

Ca2+-gated Cl2 current ICl

ICl~GCl Ved{VidzEClð Þ ð41Þ

GCl~GMCl= 1z KCl=Cað ÞnCl½ � ð42Þ

KCl~KmCl|iCl, with

iCl~1z iMCl{1ð Þ= 1z KiCl=PKC�ð ÞniCl½ �
ð43Þ

Na+/Ca2+ exchange current Ix

Ix~Gx Ved{VidzExð Þ ð44Þ
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Gx~GMx= 1z Kx=Cað Þnx½ � ð45Þ

Ex~3ENa{2ECa ð46Þ

Leak current Ild at outer dendrite

Ild~Gld Ved{VidzEldð Þ ð47Þ

K+ current IK at inner dendrite and soma

IK~GK Vis{EKð Þ ð48Þ

GK~GMK

�
1z KmK=Cað Þe{V =AK
� �

ð49Þ

Leak current Ils at inner dendrite and soma

Ils~Gls Vis{Elsð Þ ð50Þ

Longitudinal currents from outer dendrite to soma, in auxiliary

cell and in sensillar lymph

Ii~Gi Vid{Visð Þ ð51Þ

Ia~{Ga VeazEað Þ ð52Þ

Ie~Ge Vea{Vedð Þ ð53Þ

Differential equations for potentials. Potentials inside (Vid)

and outside (Ved) the outer dendrite, inside the inner dendrite and

soma (Vis), and outside the auxiliary cell (Vea), see Figure 6.

dVid

dt
~

Ge

Cmd GezGið Þ ICazIcatzIClzIxzIld{Ieð Þ

z
Ge

Cma GezGið Þ Ia{Ieð Þz Gi

Cms GezGið Þ Ii{Ils{IKð Þ
ð54Þ

dVed

dt
~

Gi

Cmd GezGið Þ Ie{ICa{Icat{ICl{Ix{Ildð Þ

z
Ge

Cma GezGið Þ Ia{Ieð Þz Gi

Cms GezGið Þ Ii{Ils{IKð Þ
ð55Þ

dVis

dt
~

Ii{Ils{IK

Cms
ð56Þ

dVea

dt
~

Ia{Ie

Cma

ð57Þ

Numerical integration. The system of differential equations

given above was integrated with the Matlab ode45 solver (The

MathWorks, Natick, USA).

Parameter Estimation
The unknown parameters of the model were estimated by

utilizing various search methods based on the following criteria.

First, we imposed that each parameter be in a physiologically

acceptable range of values compatible with the properties of our

qualitative model of transduction: the order of magnitude of Hill

coefficients is one; the IP3-gated channel is permeable to Ca2+ only

while the DAG-gated channel is permeable to Ca2+ and other

cations, so that fCa.fcat; the reversal potential of the Cl2 channel

ECl must be more positive than 297 mV to be depolarizing.

Second, we considered a parameter set as acceptable if the predicted

kinetics of the sensillar potential were close to the experimentally

measured kinetics at all uptakes. For checking this condition, we

minimized a cost function based on the three response character-

istics, height (Hi), rising time (trise,i) and falling time (tfall,i) at a series

of uptakes i for which these characteristics were determined

experimentally. The differences, DHi = |Hi2Ĥi|, between the

values Ĥi predicted by the model for a given set h of parameter

values and the experimental values Hi, were determined at every

uptake i. The differences Dtrise,i and Dtfall,i were determined in the

same way. Because the three characteristics vary on different scales,

the differences were weighted and summed to produce a single cost

function

E hð Þ~ 1

3n

Xn

i

1:5DHiz70Dtrise,iz5Dtfall,ið Þ, ð58Þ

where n = 26 is the number of uptakes. Third, a solution was finally

accepted only if it was in qualitative accordance with other available

experimental facts: the transient feature of the kinetics of the second

messengers and IP3-gated currents, the sustained property of the

Cl2 currents and K+ currents, and the condition that intracellular

Ca2+ concentration must not exceed 200 mM.

Two search methods were utilized in sequence to find the

parameter values. First, for a global exploration of the parameter

space, we relied on a trial-and-error method. We compared a few

thousands parameter sets, drawn from sets h obeying the first

criterion above, at 3 uptakes (low, medium, high). Most sets led to

unacceptable cost functions E(h) and were rejected. The best sets

were further selected on the third criterion then tested at more

uptakes. Eight presumptive solutions tested at all uptakes with E(h)

in the range 2.74–5.38 were found fulfilling the three criteria.

Second, the best presumptive solution for which E(h) = 2.74 was

locally optimized utilizing the Matlab unconstrained minimizer

fminsearch based on the Nelder-Mead simplex (direct search)

method. The algorithm converged on the set of estimated

parameters h0 shown in Tables 4 and 5. With these parameter

values E(h0) = 2.61.

Sensitivity Analysis
The sensitivity of a model response M to a single parameter bi

can be expressed as a sensitivity function S bið Þ~LM=Lbi. This

partial derivative was estimated as the central finite difference (59)

using both the forward and backward differences

S bið Þ~
LM

Lbi

&
M bizDbið Þ{M bi{Dbið Þ

2Dbi

: ð59Þ

This equation is only valid for an infinitesimal variation

(perturbation) of bi (Dbi?0). Practically, Dbi was implemented as

the product Dbi = jbi, where bi is the nominal parameter value as

estimated above and j is a perturbation factor. We took j = 0.01,

large enough to avoid numerical inaccuracies and small enough
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to prevent the nonlinearity of the model to play a role in the

sensitivity calculations. In our case, the model responses Mu are

the height, half-rise time and half-fall time at different uptakes

log10U (denoted here as subscript u), which have different units

and take values of different orders of magnitudes. In order to

compare their sensitivities Su(bi) we normalized them by the

model response Mu

Sru bið Þ~
Su bið Þ

Mu

ð60Þ

For each fitted parameter, the normalized sensitivities Sru of the 3

characteristics were calculated at 26 values of U from threshold to

saturation. The characteristic and the uptake giving the largest

absolute value Sr (bi) of the Sru(bi) were recorded (see Tables 4

and 5).

It is conceivable that in the optimal parameter set h0, the low

sensitivity of specific parameters is a result of the local optimization

procedure. We checked that this was not the case for each low-

sensitivity parameter k by calculating the cost function E(h9) where

h9 = h0, except for k whose value was taken 10% smaller (and 10%

larger) than its optimal value. We verified that in all cases

E(h9)<E(h0).

Supporting Information

Text S1 Functional significance of nonlinear mechanisms and

sensitivity analysis of model parameters.

Found at: doi:10.1371/journal.pcbi.1000321.s001 (0.08 MB

DOC)

Acknowledgments

We thank Prof. K.-E. Kaissling for experimental data and helpful

discussions and three anonymous referees for constructive criticisms and

references.

Author Contributions

Conceived and designed the experiments: YG PL JPR. Performed the

experiments: YG PL JPR. Analyzed the data: YG PL JPR. Contributed

reagents/materials/analysis tools: YG PL JPR. Wrote the paper: YG PL

JPR.

References

1. Buck L, Axel R (1991) A novel multigene family may encode odorant receptors:

a molecular basis for odor recognition. Cell 65: 175–187.

2. Vosshall LB, Wong AM, Axel R (2000) An olfactory sensory map in the fly

brain. Cell 102: 147–159.

3. Stocker RF (2001) Drosophila as a focus in olfactory research: mapping of

olfactory sensilla by fine structure, odor specificity, odorant receptor expression,

and central connectivity. Microsc Res Tech 55: 284–296.

4. Robertson HM, Warr CG, Carlson JR (2003) Molecular evolution of the insect

chemoreceptor gene superfamily in Drosophila melanogaster. Proc Natl Acad

Sci U S A 100: 14537–14542.

5. Kostal L, Lansky P, Rospars JP (2008) Efficient olfactory coding in the

pheromone receptor neuron of a moth. PLoS Comput Biol 4: e1000053.

doi:10.1371/journal.pcbi.1000053.

6. Jacquin-Joly E, Lucas P (2005) Pheromone reception and transduction:

mammals and insects illustrate converging mechanisms across phyla. Curr

Top Neurochem 4: 75–105.

7. Vogt RG (2004) Molecular basis of pheromone detection in insects. In:

Comprehensive Insect Physiology, Biochemistry, Pharmacology and

Molecular Biology. Gilbert LI, Latro K, Gill S, eds. London: Elsevier. pp

753–804.

8. Kaissling K-E (2004) Physiology of pheromone reception in insects (an example

of moths). ANIR 6: 73–91.

9. Fabre J-H (1879) Souvenirs entomologiques : étude sur l’instinct et les mœurs

des insectes: Robert Laffont, Paris, 1989, 2 volumes.

10. Rau P, Rau P (1929) The sex attraction and rhythmic periodicity in giant

saturniid moths. Trans Acad Sci St Louis 26: 83–221.

11. Schneider D, Kasang G, Kaissling K-E (1968) Bestimmung der reichschelle

von Bombyx mori mit tritium-markiertem bombykol. Naturwissenschaften 55:

395.

12. Kramer E (1997) A tentative intercausal nexus and its computer model on

insect orientation in windborne pheromone plumes. In: Insect Pheromone
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