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a) Department of Geography, Université catholique de Louvain, Louvain-la-Neuve, Belgium.
b) Fonds national de la recherche scientifique (FNRS), Brussels, Belgium

c) Center for operations research and econometrics (CORE), Université catholique de
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Abstract

This paper presents a microeconomic model of residential location that

explores the emergence of a mixed belt where residents and farmers co-

exist beyond a city. The model is based on integrating urban economics

with cellular automata in order to simulate equilibrium patterns in 2D

and through time. Households commute to a CBD and enjoy neighbour-

hood externalities that are a function of both local residential density and

farmland, or open space. They bid on the competitive land market and lo-

cate so as to maximize utility. Incremental population growth changes the

neighbourhood and leads to rent adaptations. With appropriate param-

eter values a mixed belt may emerge between the urban and agricultural

specialized areas. Settlements within this mixed area are more or less

clustered or scattered depending on preferences and neighbourhood size.
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1 Introduction

The diffusion of residents from cities into rural hinterlands is a major spatial

change affecting many metropolitan areas. For several decades, urban expan-

sion, or urban sprawl, has located residents either within rural areas in mixed

housing-farming arrangements or in ’exburbs’, far from the centres, in scattered

urban developments.1 Burchfield et al. (2002) quote the US House of Represen-

tatives (1980) when saying that urban development is ’like Swiss cheese with

more holes than cheese’. These trends have led to an increase in land use plan-

ning policy to conserve green spaces. In the US, according to the Trust for Public

Land, 1,065 out of 1,376 conservation ballot measures were passed in 43 states

between 1996 and 2004, raising over $27 billion in funding for land conservation.

For example, in the 4 November 2004 elections, voters in 120 communities of 26

states passed ballot measures to create $3.25 billion to protect land as parks and

open spaces. In some Western European countries, a longer tradition of spatial

planning has aimed to preserve space from development. In England for exam-

ple, the Green Belt policy guidance, dating back to the 1930s, sought to prevent

urban sprawl by keeping land permanently open. About 1.5 million hectares of

land (or 12 per cent of the territory) is protected in order to retain attractive

landscapes and recreational opportunities2. The Dutch Compact City policy is

a further typical example of a strategy that creates extensive green open spaces,

even within very densely populated areas such as the Randstad, Holland with

growth in total households.

It is necessary to further understand the economic processes of the emer-

gence, at the periphery of cities, of urban spatial morphologies with large open

spaces, easements protected farmland, leapfrogs, greenbelts, scattered expan-
1In this sense, these settlements differ from ’suburban areas’, which are considered to be

a contiguous, built-up extension of the city without emphasizing any mix of land uses or
scattered urbanisation.

2Office of the Deputy Prime Minister, Planning Policy Guidance 2
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sion, etc. This is the objective of the work presented here.

Within the canonical monocentric framework, it is possible to introduce ex-

ternalities, including local public goods and open spaces (or inversely, crowding)

(Fujita, 1989). However this framework is rather limited for modelling heteroge-

neous or mixed space, or scattered development. Facing this challenge, attempts

have been made to model the consumer’s taste for open spaces in different ways.

Some studies favour an empirical approach and attempt to measure the value of

open space with econometric tools (e.g. hedonic pricing, contingent valuation).

Others choose theoretical methods and try to model scattered urban patterns,

agents’ interactions and leapfrog development. The work presented here adopts

the second approach with a model inspired by the seminal work of Ogawa and

Fujita (1980); Fujita and Ogawa (1982). Here, local potentials arise between

residents (households preference for neighbourhood interactions), and ’green’

externalities arise from the proximity of farmers. This microeconomic model is

combined with a cellular automaton that simulates neighbourhood interactions

in two-dimensional space and through time. The model generates city with a

central residential area and a mixed periurban belt that becomes denser nearer

to the centre and as population grows, and a variety of mixed spatial structures,

including scattered development that are stable over the long-term.

The article is organised as follows. The next section presents the state-of-

the-art about mixed forms and discontinuous urban development, and the use

of cellular automata to analyse such settlement patterns. Subsequently, the

economic model and its coupling with a cellular automaton is described as well

as the long-run properties of this integrated model. Finally, the 2D simulation

results are presented and discussed with some perspectives on future research.

3



2 State-of-the-art

Numerous econometric studies have shown that open spaces, golf courses, public

parks, green belts, forests and often agriculture are much sought-after living

environments. These results explain the growth in analytical and theoretical

approaches to modelling the preferences for open space, including the use of

cellular automata. These three aspects: applied studies, analytical models and

cellular automata, are discussed below.

2.1 The value of open spaces : applied research

Methods of revealed preferences (hedonic pricing or transport costs) and stated

preferences (contingent valuation or conjoint analysis) have shown that house-

holds are willing to pay for open/green spaces. These results are now sufficiently

well accepted that it is not necessary for this article to present a large body of

literature on the subject. Instead, key empirical findings are emphasised below

using examples.

First, note that open spaces are only valued when they are in close proximity

to a residence. Close proximity can mean contiguous (Thorsnes, 2002; Hobden

et al., 2004; Mooney and Eisgruber, 2001; Earnhart, 2006), or a few tens or

hundreds of metres: 400 m for Geoghegan et al. (1997), 600 m for Tyrvainen

and Miettinen (2000), 500 m for Bolitzer and Netusil (2000) and 100 m for

Kestens et al. (2001). For example, Thorsnes (2002) showed that in the Grand

Rapids region (Michigan) the land adjacent to a forest had a greater value (?) by

between 19 and 35% than land further away, but without a premium for houses

located on the other side of the road. Bolitzer and Netusil (2000) showed that

the proximity of golf courses or public gardens increased property values, but

that being too close (less than 30 m) had negative influences (congestion, noise),
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which counterbalance the positive amenity effects. These results suggest that

immediate neighbourhoods matter and that the effect of externalities is highly

localised and often decays non-monotonically with distance (congestion).

Using information about the legal status of land, Irwin (2002) showed that

available private land has a negative influence on the price of neighbouring

houses. This effect was attributed to the risk of subsequent housing devel-

opment. Conversely, the preservation of agricultural land through land use

planning increased the value of adjacent properties. Because of anticipation of

conversion, it is controversial to consider agriculture as an open space. Using

conjoint analysis, Roe et al. (2004), showed a positive effect, but conversely

Paterson and Boyle (2002) and Smith et al. (2002) found negative relationships.

Other studies, such as the analysis of green spaces by Cheshire and Sheppard

(2002), introduce econometric results within public economy models. Using pre-

viously estimated parameters from the two stages of a hedonic model (Cheshire

and Sheppard, 1995, 1998), they calculated household utility, equilibrium rents

and the net and gross benefits of various land use policies. They conclude that

the provision of public gardens and peripheral agricultural areas (containing

new urban development) brings net benefits to households, but that the re-

sulting rise in property prices leads to costs that exceed the benefits, and thus

that the net effect on welfare is negative. Bates and Santerre (2001) also com-

bined theory and econometrics within an urban economic model where public

green space enters the utility function of the consumer. They inferred a demand

function and an econometrically estimable equation and showed that national

and local public green spaces are slightly substitutable, while privately owned

space and local public open space are not. These last two analyses account for

the mechanisms by which land rent governs the trade-off between private and
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public spaces (the latter being congestible3 and generating externalities that

can entail market failures). However, the gain in terms of theory and struc-

tural econometric modelling is obtained at the expense of the spatial dimension

such as distances and neighbourhood interactions (the importance of which were

discussed above).

2.2 Mixed residential-agricultural space: economic mod-

els

Urban economic models that generate mixed space with heterogeneous agents

were initially developed to understand the location of workers and consumers or

industrial or commercial companies within specialised or mixed zones. Ogawa

and Fujita (1980); Fujita and Ogawa (1982) produced a set of such models.

One of these models was developed using two dimensional space (Ogawa and

Fujita, 1989). The key elements in these models, as re-developed by Fujita

and Thisse (2002), were the interactions between agents and the decrease of

these interactions with distance. The interactions can lead to the endogenous

generation of CBD’s or polycentric cities, a major issue for these authors.

Such models attempt to open (at least partly) certain black boxes by showing

the role of proximity interactions in the development of urban forms. Research

in this area is, however, rare (Anas and Kim, 1996; Anas and Xu, 1999; Page,

1999). A small, but increasing, number of similar models have also been applied

to mixed agricultural and residential spaces, where local interactions are due to

agricultural externalities that benefit households.

Cavailhès et al. (2004b) proposed a model of this type with an exogenous

CBD and linear space, where households and farmers locate according to their

bid-rent. The bid-rent of the households depends on commuting costs and the
3Lee and Fujita (1983) already undertook an analysis of impure landscape public goods
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amenities provided by farmers. The analytical solution gave the equilibrium

level of the agricultural amenities obtained when the two bid-rents are equal. By

reasoning (as did Fujita and Ogawa, 1982) in terms of the density of households

and farmers at each location, Cavailhès et al. (2004b) obtained a continuous

mixed space, i.e. without residential and agricultural patches of measurable

thickness.

Other models show the importance of underpinning model development with

a two dimensional (2D) framework. Wu and Plantinga (2003) introduced an

open space amenity in a household utility function. This exogenously located

amenity decreased with distance within a 2D space, which allowed an analysis

of the effect of the size and form of green zones. If the amenity was not centred,

two residential zones could exist, one around the CBD, the other around the

green zone. Wu and Plantinga (2003) therefore accounted for leapfrogging in

city development, which was one of their objectives. Marshall (2004) offers

another theoretical example, where municipalities are distributed across a 2D

spatial grid. An optimal proportion of public open spaces is sought in each

municipality knowing that it can be substituted with private land consumption

and also overflows into neighbouring municipalities. Cavailhès et al. (2004a)

use a model where households consume various urban and green amenities at

locations that are ordered hierarchically using a exogenously chosen fractal form

(a Sierpinski carpet).

A further theoretical model, developed by (Turner, 2005), shares some simi-

larities with the work presented here. Turner worked within a one dimensional,

discrete space (while we will use two dimensions) with fixed property lots (we

will make the same assumption) and within which migrants arrive (i.e. an open

city model). When a resident is surrounded by vacant space, he receives a util-

ity ’bonus’, δ (in our case this will depend on the neighbouring density of green
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space). Turner obtained both a specialised city and a scattered ring within

which contiguous parcels alternate between being occupied or vacant.

Turner proposed several variants to this approach. In one case, migrants

arrive sequentially through time. The dynamics is driven by the unbalanced

property market of an open city that receives migrants sequentially. This means

that for each time step at least two landowners are in competition. Let us detail

the underlying economic mechanisms since they are similar to those in the model

presented here. Turner assumed that the households within the city have infinite

moving costs and that the landowners are myopic, patient, and cannot change

their prices through time. Consider the parcel that is just beyond the urban limit

(parcel no1). It is vacant since its residential bid rent is less than the agricultural

bid rent. Since the next parcel out (no2) is not however bordered by residential

land, its residential bid is higher and it is developed. The bid of this developed

parcel (no2) is equal to the agricultural bid rent increased by the marginal

increase in transport costs (unitary) because the parcel is in competition with

the third one (no3), which could offer the same bonus δ (thus no2 and no3

landowners are Bertrand-type competitors). Once parcel no2 becomes occupied

parcel no3 remains vacant because it no longer has the δ advantage. In contrast,

the fourth parcel (no4) is developed, owing to the bonus from the vacant third

cell (no3). Subsequent parcels alternate between being occupied and vacant

until δ no longer compensates for the additional commuting costs.

Finally, Irwin and Bockstael (2002, 2004) undertook another kind of analysis

and applied a 2D model to exurban Maryland to predict the location of change

under different scenarios. The authors modelled urban conversion decisions

by owners of undeveloped land. The decision to develop a parcel at a given

moment in time is made by comparing the net gains at that moment with

those for developing at a subsequent period. Neighbourhood externalities are
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embedded within the calculation of the gains in the form of a ‘repelling’ effect

among residential parcels. The authors recast this model of optimal timing of

development in stochastic terms in order to estimate parameters from a database

of observed land conversions. Probabilities of development are updated at each

time step for each cell as the externalities are lagged in time and endogenous.

In applications, the model makes use of detailed spatial information (GIS).

Furthermore, time is treated in the model in a similar way to ours and, as will

be shown below, to cellular automata.

This review of economic models shows that the need for models developed in

two dimensional space is essential for several authors Cavailhès et al. (2004a);

Marshall (2004); Wu and Plantinga (2003); Irwin and Bockstael (2002) as is

the sequence of decisions through time (Turner, 2005; Irwin and Bockstael,

2002). We have also seen that empirical models have identified the effect of

short distances and immediate neighbourhoods. These conclusions reinforce

our choice of using a cellular automaton model to operate an economic model

within two dimensional space and through time. We now briefly present the key

characteristics of cellular automata models and related literature.

2.3 Cellular automata and urban dynamics

CA are discrete dynamic systems that consist of a regular grid of cells, each being

in a state taken from a finite set. Time is discrete. At a given moment t, the state

of each cell is determined by its own state and the state of its neighbouring cells

at t− 1 according to a transition rule,which may be deterministic or stochastic.

The early theoretical developments of Cellular automata (CA) came during

the infancy of computer science and were attributed mostly to Von Neumann

(1966) based on work on self-reproducing machines. A classic example devised

in the 1970’s of a CA is Conway’s Game of Life. This model is based on a 2D
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grid for which each cell has two possible states (dead or alive) and where the 8

cells contiguous to a particular cell are used to update the value of the cell using

a deterministic rule: a cell is born if it has exactly 3 alive neighbours, it stays

alive if it has 2 or 3 alive neighbours, but otherwise dies out or remains dead.

These transition rules are applied simultaneously to all cells of the grid and lead

to a variety of spatial configurations (stable, cyclical, gliding,...) depending on

the initial patterns.

CA are increasingly applied to the modelling of natural and human sys-

tems. To better capture real-life processes, they sometimes include stochastic

updating of cells (as for Markov processes), various sizes and forms of neigh-

bourhood, cell-specific constraints on their rules, or non-simultaneous updating

of the cells. Overall, the strength of CA models is to emphasize the role of

local, neighbourhood-type, interactions in shaping aggregate forms. They are

particularly useful therefore for analysing processes where the close proximity

of different agents is assumed to impact on the evolution of spatial structure

over time.

Early cellular dynamic models of socio-economic systems and human in-

teractions in space were not necessarily referred to as CA. Sakoda (1971) and

Schelling (1971, 1978) developed segregation models where individuals of two

groups were located on a grid. A version of Schelling’s model was developed

in the urban context by Miyao (1979) who found that, within the monocen-

tric framework, mixed patterns could be locally stable if the neighbourhood

externalities were weak relative to the elasticity of utility with respect to land

consumption. More recently, Axelrod (1984) and Nowak and May (1992) aimed

to understand social dynamics and relate CA to Game Theory. Indeed, the

significance of neighourhood (Schelling-type) interactions is still very much em-

phasised in recent empirical or theoretical work on residential change and the
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internal social structure of cities (e.g. Durlauf, 2004; Galster et al., 2000; Ioan-

nides, 2002). However, as shown earlier, few economic studies have considered

this modelling structure to represent mixed agricultural-residential patterns.

The nearest 1D example being Turner (2005), and 2D simulation being Irwin

and Bockstael (2002). In the mean time, geographers have been using CA to

model urban sprawl processes.

CA passed from abstract games to geographical models after the work of

Tobler (1979) and Couclelis (1985)(see Batty et al., 1997). Within the last ten

to fifteen years CA applications of urban and regional land use change have been

prolific4. The generalized and constrained CA of White and Engelen (1993, 1997)

is one of the best known applications that is combined with a regional model in

order to simulate micro-scale land use change. A shared characteristic of this

approach with economic models is the decreasing interactions between agent-

cells with distance within the neighbourhood. The SLEUTH model (Clarke

et al., 1997; Clarke and Gaydos, 1998; Silva and Clarke, 2002) has also been

used to describe urban growth patterns in different cities worldwide.

Geographical CA applications can simulate changes in land use and the com-

plex forms of cities, but most do not relate spatial processes to the economic

decisions of agents. Yet, some cellular models can be found, in which spatial

externalities are the bridge between CA and urban economics. Page (1999) de-

veloped a model where agents have either negative or positive preferences for

agglomeration and for the average distance to other people. While some re-

sults match the results obtained by Beckmann (1976) with his dispersed city

model, the model considers economic variables only indirectly. Webster and

Wu (1999a,b, 2001) proposed a micro-economic model of externality bargain-

ing between polluting firms and residents within a CA framework that may
4An overview of this field is presented in the special issues edited by Batty et al. (1997)

and Benenson and Torrens (2004).
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lead to spatial segregation of firms and residents. Parker and Meretsky (2004)

modelled conversion from agricultural to urban use within a profit maximizing

framework with positive or negative neighbourhood externalities. A static equi-

librium is obtained by allowing one on two cells to change state successively in

a checkerboard manner.

Within the urban monocentric framework, urban growth models with durable

housing (reviewed by Brueckner (2000)) are the most similar to dynamic cellu-

lar models, as the spatial structure is not adjusted instantaneously but exhibit

history-dependence. Although they do not consider externalities, these mod-

els provide properties that differ from the standard Alonso-Muth-Mills model.

Anas (1976, 1978) has analysed housing durability under myopic landowner-

ship in a model where population growth is accommodated at the periphery

of the city. Others have developed models with irreversibility and perfect fore-

sight (e.g. Mills, 1981; Fujita, 1982; Wheaton, 1982; Turnbull, 1988), and show

how positive density and rent gradients can occur, how land development can

take place from the outside inward, and how leapfrogged, mixed or scattered

development patterns can arise as equilibrium configurations.

The benefits we see from coupling CA and urban economics is to enable

complex 2D spatial forms to emerge through time because of proximity interac-

tions. The possibility exists, therefore, to relate observable mixed or scattered

urban forms to agent preferences.

3 The model

3.1 Assumptions and functioning of the model

Let space be an isotropic area with a given and point-wise central business

district (CBD) where all employment is located and radially accessible from
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any point. This space is a discrete grid and each cell is occupied either by a

household or by a farmer.5 Mixed use is not allowed. The surface of each grid

cell is taken as the unit of surface and corresponds to the size of a residential

plot (thus fixed).

Households are all identical and composed of a single worker/consumer.

They commute to the CBD, rent a fixed residential lot, and consume a com-

posite good that accounts for all other expenses. They benefit from two types

of externalities. The first externality is named ‘social’ and results from the

presence of other households in the neighbourhood. The second is a ‘green’

amenity that is produced by neighbouring farmers, if any, as a by-product of

the production of agricultural goods. The farmers sell their production at the

CBD and, therefore, have a Thünen-type bid-rent. The bid-rent of a household

depends on commuting costs and on the environment of its location. The later

depends on the quantity of the two externalities found in its neighbourhood.

The externalities diffuse in all directions, but are limited to a certain distance

(i.e. proximity interactions).

Absentee landlords allocate land to the highest bidder within a competitive

land market but development is irreversible. Moreover, rents are negotiated at

each time step across the whole area: we model a rental land market and not

an ownership land market.

Because of some exogenous event, households from the ‘rest of the World’

may migrate into the area at no cost if they can obtain a utility surplus (i.e. an

open-city model). We consider the case where these migrations occur: the city

grows around its CBD, which is assumed to provide enough employment. It is

further assumed that in-migration is sequential and, without loss of generality,

that only one household arrives at each time step (a sufficiently small unit of

5Note that we use residential and developed as synonymous, and similarly for agricultural
and undeveloped.
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time is thus chosen). We model the micro-economic functioning of this economy

so that a short-run equilibrium is obtained at each time period. Short-run

equilibria follow from one another until the point in time where utility in the

area is the same as in the ‘rest of the World’. At that time, immigration stops

and the long-run equilibrium is reached.

The sequential arrival of households leads to a land market where, in each

short-run residential equilibrium, there is a surplus of supply relative to demand.

This kind of unbalanced land market was discussed in section (2.2) using Turner

(2005)’s model (although here we can relax the myopia assumption because

we assume a rental market). In fact, the new migrant chooses the location

that maximizes his utility. Thus he locates in a cell according to the distance

separating the cell and the CBD and the externalities that he observes at the

moment of his migration. In general, there are several sites with the same utility

(if only because of the symmetric characteristics of the grid). The owners of

these sites are Bertrand-type competitors facing the monopsonistic new migrant.

This drives the rent paid by the unique immigrant down to the agricultural bid.

The paid rent being lower than his residential bid-rent, the new migrant pockets

a utility surplus.

At each time step, the arrival of an immigrant changes the density around

the residential site chosen, i.e. the social and green externalities in the cells

that makeup its neighbourhood. Following these changes, the threat of moving

by the households that settled earlier (i.e. the tenants) forces landowners to

adapt rents so as to equalize the utility of all city residents. At all time steps,

equilibrium rents are such that, whatever the cell they occupy, all households

have the same utility level which is fixed by the last immigrant.6 Moreover, the
6Whether each tenant actually moves or obtains a new rent from the landowner is not

important. Moreover, the intra step actions (a new migrant arrives, rents adjust, tenants
move) are simultaneous. We do not consider the Walrasian tâtonnement process.
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conversion of a cell into residential use is assumed to be irreversible.7

Two consequences arise from this economic and spatio-temporal functioning

of the model. First, as long as the utility surplus is positive, a new immigrant

is attracted from the ‘rest of the World’ and will settle at the next time step.

Second, the utility surplus tends to decrease from one time step to another be-

cause of increasing commuting costs as the city expands (‘regional’ trend) even

if neighbourhood conditions for a cell can be improved by the last immigra-

tion(‘local’ effect). Because utility is the same in each cell, it is equivalent to

the newly developed site to be occupied by the new immigrant or by a local

tenant who moves to that cell.

In comparison with Turner (2005), migrants in our model also arrive sequen-

tially through time and put landowners in competition. However, our hypothe-

ses in terms of agent behaviour are different: intra-urban mobility is allowed and

a rental market is considered so that households, using the threat of moving, can

renegotiate the rent at each time step. Household utility is thus equal through-

out the city at each time period and rents vary from place to place (conversely

to Turner’s model, where the rent is constant at each occupied location of the

mixed ring). Moreover, our reasoning is made within a 2D world (as in Irwin

and Bockstael (2002)) with a green amenity that depends on neighbourhood

density, and a distance-decay effect (rather than being fixed and constrained to

contiguous cells as in Turner). This allows for the emergence of complex spatial

forms.

In the next section, we formalize the behaviour of the farmers and households

(3.2), then the functioning of the cellular automaton (the dynamic and market

equilibria (3.3), and the geometry and externalities (3.4)) and finally charac-

terize the long-run equilibrium based on the available analytical information
7High costs are assumed for re-conversion of residential parcels to agricultural use, which

is a realistic assumption. To simplify the approach, we do not model construction costs.
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(3.5).

3.2 Microeconomics

Farmers produce an agricultural good (with land as the only input and con-

stant returns to scale) and amenities that are a by-product of farming. The

harvest is sold at the CBD market. Calling b the unitary transport cost and d

the distance from the CBD, the agricultural bid-rent, Φ is a linear Thünen type

equation:

Φ = Φ0 − bd (1)

Households , all identical, maximize a Cobb-Douglas utility function U :

U(Z,E, S) = ZEβSγ (2)

where β, γ ≥ 0. Utility depends on a non spatial composite good Z (chosen as

the numéraire), a residential plot (chosen as the surface unity), and externalities

that are of two types: Environmental Externalities, E, representing preferences

for a scenic landscape, proximity to forest and pastures, greenness, open space...

and Social Externalities, S, representing preferences for social services and con-

tacts, schools, public transport, network services.8

Households commute to the CBD to work and to shop and earn a fixed

income, Y , a part of which is allocated to commuting costs. Calling a the

unitary commuting cost, d the distance from the CBD and R the land rent, the

budget constraint is therefore:
8We do not ignore that agriculture generates negative externalities (noise, smell, pesticides,

...) nor that high urban density generates congestion, crowding, air pollution... In both cases,
we assume a positive net balance of amenities and nuisance.
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Y = ad + Z + R (3)

The maximization of (2) under the constraint (3) leads to the following

indirect utility function:

V = (Y − ad−R)EβSγ (4)

The reservation bid-rent, i.e. the maximum rent that a resident is ready to

pay for a location in order to reach the same utility level U as in the ‘rest of the

World’ is:

Ψ = Y − ad− UE−βS−γ (5)

Absentee landowners allocate undeveloped land to the highest bidder.

3.3 Dynamics

At each time step t, a single immigrant enters the city from the ‘rest of the

World’9 and makes a location choice based on the spatial distribution of the

externalities at t−1 and the distances from the CBD. He chooses an agricultural

cell in order to maximize his utility at that time, U t, whatever future changes.10

For migration from the ‘rest of the World’ to occur, a utility surplus is

required, i.e. U t−U = ∆U t > 0. This condition is met as long as the rent paid

by the new migrant, Rt, is lower than its reservation bid, Ψ(U) (given by 5).

More precisely, the rent paid by the new migrant always equals the agricul-

tural rent. In fact, we have Rt = Φ because at a given time, two (or more)

agricultural cells may provide the same maximum utility level U t to the immi-
9Without loss of generality, the unit of time is chosen to adjust the growth rate to one.

10Future population growth and future change in their neighbourhood are unimportant to
households because they rent a residential plot rather than purchasing it.
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grant. If not, the difference between the best and the second best undeveloped

cells can at least be overlooked. As explained before, the arrival of a new sin-

gle resident puts several landowners in competition on the land market with

excess supply for a single new demand. The cells that are not chosen by the

new resident only provide the agricultural rent, Φ, to the landowners. Thus,

the landowners will compete à la Bertrand and the new resident pay the agri-

cultural rent. The corresponding utility U t is then derived from the indirect

utility function (4):

U t = (Y − ad− Φ) EβSγ > U (6)

It is further assumed that at time t, local households can move without

moving costs across developed sites in order to maximize their utility. A short-

run equilibrium is reached when they equalize their utility to the level of the

last immigrant, wherever the location. Therefore, their short-run land bid Ψt is

given from (4) similarly as (5) but using U t given in (6) instead of U :

Ψt = Y − ad− U tE−βS−γ (7)

Development being irreversible, the landowners have to accept this bid: Rt =

Ψt. As usual in residential equilibrium models, it does not matter whether the

tenants move or not. The threatof moving forces landowners to adapt rents.

Note that particular cases may occur where Ψt may be inferior to Φ when

the new migrant locates closely and degrades the environment. In this case

E−βS−γ in (7) may raise. If U t does not decrease enough, Ψt may fall below

the agricultural bid. Thus, in some cells and some periods of time, the resi-

dential rent may decrease below the agricultural bid Φ. We assume that, in

this situation, the owner of a cell do not delay urban development as in option
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value models (Capozza and Helsley, 1989, 1990) because, as we will see with

simulations, the cell can be in agricultural use indefinitely.11 The landowner

is thus supposed to accept the development of the cell a time t as soon as a

household chooses this cell and his bid is higher than the agricultural bid. The

situations where the residential rent decreases below the agricultural bid are

generally temporary because the neighbourhood effect (local effect) is often ab-

sorbed after a few steps by the trend decrease in U t (regional trend). As will be

shown in the simulations, exceptions exist however where the difference remains

up until the long-run equilibrium.

The long-run equilibrium is reached at t as soon as the level of utility within

the city equals the level of utility in the ‘rest of the World’: U t = U . Thus, for

the last migrant, equation (5) entails:

Ψt ≡ Ψ(U) = Y − ad− UE−βS−γ = Φ = R (8)

All other city inhabitants receive the same utility wherever their location.

Their bid-rent is also given by (8) and according to the local value of distance

and externalities. At that time, no household has an incentive to move either

within the city or from the ‘rest of the World’.

3.4 Space and externalities

Now consider a grid with a finite number of cells and a dimensionless CBD

located at the origin (0, 0). Locations are now characterised by their ij Cartesian

coordinates. The area is featureless (except for the CBD) and isotropic, and

there are no exogenous amenities. Each cell ij is characterized by the Euclidean

distance from the CBD, dij , that is the commuting distance (households) or

11It is beyond the scope of this article to model the choice of the landowner between two
sequences of rents deriving from two states, one being irreversible (urban) and the other
(agricultural) which might also be indefinite.
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the distance to the agricultural market (farmers). The cell size is constant and

equals the fixed size of a residential plot. At time t, each cell ij is characterized

by the presence of one, and only one, type of agent: Household (H) or Farmer

(F ). The state of a cell is Cij ∈ {H,F}.

We now define and formalize the neighbourhood externalities that enter the

household utility function.

Green and social externalities. Eij , the neighbourhood environmental ex-

ternality, is assumed to decrease with increasing residential density. This pro-

cess represents losses of greenness and closure of the landscape caused by the

presence of additional residents in the neighbourhood. E is therefore a local dis-

persion force. Conversely, Sij , the neighbourhood social externality, increases

with increasing residential density. Additional residents in the neighbourhood

are assumed to provide more personal contacts as well as additional commodities

and services. S is therefore a local agglomeration force.

Three definitions are needed to formalize these externalities:

Neighbourhood. The level of externalities at a given location ij is a function

of the land use in a neighbourhood denoted Nij .12 Each cell kl belonging to

Nij is characterized by the Euclidean distance fkl separating ij and kl, called

the focal distance. The extent of the neighbourhood, i.e the maximum focal

distance within a neighbourhood (fkl ≤ f̂), is fixed and exogenously given and

denoted by f̂ .

Distance-decay. The two neighbourhood externalities, denoted by Eij and

Sij , are assumed to depend on distance between ij and kl: a weight wkl is given

to each cell in Nij , depending on the focal distance fkl and the spatial extent

12The cell ij itself is not part of its own neighbourhood.
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of the neighbourhood, f̂ . The following decreasing function is chosen so that

0 < wkl ≤ 1:

wkl = 1−
(

fkl − 1

f̂

)σ

(9)

where σ is a positive parameter. The same distance-decay relationship is used

for both externalities in order to simplify the analyis.

Local potential. We can now define the local interaction potential depending

on both the density and the distance decay:

ρij =

∑
kl∈Nij

wklHkl∑
kl∈Nij

wkl
(10)

where Hkl = 1 if Ckl = H, and 0 if Ckl = F .

It can also be called a weighted density.

Functional form of the externalities. Eij and Sij can now be defined as

functions of ρij . Both externalities are given in exponential form:

Eij ≡ E(ρij) = e−(ρij)
θ

Sij ≡ S(ρij) = e(ρij)
φ

(11)

where both θ and φ have positive values.

It is reasonable to think that the marginal effect of the externalities on

utility decreases. E(ρ) should therefore be a strictly convex function of the

neighbourhood weighted density, while S(ρ) should be concave. Given that ρ

ranges from 0 to 1, this leads to the following restrictions on the parameters:

θ ∈]0, 1], φ ∈]0, 0.5].13

13These conditions can be considered without loss of generality, whatever the value of β and
γ, as utility is ordinal, and any monotonic transformation of a given utility function represents
the same preferences. Details of all conditions can be found in Caruso (2005) available on
request.
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Monotonic functions were chosen, and thus, for example, we do not account

for congestion or isolation. Nonmonotonic functions would increase the number

of parameters and therefore the number of simulations needed to explore the

results.

Total neighbourhood amenity. Define the total of the local externalities

by Lij = Eβ
ijS

γ
ij , i.e.

Lij = e(γρφ
ij−βρθ

ij) (12)

The new migrant takes this total externality in t−1 as given and maximizes

U(Z,E, S) = ZEβSγ = ZL subject to the constraint (3) for choosing a location

at time t, and does not consider the effect of his own decision on the other

households.

Given this functional form, different configurations of the total amenity,

Lij(ρ), are found when varying the preference of households for a ‘green neigh-

bourhood’ (β) or for ‘social neighbourhood amenities’ (γ). The examples pre-

sented in Fig.1a show L (y-axis) according to ρ (x-axis), depending on the β

and γ values.

[Figure 1 about here.]

In the case of the upper curve (β = 0, γ = 1), households are not sen-

sitive to green externalities. The denser the neighbourhood, the greater the

amenity. For the bottom curve, (β = 1, γ = 0), households prefer null density

neighbourhoods. For the three intermediate curves, households trade-off the

two externalities. When density is low, the total amenity increases with density

because of social needs. As density increases, the increase in amenity becomes

less important because of the concave shape of S(ρ) and because of the decrease
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in greenness E(ρ). A maximum level for the externalities is achieved at a cer-

tain level of weighted density. Further increasing the weighted density leads

to more social interactions, but the decrease in greenness becomes increasingly

important and decreases the total benefit.

The existence of a maximum in (12), L(ρ), is conditional on θ > φ. Denote

ρ∗ the optimal weighted neighbourhood density:

ρ∗ =
(

φγ

θβ

)1/(θ−φ)

(13)

θβ ≥ φγ is needed as an additional condition to have ρ∗ ∈ [0, 1].

With a low preference for greenness (low β), ρ∗ is high. In this case, even

within a completely urbanised environment (ρ = 1) households have neigh-

bourhood benefits higher than 1. With more preference for open environments

(higher β), the optimal neighbourhood weighted density ρ∗ is achieved more

rapidly and the decrease in total externalities comes earlier. However, disben-

efits (L(ρ) < 1) can only be generated when β > γ, i.e. when the taste for

greenness is high. When β = γ = 1, households are indifferent to a fully ur-

banised neighbourhood (ρ = 1) and a completely empty neighbourhood (ρ = 0),

but prefer intermediate densities. Finally, decreasing θ accentuates the convex-

ity of the open space amenity and gives more importance to very low densities.

Similarly, decreasing φ accentuates the concavity of the social amenity and also

gives more importance to very low densities. In both cases, the optimal local

density would be lower.14

14No sensitivity to θ and φ is undertaken within the simulations presented here, the param-
eters are considered as given parameters of household perceptions. The limit values θ = 1 and
φ = 0.5 have been used to keep ρ∗ sufficiently far from 0 and so better differentiate the cases
as the possible ρ values are discrete. A larger magnitude of L would be obtained with lower
φ, but this would imply lower ρ∗. Also, the magnitude of L is already affected by β and γ.
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3.5 Long-run equilibrium

We can now link the dynamic microeconomic model to the cellular space to

obtain long-run spatial equilibria and show that a mixed periurban belt may

emerge from the land market equilibrium.

The capacity of a new resident to bid over a farmer depends on the com-

muting cost and on the quality of the neighbourhood. The latter varies from

place to place with no a priori relationship to the commuting distance. Denote

by d̃ the boundary between urban and agricultural areas in the standard case

of urban economics with no externalities. d̃ is the solution to: Ψ |β=γ=0= Φ.

Its existence is conditional on Y − U > Φ0 (i.e. the city exists if the residential

bid-rent is higher than the agricultural bid at the CBD) and a > b (i.e. the city

ends only if the slope of the residential bid-rent is steeper than the agricultural

bid-rent).

When households enjoy externalities higher than one, equation (5) entails:

Ψ(d̃) |EβSγ>1> Ψ(d̃) |β=γ=0. Therefore, the household’s bid-rent increases and

the specialized agricultural area is pushed away from the CBD by the area where

residents benefit from the externalities. To find out what the land use pattern

is within this particular area, simulations are required (see section 4). However,

whether this area is mixed and what are its position and extent directly depend

on the value of the parameters. We show this below and present it in the form

of three propositions.

Location specific bid-rents. The long-run residential bid-rent can be for-

mulated as a function of the local weighted density, ρij (from 5 and 11):

Ψij = Y − adij − Ue(βρθ
ij−γρφ

ij) (14)

One can see that there is a set of residential bid-rent curves at a given dis-
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tance from the CBD, each corresponding to a possible neighbourhood weighted

density. Fig.1b plots four bid-rents (y-axis) according to the distance from the

CBD (x-axis), for the case where the preference for open space amenities is

slightly larger than the preference for social amenities (β = 1.25, γ = 1.00; bold

curve in Fig.1a).

The lower curve, denoted by Ψ |ρ=1, corresponds to a fully urbanised en-

vironment (ρ = 1, i.e. the right end F of Fig.1a. With such an environment,

the household bid-rent intersects the bid-rent of the farmer (Φ) at du. This

is the limit of the specialized city. The upper curve of the Fig.1b, denoted

by Ψ |ρ∗ corresponds to the optimal weighted density, ρ∗ (point C on Fig.1a).

Commuting distance is logically the longest for this value. dc is the intersection

of the residential bid-rent Ψ |ρ∗ and the agricultural bid-rent Φ. Beyond this

point, the area is specialized with agriculture. Within the distances du and

dc, according to the social and green amenities, the residential bid-rents range

between these two extreme curves. All intermediate values can be taken. The

intermediate curves all intersect the agricultural bid-rent and thus some sites

will be developed (those above Φ) while others will not (those below Φ).

Between du and dc on Fig.1b a mixed belt will develop in the sense that there

will be both agricultural and residential cells. Denote by m = dc − du > 0 the

width of this theoretical mixed belt that varies with β and γ, as does its location

from the CBD. Because of the uniqueness of the land use within each cell, the

pattern within the mixed belt will show scattered residential developments that

fragment the agricultural space.

Existence and limits of the mixed belt. The limits d̃ (traditional city

without externalities), du (inner limit of the periurban belt) and dc (outer limit

of the periurban belt, i.e. maximum commuting distance) are the solution to
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Φ = Ψ (Eq.1 and 14) for different values of ρ (Eq.10) (still with a > b and

Y − U > Φ0). We can then obtain dc and du with respect to d̃, the traditional

fringe, respectively as the solution to Φ = Ψ |ρ=ρ∗ and to Φ = Ψ |ρ=1:

dc = d̃ +
U(L(ρ∗)− 1)
(a− b)L(ρ∗)

(15)

du = d̃ +
U(L(ρ = 1)− 1)
(a− b)L(ρ = 1)

(16)

With the above mentioned parametric conditions for a maximum of L(ρ)

in ρ∗, we have L(ρ∗) > 1. Thus, from (15), dc > d̃. The commuting fringe is

greater than the classic urban fringe. Moreover, under the same conditions, we

also have L(ρ∗) > L(ρ = 1), which, from (15) and (16), entails dc > du and thus

the existence of a mixed belt (m > 0).

At the limit case θβ = φγ, we have ρ∗ = 1 (from 13), and thus L(ρ∗) = L(ρ =

1). From (15) and (16) we then obtain du = dc > d̃, i.e. there is no longer a

mixed belt (m = 0). This case is schematically represented in Fig.2b. The same

thing occurs a fortiori when the preference for environmental amenities is even

smaller θβ < φγ (from (13, ρ∗ > 1) or cancelled β = 0 (L(ρ) then increases

continuously).

Proposition 1 When β > 0, γ > 0, θ > φ, and θβ ≤ φγ, a fully urbanised

neighbourhood represents a positive externality. The traditional city is thus fur-

ther expanded, but there is no mixed belt: dc = du > d̃. If θβ > φγ, there is a

mixed belt for which the upper limit is greater than the standard fringe: dc > du

and dc > d̃.

[Figure 2 about here.]

Three different situations can be identified when the mixed belt exists (m > 0)

according to the position of the lower limit du with respect to the traditional
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urban fringe. These situations are shown in Fig.2c,d,e. The position of the

mixed belt depends on the ratio β/γ.

When β < γ, we have L(ρ = 1) > 1 from (12) and then dc > du > d̃

from (15) and (16). The mixed belt falls beyond the classic urban fringe. At

the limit case β = γ, the preference for social and environmental amenities

equilibrates and the mixed belt becomes appended to the traditional fringe:

dc > du = d̃. With stronger preferences for environmental amenities, β > γ,

(12) indicates that L(ρ = 1) < 1: the full occupancy of a neighbourhood leads to

disamenities. Then (15) and (16) show dc > d̃ > du, i.e. the mixed belt overlaps

the classic fringe and reduces therefore the size of the specialized urban core.

An example of this case was used previously in Fig.1b: households with a strong

preference for green neighbourhoods encounter negative externalities when the

local weighted density is high. Their bid-rent can therefore fall under the classic

bid-rent (curve E=A on Fig.1b, E being the local density level (0 <E< 1) that

solves L(ρ) = 1, see the intersection of the bold curve in Fig.1a with L(ρ) = 1)),

and a farmer can outbid the resident at a distance dij < d̃.

Moreover increasing β, with γ constant, results in a larger mixed area. In

fact, a marginal increase of β generates a larger decrease in L(ρ∗) than in L(ρ =

1) (from 12 and 13). Therefore, from (16) and (15), one can see that the decrease

in dc is smaller than the decrease in du. This is represented in Fig.2 by widening

the mixed belt from row c to row e.

Proposition 2 When m > 0 and β < γ, the mixed belt expands beyond the

standard urban fringe: dc > du > d̃. When m > 0 and β > γ, the mixed

belt overlaps the standard urban fringe: dc > d̃ > du. Other parameters being

constant, increasing β leads to a larger mixed area m.

In the limit case where there is no preference for social amenities (γ = 0),

there is a corner maximum in L(ρ = 0) = 1. Any increase from the null
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local density is a disamenity. In this case, the maximum commuting distance

equalizes the standard fringe (as found from (15) with L(ρ∗) = L(ρ = 0) = 1)

and the mixed belt is thus entirely included within the limit of the standard city:

dc = d̃ > du. This case is shown in Fig.2f. It is also interesting to note that

when γ = 0 or more generally β > γ, the specialized urban core can disappear

as soon as du ≤ 0, i.e. Ψ(d = 0) |ρ=1≤ Φ(d = 0). The city is therefore mixed

from the CBD.

An important but rather counter-intuitive property of the model results from

the discussion about the limits:

Proposition 3 The preference for local social interactions is a local centripetal

force (ρ∗ increases), but also a regional centrifugal force that pushes the special-

ized residential and agricultural areas away from the CBD (du and dc increases).

The preference for local open space amenities is a local centrifugal force (ρ∗ de-

creases), but also a regional centripetal force, that brings the specialized residen-

tial and agricultural areas closer to the CBD (du and dc decreases).

4 Simulations

The model is non-linear, 2D and the long-run equilibrium is constructed through

time after a sequence of short-run equilibria. Therefore, simulation is needed

to further describe the spatial pattern of the mixed zone. We first describe the

simulation method and the short-run land market equilibrium (4.1). We then

illustrate the growth path of the city using an example (4.2) and finally discuss

some long-run archetypal cities, obtained by changing the preference parameters

(4.3).
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4.1 Short-run equilibrium simulation

We choose a square grid with 2500 cells. At t = 0, all of these cells are in

agricultural use. The region is then filled-in by the arrival of one migrant per

time step t. There are three necessary conditions for a cell ij to be developed

at time t by the new immigrant: (i) the cell is in an agricultural state at t− 1,

(ii) the utility of the household at ij is higher than in the ‘rest of the World’

(this is the incentive to migrate into the region, which cancels out in all cells

at long-run equilibrium t), and (iii) from all the available cells, ij provides the

highest level of utility as evaluated from observing the city at t− 1 and bidding

the agricultural rent Φ.15

During the growth of the city (t < t), the level of utility that the immigrant

expects from migrating at time t in location ij, is based on Lt
ij ≡ L(ρt−1

ij ). The

utility obtained at time t can thus be re-formulated to include this lag. Similarly

to (6) and using (12), we have

U t = (Y − adij − Φij) Lij = e(γ(ρt−1
ij )φ−β(ρt−1

ij )θ) > U (17)

with ρt−1
ij being given by with Hkl = Ht−1

kl .

Therefore, as long as t < t, the land rent for the undeveloped cells at t− 1 is

∀ij | Ct−1
ij = F : Rt

ij = Φij (18)

while the land rent for the set of cells that were in residential use at t− 1 is:

∀ij | Ct−1
ij = H : Rt

ij = Ψij(U t) = Y − adij − U te(β(ρt
ij)

θ−γ(ρt
ij)

φ) (19)

15In our grid, two or more locations at the same distance from the CBD and with the same
neighbourhood density, can provide the highest utility level. With a single migrant, only
one cell can be converted into urban use. To resolve this problem, a tie-breaker is applied
arbitrarily using a random number. Whilst this random element makes small changes to
individual locations, it does not affect the fundamental results of the model, but may change
the orientation of the overall morphology.
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which includes potential changes in the neighbourhood due to the new migrant

(i.e. density at t is now taken).

4.2 Trajectory of spatial equilibria and rents

A simulation is first conducted for the case where the preference for green ex-

ternalities is higher than for social amenities (β = 1.25, γ = 1.00) in order to

show the growth path of the city and the development of a mixed belt. As

shown in Fig.1b, a total externality lower than 1 (L(ρ) < 1) is possible when

the neighbourhood density is high. The neighbourhood used here comprises 28

cells (f̂ = 3.00). Figures 3 and 4 show the north east quadrant of the grid

(other quadrants being symmetrical). Figure 3 is a zoom on the very first time

steps and the cells closer to the CBD. Figure 4 maps land use change up to the

long-run equilibrium t and the distribution of rents.

The first resident chooses the bottom left corner where the commuting cost

is null (L(ρ) = 1 for all cells). Its utility is Y −Φ00 = 7.00 > U .16 The situation

is different for subsequent migrants who can trade-off commuting cost with a

better quality neighbourhood, given the presence of previous residents. For

instance, the third resident benefits from social interactions with the first and

second residents as well as green amenities, and therefore raises utility to 8.37.

Utility then gradually declines with newcomers as commuting costs increase. It

is clear from t = 5 to t = 12 (and subsequently) that the development does not

follow the minimum transport cost path. Households tend to locate contiguously

along a central axis so as to benefit for contact with previous households and

green cells alongside. Other areas then develop as the transport costs increase

leading to a striped urban development (see Fig.4), typically with urban stripes

that are two to three cells wide separated by one or two green cells.

16Parameter values for the simulations are: Y = 10, U = 5, Φ00 = 3, a = 0.15, b = 0.00.
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As time passes, the cells that were leapfrogged or left between two stripes

become urbanised, gradually leading to greater compactness close to the CBD.

The compact part of the settlement is thus generated step by step, while in the

meantime, the mixed zone is pushed outward.

[Figure 3 about here.]

[Figure 4 about here.]

These dynamics are reflected in the evolution of the rent. The effect of

increasing utility and neighbourhood change in the first steps entail sharp de-

creases in land rent values close to the CBD (Fig.4,i). Land rent then begins

to rise gradually, following the increase in population and commuting costs and

the downward adjustment in utility. For example, at t = 100, utility is 6.00 and

the land rent profile decreases with distance in a more classical way (Fig.4,j ).

Later, as a consequence of filling in the locations that were leapfrogged in previ-

ous steps close to the CBD, the rent profile tends to become more concave (e.g.

compare t = 300 and t = 451 in Fig.4, k and l).

As shown on figure (Fig.4,j ), rents change through time as a result of both

population growth and increasing neighbourhood density. Land rent increases

with population because the fringe is pushed outward and commuting distance

increases. A mixed belt is gradually created and within this belt rents vary

from place to place. The gradual urbanisation of neighbourhoods within the

belt affects the general decreasing shape of the rent profile through time.

With the parameter values used in this simulation, the sequence of rents for

a cell can be described by three stages:

1. Agricultural rent until conversion;

2. Then, fall in the rent following neighbourhood change due to new migrants

at the fringe. This step can be preceded by rent increases if local density is
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far below ρ∗ at the moment of conversion and thus small density increases

can provide benefits;

3. - Rent continuously increases following total population growth and

fall in utility in the absence of change in the neighbourhood as new-

comers settle further away;

- or rent falls again as a neighbouring cell that was initially leapfrogged

is developed and the neighbourhood degradation is not compensated

for by utility decreases due to the higher commuting costs of the new

migrant.

The trajectory of a single cell can stop at any of these stages, when the

long-run equilibrium t is reached and population growth stops.

From t = 2 until the end state, some cells remain below the level of the

agricultural rent (Fig.4 third row, and outlined cells on second row maps). A

few steps before the long-run equilibrium, there may not be sufficient time to

compensate for the neighbourhood effect.

Clearly, no landowner would accept to develop the cells where Rij < Φij at

t and thus from t to t = ∞, except if they do not know the moment t of the

long run equilibrium. It is realistic to assume that landowners think that such

a fall is temporary and expect that the unknown t is sufficiently distant from

t (t � t) and that their rent will be higher than the agricultural rent from t′

(t < t′ < t) to ∞.17

17Remind that an alternative assumption, based on the work of Capozza and Helsley (1989,
1990), is that conversion irreversibility causes a delay in the optimal moment of conversion
and an option value that is capitalised in the rent. In our case however, if landowners choose
to delay urban development they would take the risk to see their land undeveloped forever.
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4.3 Archetype cities

To illustrate how varying the preferences leads to different spatial configurations,

five pairs of preference parameters (the β, γ pairs corresponding to Fig.1b and

Fig.2) are used in the following discussion and sensitivity to neighbourhood size

(f̂) is also analysed.18

Different long-run morphologies are shown in Fig.5 and compared to the

standard model with no externalities (tile a). We identify three archetypes,

named ‘Compact city’, ‘Mixed Periurban belt’, and ‘Dispersed City’ and de-

scribe them below.

[Figure 5 about here.]

The Compact City is defined by a clear break between residential and agri-

cultural cells. This always occurs if green externalities are not included in the

model (tiles b and c is case where β = 0) and when the preference for social

amenities is so high that the optimal density ρ∗ is beyond 1 (the condition

θβ > φγ is not respected, e.g. tile c: θβ = φγ). Comparing tiles b and c with

the standard model (tile a), it is also evident that the Compact City is more

extended and populated (see t). The increase in commuting cost is compensated

for by the consumption of the social externalities.

These results were obtained earlier (see Proposition 1 and Fig.2b). However,

the simulation brings the more surprising feature that the Compact City is

‘polygonal’ and not circular, i.e. its fringe is flattened (compare tiles a and b).

The reason for this is the strong preference of households for social contacts.

The flattening of the borders allows households at the fringe to benefit from

more social interactions. Indeed ρ is higher along the edge of a square than
18Complementary developments can be found in Caruso (2005), available on request.
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along the perimeter of a circle.19 This flattening of the city boundary is weaker

when households also value open spaces (β increases, compare tiles b and c).

The envelope polygon then has more sides and gradually tends towards a circle

as the relative importance of local agglomeration decreases.

The Mixed Periurban Belt arises with stronger preference for agricultural

amenities (Fig.5, tiles d and e). A mixed area emerges between the urban and

agricultural specialized areas. Again we find the results obtained analytically

(Proposition 2 and Fig.2d): when preferences are neutral (β = γ), the extent

of the compact urban core coincides with the standard urban fringe (du = d̃)

(Fig.5 d); when the preference for green amenities increases further, the size of

the mixed belt increases because of a reduction in the specialized urban core

(du) and a smaller decrease in the commuting limit (dc) (Fig.5 d).

The Dispersed City then arises when the relative preference for local green-

ness is even higher. Households do not accept a fully occupied neighbourhood,

even at close distances from the CBD, and the specialized urban area disap-

pears. The city is completely mixed and less populated (Fig.5, tile f ). As found

earlier, its extent is limited to the standard urban fringe.

Mixed morphologies. What is new from the simulation is the spatial

arrangement of residences and agriculture within the mixed areas. We have seen

in the previous section how stripes are created stepwise and how green gaps are

later filled in. We see here that the Dispersed City entails spotted or clustered

type developments while the Mixed Periurban City shows stripes and isolated

leapfrogged cells. It is also clear from tiles e and f that there is a variation of the

morphology within a given mixed belt. At shorter distances from the CBD, the
19This result is independent of any border effects. The 360o pattern would be obtained by

symmetry.
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morphology exhibits a gradual transition towards compactness (thinner green

spaces or larger residential clusters). Further away from the centre, leapfrogs

and stripes are of a constant width although distance is increasing. This two

parts structure is evident in tile e. Indeed, there is no reason for a household to

leap beyond the size of its neighbourhood in order to find an optimal density.

Although distance is increasing, it cannot be compensated for by a better spatial

arrangement (at the fringe, local density is optimal (ρ∗)).

Finally, the size of stripes and clusters depends on household preferences (e.g.

compare the width of stripes in tile d and e). The level of space fragmentation

within the mixed areas can be measured and is shown to increase with green

preferences (Caruso, 2005).

Neighbourhood size. For a given set of preferences, the morphology is

further determined by the spatial horizon of households. Varying neighbourhood

size (f̂) does not impact on the density of the mixed belts, but impacts on the

width of residential stripes and agricultural fragmentation. Some variations in

the size of the neighbourhood for the case where β = 1.25 and γ = 1.00 are given

in Fig.6. The fragmentation of space is lower for larger neighbourhood extents,

the size of residential clusters and stripes being wider. Other experiments have

also shown that when households are not sensitive to local agglomeration, but

only to greenness, they still cluster when a large neighbourhood is considered

(Caruso, 2005).

[Figure 6 about here.]

The following summarizes the findings in terms of morphology obtained from

these simulations:

Proposition 4 With strong preferences for neighbourhood interactions between

households, the circular shape of the city becomes polygonal. When households
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have greater preference for local open space, a mixed belt exists in the form of

residential stripes or clusters. The morphology within this mixed belt is more

compact towards the centre and exhibits invariant local patterns near to the

fringe. Landscape fragmentation increases with the preference for local greenness

and when households have smaller spatial horizons.

Additional simulations and measures in Caruso (2005) showed that the dis-

persion of residents in the mixed belt leads to an excess of aggregated commuting

cost in comparison with a standard city of the same population (with no exter-

nalities). The rent, however, is also higher and the benefits of fragmentation

exceed the costs: if the rent was redistributed to the city inhabitants, the wel-

fare would be higher in a Mixed Periurban Belt city than in a standard city of

identical population. This is certainly an element to consider when assessing

the social and economic costs of actual sprawl morphologies. Furthermore, it

was also shown that a decrease in the unit commuting cost leads to a larger

mixed belt with a similar morphology. A Thünen agricultural rent (b > 0) has

similar effects. Conversely, increasing the level of income favours the compact

part of the city and pushes the mixed belt (of the same size and morphology)

further away from the CBD.

5 Conclusion

This article has presented a microeconomic urban model of the growth of a city

with social and green amenities embedded within a cellular automaton. The

model simulates the emergence of different residential morphologies with dis-

crete time steps within a 2D and discrete monocentric space. The dynamics of

the system are generated by the sequential decisions of migrants who choose a

location according to their observations at the previous time step (commuting
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distances and neighbourhood amenities). We show that the sequential migration

process adds a surplus to the household reservation utility, which is the incentive

to migrate from the rest of the World, until the long-run equilibrium is reached.

Different spatial configurations were observed. The compactness/fragmentation

of space changes according to the relative importance that agents attach to

neighbourhood social externalities with respect to neighbourhood green exter-

nalities.

Results were obtained both from the characteristics of the long-run equilib-

rium and from simulations on a square grid. It was found that the presence of

local agglomeration forces might compensate for commuting costs and, there-

fore, expand the size and population of the city. Local agglomeration forces

also change the circular shape of the standard urban economics city into a poly-

gon. When increasing the preference for neighbourhood open spaces, a mixed

area with farmers and residents emerges at the periphery of a compact urban

core. Fragmentation of space arises as an equilibrium configuration in the form

of clustered and striped settlements, which are smaller when residents have

greater preference for local open-space or a smaller spatial horizon. Fragmented

cities are also less populated.

The succession of micro-morphologies with distance from the CBD was em-

phasized and shows how people self-organize when they trade-off two opposing

neighbourhood externalities with commuting costs. In dynamic terms, the pref-

erence for low local densities generates leapfrogging residential growth. When

agricultural gaps are later filled in, land rent in the neighbouring locations de-

creases. The general decline in the rent profile tends therefore to curve in mixed

periurban areas.

Methodologically, the model has shown that it is possible to overcome the

differences between spatially-explicit simulations of land use change and the-
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oretical urban economics models. The model has provided insight into the

relationship between residential preferences and spatial fragmentation. Future

research could therefore address sprawl and sustainability issues, not only on

the basis of aggregate economic indicators, but also on the basis of an evaluation

of city forms.

Several models have recently been proposed in the literature to account for

the development of urban forms characterized by irregularities and discontinu-

ities and by mixed land uses. This diversity of models calls for a comparison

of their assumptions, functioning and results, but also for a comparison of their

results with reality. This can be achieved by calibrating econometric models

derived from these theoretical models or by simulation with realistic parameter

values. In this context applying our model in different areas is an important

challenge. We think that the two-dimensional output of the model and the set

of realistic assumptions that are made are an advantage in this respect. The

ability of the model to generate spatial forms that compare with the observed

pattern has already been assessed in the Brussels periurban area using different

spatial indices(Caruso et al., 2005). Further research is to be conducted in order

to set up precise calibration methods and derive behavioural parameters from

matching the patterns generated by the model and the observed urban forms

and evolutions.

We have brought microeconomic foundations into urban cellular automata

and 2D space into an urban economic model. Our approach reinforces the link

between urban economic theory and the 2D spatial structures and forms of

urban change. Jointly with the availability of large scale spatial data, many

applications are thus possible to further understand how the behaviour of eco-

nomic agents generate specific urban forms. In fine, further developments from

our method can, for example, be useful to inform planning authorities about
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how urban expansion should be controlled to face both market and coordina-

tion failures. More generally, analyses that combine both microeconomics and

the generation of detailled urban forms may be useful for assessing the implica-

tions of urban sprawl processes as well as alternative land use planning options

in terms of social costs, agents preferences, congestion, and environmental im-

pacts.
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(a) Total externalities L as a function of neighbourhood density ρ.

(b) Bid rents (with β = 1.25, γ = 1.00, i.e. bold curve in above figure).

Figure 1: Top: L(ρ) with θ = 1.0, φ = 0.5 and five sets of preferences (β, γ).
Bottom: Ψ(d) when β = 1.25, γ = 1.00 and θ = 1.0, φ = 0.5 (Slope of agricul-
tural rent (Φ): b = 0). [A] to [F] are particular values of ρ. [A]: ρ = 0; [B]:
ρ∗ > ρ > 0; [C]: ρ = ρ∗; [D]: ρ > ρ∗ such that L(ρ) > 1; [E]: ρ > ρ∗ such that
L(ρ) = 1, [F]: ρ = 1.
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d̃
CBD | | (a) β = γ = 0

du = dc

CBD | | | (b) θβ ≤ φγ or β = 0,γ > 0
du dc

CBD | | | | (c) θβ > φγ, β < γ
du dc

CBD | | | (d) θβ > φγ, β = γ
du dc

CBD | | | | (e) θβ > φγ, β > γ
du dc

CBD | | | (f) β > 0,γ = 0

Figure 2: Urban boundaries. Position of the mixed belt with respect to the
standard fringe when varying preferences (bold line: specialized urban area,
bolder line: mixed area, light line: specialized rural area).
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(a) t=1 (b) t=2 (c) t=3

(d) t=4 (e) t=5 (f) t=6

(g) t=7 (h) t=8 (i) t=9

(j) t=10 (k) t=11 (l) t=12

Figure 3: First iterations. 12 first time steps with β = 1.25, γ = 1.00, and
f̂ = 3.00. Zoom on the 36 cells closer to the CBD. Utility (U t, i.e. immigrant
paying φ) is indicated within cells. Utility is maximum in grey cell(s). Black
cells are agricultural. White cells are urbanised.
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t = 20 t = 100 t = 300 t = 451

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 4: Short-run equilibria with β = 1.25, γ = 1.00, and f̂ = 3.00. a to
d : land use (continued from Fig.3). e to h: Rent map (darker grey for higher
rents, white boxed cells for R< Φ = 3.00). Rent profile R(d) (the curve is a 2nd
order fit).
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(a) β = γ = 0.00, t =
339

(b) β = 0.00, γ = 1.00,
t = 1606

(c) β = 0.50, γ = 1.00,
t = 1181

(d) β = γ = 1.00, t =
671

(e) β = 1.25, γ = 1.00,
t = 444

(f) β = 1.00, γ = 0.00,
t = 61

Figure 5: Long-run pattern archetypes according to changes in β and γ with
f̂ = 3.00.
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(a) f̂ = 1.42 (b) f̂ = 2.00 (c) f̂ = 3.00

(d) f̂ = 4.00 (e) f̂ = 5.00 (f) f̂ = 7.00

Figure 6: Long-run pattern archetypes according to changes in neighbourhood
size f̂ (β = 1.25, γ = 1.00).
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