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SOM for dissimilarity data (Con2006)
o Very general method

o Euclidean distance is replaced by a dissimilarity measure 
                        

 No hypothesis on the structure of the data

                                                                                       

 « No free lunch »

o Batch algorithm

o Important computation time

o Sensitive to the intialization
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Methods

 Why use projection algorithms ?
o Visualizing high dimensional data in two dimensions

o Insight on the proximities between samples

o Linear projection with PCA

o Non-linear projection algorithms (SOM, MDS, 
ISOMAP,...)

Neighborhood structure on  a 7x7 grid

Conclusion 
o Stress the proximities and the dissimilarities between species

o Represent the within-species variability and highlight potential new cryptic species

o Assign new samples to a species

Data set

 Hylomyscus tribe (Murinae family)
o 482 samples

o Gene Cytb (1267 sites)

o Non-polymorphic sites and sites with more than 20%

missing data were deleted (421 sites)

o Some samples are well identified and characterized

o Some samples are not labeled with any species

 

 Comparison of two samples
o  Kimura-2P dissimilarity 

A posteriori highlighting the available information about the 
samples

Self-organizing maps (SOM)
o Initially designed for Euclidean data (Koh2001)

o Neighborhood structure, topology preservation

o Vector quantization (clustering, unsupervised 
classification)

o Stochastic algorithm

o Generalization of k-means  
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