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Abstract: Despite recent technological advances, proliferation of online databases and
community data collection and modeling efforts, the environmental observatory and
modeling communities remain fragmented due to the lack of summaries of available
observations data, differences in information models and metadata, lack of common data
discovery and access protocols tuned to model requirements, and significant semantic
differences in data description. However, purely technical solutions for interoperability are
insufficient for establishing a shared interoperable infrastructure. The establishment of any
technology in a population of potential adopters takes place within a context of social and
economic processes. A community cannot become instantaneously aware of all the
available data and software resources available to it, nor can consensus arise uniformly
about which information models, data access mechanisms, and encodings are most
appropriate. The theory of technology diffusion describes the process by which innovations
are accepted by successive subgroups within a population, and suggests a series of activities
to encourage adoption. The related phenomena of increasing returns and path dependence
can facilitate the spread of interoperable software services and harmonized data models, but
may also lead to lock-in of suboptimal solutions. Fortunately, the low cost, consensus-
driven development and minimally invasive nature of interoperable web service interfaces,
and the abstract foundations of well-conceived data models minimize this risk, and also
further promote acceptance of these technologies.

Keywords: Interoperability; Semantics; Data sharing; Information models; Technology
diffusion; Increasing returns.

1 INTRODUCTION

The holy grail of current-day integrative scientific studies is seamless interoperability
across arbitrary data sets from arbitrary domains of knowledge. The purely technical
aspects of this challenge have been the topic of years of effort in a broad range of studiesin
the domains of information science and data communications, resulting in various solutions
that have been called technical or syntactic. Such solutions consist of suites or libraries of
function calls, messages, or service operations that can be implemented by software
components distributed throughout the Internet, and whose parameters and results are
expressed using well-defined and well-known data structures.

Equal in importance to technical interoperability is semantic or data interoperability,
wherein the requests and results passed among the components of a distributed software
system carry content that is understood in some broad sense to convey meaning, to carry
concrete values for concepts that are interpreted equivalently by all the elements of the
system, and also by the system's human users. Technology for expressing such notions has
also been developed and is the topic of much current research and a growing range of
applications; it falls under the domain of knowledge representation, is expressed as
ontologies (controlled vocabularies and, in brief, the definitions of their elements), and
forms a fundamental component of the emerging semantic world-wide web.
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In addition to current-day requirements for integration of information contained in widely
distributed data sources is a growing awareness of the need to integrate data processing
capabilities within and across domains of knowledge, or put another way, a need to enable
interoperability among software models. The term "model” is overloaded even within the
context of data processing and computer science. For purposes of this discussion, a model
is a software program, representing some physical process or phenomenon, that requires a
set of parameters as input, possibly at many points in time during its execution, and
generates a result or set of results. We specifically exclude from this definition the term
"information model" or, equivalently, “data model,” which refer to the conceptual view and
semantic content of elements within adomain of knowledge.

Technologies for structural and semantic aspects of these issues are still evolving, but have
achieved a certain degree of maturity. Yet, they are only the first requirement for a truly
interoperable and universally accessible solution to data sharing and integration. The
ultimate goal of universal interoperability for data resources and models depends upon
propagation of knowledge about the various solutions, acceptance and awareness of the
advantages that it confers, agreement about which interoperability technologies are
appropriate and desirable, concurrence about the representation and specific content of
semantic descriptions, and generation of motivation and development resources for
implementation and adoption. These are all social rather than technical processes, and
subject to many factors, including limitations and outright barriers that characterize their
cultural and institutional milieus.

Coming to grips with these issues in a generic, intellectually defensible, and broadly
comprehensible manner requires expertise and experience both within a comprehensive
sample of the domains of integrative scientific research, and also well beyond them,
touching on topics that embrace economics, psychology, business administration, and a
range of other esoteric domains, each potentially a life's work in its own right. We offer
here a few perspectives from the standpoint of our particular experience in data modeling,
environmental and biological science, and the process of standards development and
advocacy from within the context of one international standards body, the Open Geospatial
Consortium (OGC).

2. PRELUDE: INTEROPERABLE SOLUTIONSASA SINGLE ENTITY

Much of the following discussion refers to the uptake of interoperable technologies as if
they were one monoalithic entity, or treats one such technology as a proxy for all of them. In
point of fact, even if we restrict our attention to the OGC alone, we encounter a substantial
and growing number of specifications and standards, of a variety of types. The best known,
and probably still the most widely represented in deployed systems, are data services,
which allow any compliant client application to request and obtain information maintained
by the archive and supporting software behind the service interface. A significant and
growing number of data models have also flowed from OGC efforts, starting with the
foundational Geography Markup Language (GML) [OGC, 2007c] and proceeding to a
series of domain-specific application schemas. Most of these data models are specified in
terms of their structural or syntactic encodings in the XML Schema language, but the
semantic concepts underlying them are also part of the specifications and are well
understood within their respective information communities. OGC specifications also
include catalogues and associated methods for discovery of resources, as well as an entire
set of documents that support sensing devices and human-mediated data collection
programs. Specifications that can provide interoperable interfaces to computational models
and workflows include the Sensor Planning Service (SPS) [OGC, 2007b], which is more a
generic tasking interface than a sensor-specific interface protocol, and the Web Processing
Service (WPS) [OGC, 20074].

For all this, from the standpoint of potential adopters, there is no deep distinction between
interoperable geospatial services, data and metadata encodings and meanings, and
interoperable modeling paradigms. Essentially the same considerations apply to adoption
of any or al of these technologies, and they amount in sum to a substantial component of
the “whole product,” a concept introduced by Moore [1991] and revisited below.
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3. TECHNOLOGY DIFFUSION AND THE PROCESS OF ADOPTION

Any examination of factors that delay or prevent adoption of interoperable technologies
would be incomplete without consideration of patterns and processes understood to govern
or describe technology adoption in the absence of any particular cultural or institutional
barriers. Study of these phenomena has increased during the past several decades, and they
now constitute one of the pillars of marketing strategy.

3.1 Technology Diffusion: Background

The adoption of new technology is not and can never be instantaneoudly universal. Thereis
a dynamic to the spread of information about an innovation, the way it garners the attention
of interested parties, and the degree to which it provokes a sense of necessity within
members of the target audience.

We consider this process in the light of the theory of diffusion of innovations throughout a
population of potential adopters, as originally described by Rogers (see, e.g., Rogers
[2003]), and applied and popularized by Moore [1991]. In brief, the theory describes a
Technology Adoption Life Cycle in which five different groups within a target population
successively adopt innovative technologies. In general, an innovation must be accepted by
one group before the next group starts to consider it seriously. The first group, the
Innovators, is typically a small minority of the target population. Innovators are
technologists, enthusiastic about exploring new technology on its own merits. The next
group are the Early Adopters, still a minority, but visionaries who see new technology as a
way to establish a competitive advantage, or more generally, produce a major step forward
for the sake of their organization or its mission. Their purchasing decisions are based more
on their imagination and vision than on established references, and they are willing to take
risks in order to gain the benefits that they foresee. The Early Mgjority are the next group
to adopt a technology, comprise a large proportion of the target population, and are key to
wholesale acceptance and operational deployment of innovations. Individuals who belong
to this group are driven by pragmatic concerns such as remaining abreast of proven
solutions and not falling behind beneficial practices that competing organizations have
embraced. They are interested only in solutions that are stable and well-supported, and they
base purchasing decisions on references from sources that they trust, which necessarily
depend on the accumulation of time and experience, and are not available until later in the
product’s lifecycle. The final two groups are the Late Majority, who adopt technology only
after it has been incorporated into standard operations, and the Laggards, who resist
adoption. These latter two groups are not of concern in this discussion except to note that
they are the final adopters (or non-adopters), in any population.

In the case of a discontinuous innovation, i.e., one that involves a substantial change in
strategy, employee behaviour, and new capabilities with new implications for an entire
business, there is a particularly difficult gap that new technology must cross in order to
succeed and be accepted by the entire population. This “chasm” is the divide between the
Early Adopters and the Early Majority. It is hard to traverse because the Early Mgjority
depend on relationships, proven reliability, and references, and none of these are available
early in a product’s lifecycle. Experience at this point lies with the Early Adopters, but
their criteria are not of the sort valued and trusted by the pragmatist. The theory goes on to
suggest a four-step process that maximizes the opportunity for “crossing the chasm”, i.e,,
enabling the widespread adoption of the new technology by the Early Majority. We discuss
these below in the context of interoperable geospatial technologies.

3.2 Applicability

This theory was conceived in the context of commerce and marketing of technical products
by individual organizations. The case we are considering here involves the global spread of
open interoperability standards for data and models, and engagement in technical
development as well as operational deployment of these models by many cooperating as
well as competing organizational entities. Many of the same considerations apply, but the
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cases are really quite different and merit further exploration, as well as examination of the
recent history of the development of standards-compliant implementation and uptake in
actua deployments.

3.3 Processfor “Crossing the Chasm” in the Arena of Geospatial | nter operability

We return to the four-step process prescribed by Moore [1991] in further evaluating the
condition and progress of interoperable solutions in the geospatial domain, with particular
reference to the process and guidelines for developing such solutions in the context of
programs conducted by the Open Geospatial Consortium. Recall that the aim of this
process is to engender the adoption of innovative technology by the pragmatic Early
Majority, who insist upon reliable and well-referenced solutions before accepting them as a
part of their organizations' infrastructure. Moore poses the response to this problem using
the analogy of a military operation.

Target the Point of Attack

The first step in this process is to “target the point of attack,” or in more conventional
terms, to identify a market segment that truly requires and will measurably benefit from the
innovation. This step is vital, particularly in the context of commercial organizations.
Experience has shown that it is impractical and generally not productive to attempt to
promote adoption by the entire target population. An effort of this magnitude would be
diluted by the sheer number of individuals that the program was attempting to reach, and
would be afatal flaw within a group that depends heavily on well-established relationships
and references. A coordinated effort in one market segment avoids this pitfall.

In the geospatial domain, the collective pain of what might be considered a single market
segment engendered the creation of the precursors to the OGC and ultimately the
Consortium itself. These were the government agencies, including the Earth Observation
agencies, who were stewards of increasingly large volumes of substantial imagery datasets,
and who needed to share their data with other government, academic, or commercial
organizations. Replicating such large datasets was often prohibitively expensive, and
converting formats to alow integration of these with other sources of information was not
only costly, but a significant engineering enterprise in its own right, with its own technical
challenges, requirements for specialized development, and other sources of delay. Even as
computing power and storage capacity increased, so did the capability and practice of
collecting satellite and aerial imagery, as well as the types of imagery and other specialized
data with spatial and temporal attributes. The OGC started as an early coalition of
Innovators and Early Adopters, who sought and ultimately developed workable solutions to
the interoperability problem. The need for these innovations was such that the early efforts
at development and experimentation were also blessed with an audience from within the
Early Magjority among the agency population, awaiting a set of technologies that were
sufficiently stable to deploy as operational systems.

The success in this market segment, such as it was, provided the basic essentials for
propagation of interoperable geoprocessing capabilities to additional agencies and
ingtitutions: a well-defined technical solution, a suite of increasingly reliable commercial
products, and a growing set of operational deployments, aready tested in one segment of
the population of potential adopters. This has become a beachhead for further propagation
into the Early Majority within other organizations, including city and county governments
and the community of professionalsinvolved with environmental modeling and analysis.

Assemble the Invasion Force
This second step of the Moore paradigm entails making sure that the product, when

presented to the customer, provides a complete solution, or what Moore calls a “whole
product.” In practical terms, this means not only that the product is functional and reliable
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as an isolated entity, but that other services and capabilities essential to support it are also
ready and available to potential adopters.

In the context of interoperable data services, this could include documentation and training,
a community of developers and consultants, and an entire suite of products that can be
compared and assessed on the road to implementation as operational deployments.

In the context of interoperable data models, it means not only that the model is supported
by documentation and a community of implementers, but that the paradigms supported by
the data model are truly representative of the target population of adopters. In order for an
information model to be useful in the context of interoperable web services, there must also
be ancillary technology such as client software that understands the model sufficiently to
render or analyze the data, format conversion tools for dataset translation or on-the-fly
conversion so that legacy data available via interoperable services, catalog services to
enable discovery.

In the context of OGC technology, this step is far from complete, and its maturity varies
considerably across the spectrum of services and information models that comprise
interoperable geospatial technology. However, the “invasion force” is sufficiently well
assembled to gain acceptance and credibility in some domains, representing the leading
edge of the “assault.” In particular, the OGC data services, including the Web Map Service
(WMS) [OGC, 2006], Web Coverage Service (WCS) [OGC, 2007d], and Web Feature
Service (WFS) [OGC, 2005] have been incorporated into numerous commercial and open-
source products and enjoy increasingly broad use in the geospatial analysis community.
Well-defined and broadly accepted information models compatible with the WFS are also
emerging in increasing numbers, but still await broad deployment. Approaches to
interoperability of simulations and computational models are still undergoing experiment
and development. However, their ultimate adoption will be facilitated by the technologies
that are already enjoying success in the marketplace, and upon which their technical
underpinnings are substantially based.

Define the Battle

This step refers to the need to introduce a product in the context of other competing
solutions. If the goal is interoperability of geospatial data and services, then the battle is
aready defined. The “competition,” such as it is, consists of datasets and models that do
not interoperate. The costs of non-interoperability are typically well articulated by
outreach organizations and individuals who promote interoperable solutions in their own
organizations. Thus the real challenge is to elucidate these factors in the context of actual
communities that are just starting to encounter the need for interoperable solutions to their
data sharing and service operations.

Launch the Invasion

The final step in Moore's paradigm is to initiate the actual marketing and sales campaign,
with channels to the customer appropriately selected to reach and match the requirements of
the decision makers. The invasion in this case has been in process for severa years, and it
isongoing. Theinitial success of the WMS, WFS, and WCS has already been mentioned.
These are in effect the leading edge of the wave of web servicesin a growing and maturing
architecture.

4. INCREASING RETURNS AND PATH DEPENDENCE

Technology markets are different from traditional commaodity- or resource-based economic
models like those formulated in the nineteenth century. Such conventional models are based
on the phenomenon of diminishing returns, i.e., that each increment of investment is
accompanied by a reduction in the value gained or profits realized as return on the
incremental investment. It is particularly easy to see how this model applies when the
amount of adesired resource is limited: as the resource becomes scarcer or more difficult to
obtain, its cost increases and thus reduces the profitability of products or processes based
upon it. Thus the dynamic is characterized by negative feedback, a stabilizing force. Inthe
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case of competing enterprises based upon different resources, a random increase in the
market share of one enterprise increases the costs associated with it, and its competitors
become incrementally more attractive by comparison. The classical result is a stable
equilibrium in which a combination of the solutions persists in the market, in proportions
dependent solely on the marginal costs and returns of the various options, and independent
of the history or timing of random fluctuations in market dominance by any of the
competitors.

The situation is very different if returns increase rather than decrease on marginal
investment. Far from acting as a stabilizing force, economic activity generates positive
feedback. In the case of competing enterprises, a slight advantage gained by one is
amplified, giving it a greater advantage and increased market share. The end result is a
situation where the entire market is dominated by one of the competitors. Moreover, the
selection of which one is very sensitive to the history of fluctuations in market share or
other advantages, and not determined exclusively by the cost-value propositions offered by
the competing enterprises. Therefore an increasing-returns market may lead to broad
adoption of suboptimal products that are difficult to displace.

The world of technology is frequently characterized by an increasing-returns dynamic. This
is particularly true of the software industry, especially in the domain of application
programming interfaces (APIs). Software developed to use a particular set of APls
promotes the acquisition of systems that support those APIs, which therefore assume a
greater market share and so become an increasingly desirable platform upon which to base
new software. Suites of compatible protocols that enable interoperability among diverse
services, data sources, and computational installations are of course prime candidates for
triggering this behavior in the marketplace.

To the extent that OGC standards are appearing in operational deployments, this would
seem to be a benefit to the goal of promoting interoperability, but it isimportant to consider
and somehow address the danger of locking in suboptimal or even poor solutions. We
consider thisissue below.

5. DISCUSSION AND ANALYSIS

It is aimost legend that some corners of the research community are concerned that
adherence to standards may have negative impacts on creativity, or may not satisfy
requirements in some way essential to scientific progress. But in our experience, this
legend ultimately holds little substance. Every community with which we have engaged
includes a contingent of informatics experts who are well versed in the characterization of
data in their own domain, who are also seeking, if not already knowledgeable about, the
proper approach to integrate with and make use of standard services and data paradigms.
However, scientific communities too have their populations of Early Adopters and Early
Mgjority, and as in the commercial domain, the latter are more concerned with maintaining
areliable and productive research facility than with investing resources in promising but
still risky propositions for enhancing productivity.

Even when the relevant interoperability technologies have achieved a level of stability and
generality that would be acceptable to the Early Majority population segment, barriers
remain. They may include extensive investment and training in existing or historical
practices, legacy datasets, priorities for proximal goals that have little requirement for or
benefit from interoperability, and others, all in combination with limited and previously
dedicated resources.

OGC standards were designed be compatible with existing installations and on existing
operations, and we posit that this would be a feature of any suite of interoperable service
protocols or data models designed for widespread adoption. Many of the requirements that
lead to wide acceptance are already built into OGC standards because they were developed
by representatives from many domains, whether technical, scientific, or commercial, and
intended to be accessible to very broad implementation. It was a given from the outset that
they must work with all major software and hardware platforms, they must be neutral with
respect to data storage formats, management and custodia practices, and they must also be
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reasonably straightforward to install and operate.

The protocol s themselves therefore tend to be minimal, and to make few assumptions about
the installations that they support. They can in general be implemented as fagades for
proprietary or more complex systems for data retrieval or analysis, and they need not be
exclusive: for a given service they can act as one among many interfaces to the worldwide
web.

The same is true of the data models promoted by OGC technology. They are based upon
the unadorned, abstract 1SO Feature model as specified in the 1ISO 19101 [2003] and SO
19109 [2006] specifications, and are not inherently dependent either on GML encoding or
OGC service protocols. The utility of data models harmonized to one another and
compatible with OGC technology extends beyond OGC-compliant installations.

If indeed these characteristics are essential for any suite of technologies that enable very
broad-based deployment of interoperable services, then not only do they present a low
barrier for implementation by technologists and acceptance by pragmatists within their
respective domains, but they also serve as a counterweight to the lock-in phenomenon that
can characterize increasing-returns markets. Service installations should not represent a
huge investment, and should not be prohibitively expensive to replace if need be.

6. CONCLUSIONSAND RECOMMENDATIONS

The primary conclusion of this assessment is that data and model interoperability appear
poised to undergo an adoption process similar to that of the simpler geospatial data services
and products in other highly technical domains. The picture is a bit confused and
substantially blurred because of the great diversity of potential adopter populations and the
urgency with which they need to integrate their data assets and modeling capabilities with
each other and with those of other communities. Additional factors include different rates
of uptake for the broad array of service and data models that have been defined, and
differences between the populations of end users, service implementers, and modelers.

An increasing returns market and associated path dependency seem to favor devel opment of
interoperable service, data, and software modeling in a consistent direction, but raise the
specter of inflexibility and broad acceptance of suboptimal solutions. Service definitions
that impose minimal restrictions upon existing or new implementations, and carefully
conceived and broadly vetted data models both mitigate these potential negatives and
facilitate acceptance within communities wary of impacts upon their operations or
resources.

The recommendations that flow from these observations are aimed at promoting the further
spread of interoperable data services and computational models, and they fall into two main
categories.

First, engage in activities that lower the barriers to technology diffusion. In particular,
focus on issues that are appropriate to the current stage of development of the standard of
concern. For technologies that are still experimental, seek involvement and feedback from
the Innovators and Early Adopters in target communities of interest, including your own
organization. As the technologies mature, leverage and participate in efforts to refine the
product offerings, whether through implementation, development of tools or
documentation, or participation in betatests for commercial or open-source developers.

In terms of communication with hesitant parties, it is important both to maintain the
mindset and communicate the truth of the fact that supporting effective interoperability
standards is an opportunity, not a restriction. Data standards must arise within the
community that understands and uses the underlying models.

The second general recommendation is to leverage the phenomenon of the increasing
returns market.
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First and foremost, develop, adapt, or incorporate existing standards-compliant productsin
your operations. To the extent that experimental or pilot implementations are available, use
them, and do not overlook the substantial and growing framework of geographically
extensive and increasingly high resolution datasets with spatial and temporal content, and
the network of OGC services that provide access to them. Early in the history of the OGC
Web Services (OWS) initiatives, there were only a few service implementations that
supported broad datasets such as the USGS transportation networks, hydrological features,
political boundaries and similar assets, and satellite imagery were available, but they added
immense value to experiments and demonstrations. Today, many more standards-compliant
services are available, and access to them is made all the easier due to the wide availability
of software tools, both commercial and open-source, that support the same standards.

A small or partial solution isin general preferable to no solution. If you are able to publish
aportion of your data using an interoperable service, or are able to access only one of many
interoperable web-based resources, do so.

For data modeling efforts, engage with the broadest possible segment of the relevant
community. It is not necessary for a community to produce only one data model.
Sometimes there are different, even incompatible models produced by different segments of
the same community. But usually, even though the models cannot be mapped successfully
to one another, there is an overarching, often simpler construct to which the mutually
incompatible models can be successfully mapped. Regardiess, consider implementing a
data service that supports the model you prefer. At a minimum, you will be making it
accessible to the market of potential users, which promotes experimentation and allows
broader assessment.
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Abstract: Integrated Assessment and Modelling (IAM) can be used to assess socio-
economic and environmental indicators, which generally require the linkage of models
from different domains. To integrate a set of different models for an 1AM, the data required
by each of the models as inputs from a range of data sources also needs to be consistently
integrated. This paper describes the process of development of a database integrating
different data sources for an IAM project, and the human factors involved in the process of
reaching consensus across peers with clashing requirements and needs. We adopted a
structured process using a shared ontology as a means to one integrated relational database
serving a set of models of a highly multi-disciplinary nature. The relational database covers
data on agricultural systems, e.g. soil, climate, farm, agricultural management and
agricultural policy data. The integrated database has been coupled to a range of quantitative
models. The database schema and the shared ontology are distinct products that can be
reused for or extended by other IAM projects requiring a similar set of data. It is
recommended for any 1AM project in which several models are coupled to adopt an
explicit, collaborative and iterative process to specify an adequate data structure for storing
data used in the project. For such a process to succeed it has to focus on the relevant
domain knowledge captured across the data sources and this paper offers a proposal for
such a process.

Keywords: Community modeling, agricultural systems, database, European Union

1. INTRODUCTION

Integrated Assessment and Modelling (IAM) is increasingly used to assess the impacts of
policies, technologies or societal trends on the environmental, economic and social
sustainability of systems (Parker, et al., 2002). IAM is a methodology to combine several
quantitative models representing different systems and scales into a framework for
Integrated Assessment (Parker, et al., 2002). Consequently, 1AM can cover several
organisational and spatio-temporal scales to provide quantitative assessment of impacts. To
integrate a set of different models for an Integrated Assessment and Modelling project, the
data required by each of the models as inputs and produced as outputs generally need to be
consistently integrated. Each of the quantitative models used in an 1AM is derived from a
different discipline, requires different and to some extent overlapping data-sources, and is
operational on different spatial and temporal scales.
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SEAMLESS is an IAM research project (Van Ittersum, et al., 2008), which aims to provide
a computerized framework to assess the sustainability of agricultural systems in the
European Union at multiple scales. This aim is achieved by combining micro and marco
level analysis, addressing economic, environmental and social issues, and facilitating the
re-use of models and providing methods to conceptually and technically link different
models together (Van Ittersum, et al., 2008).

Within SEAMLESS we faced a difficult data-integration challenge. Data have to serve
dynamic biophysical models, static bio-economic farm models and partial computable
general equilibrium market models. This required the integration multiple data-sources
(including data related to European agriculture, including economic, biophysical, climatic
data, model simulation input and output data, scientific workflow configurations and
visualization of indicators) into a single relational database schema.

The objective of this paper is to describe the process of development of the SEAMLESS
database, and the human factors involved in the process of reaching consensus across peers
with clashing requirements and needs. The SEAMLESS European database on agricultural
systems is presented. We adopted a structured process using a shared ontology as a means
to arrive at one integrated relational database serving a set of models of a highly multi-
disciplinary nature. This process is re-usable for other IAM projects, whereas the end result
in terms of the database is re-usable for IAM of agricultural systems in Europe.

The next Section will describe firstly some theory behind ontologies and process of
ontology engineering and the data sources of relevance to the SEAMLESS project.
Consequently the results will be presented in the third Section as a description of the
European database on agricultural systems, as the links between ontology and database and
as the process used to construct this database with a group of researchers. Finally,
conclusions and recommendations are provided.

2. MATERIAL AND METHODS

2.1  Ontologies and relational databases

In the context of integrated modelling, ontologies are useful to define the shared
conceptualization of a problem, as ontologies consist of a finite list of concepts and the
relationships between these concepts (Antoniou and van Harmelen, 2004) and as ontologies
are written in a language, e.g. Web Ontology Language (McGuinness and van Harmelen,
2004), that is understandable by computers. In research aiming to integrate different
models, scientists from various disciplines can define a common ontology that their
domains share. A common ontology serves as a knowledge-level specification of the joint
conceptualization, in our case of the data-sources used in the Integrated Assessment and
Modelling project. Our efforts focused on the development of such a high-level ontology
for the SEAMLESS data.

The common ontology is subsequently transcribed to the integrated relational database
scheme, based on the conventions of the Semantic-Rich Development Architecture
(SeRiDA) (Athanasiadis, et al., 2007). The SeRiDA combines object-oriented
programming, relational databases and ontologies as three separate layers each with a
distinct role: OWL ontologies for expressing rich domain semantics, Enterprise Java
Beans™ for end-user application development, and normalized relational databases for
persistence storage (Athanasiadis, et al., 2007). Through the SeRiDA the mapping of
object-oriented models to ontologies is facilitated, while it provides an Object Relational
Mapping (ORM), thereby acting as a bridge between different programming paradigms.

The use of ontologies has as advantages that the ontologies are richer in their representation
of relationships between concepts than relational database schemas, have a strong
implementation of inheritance, can be used as documentation tool for metadata, can be used
for source code generation and allow to capture knowledge on the system under study as a
distinct product.

2.2 Process of ontology engineering

In developing a common ontology, a group of scientists should agree and adopt one tight,
well-reasoned and shared conceptualization. The development of a common ontology by a
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group of researchers is a complex, challenging and time-consuming task (Gruber, 1993,
Holsapple and Joshi, 2002). Tools are available that help in ontology development and to
store the ontology once it has been developed (e.g. Protégé OWL) (Knublauch, 2005). In
developing the common ontology for the different data sources in our project, a
collaborative approach was used. A collaborative approach is based on ‘development as a
joint effort reflecting experiences and viewpoints of persons who intentionally cooperate to
produce it’ and it thus requires a consensus-building mechanism (Holsapple and Joshi,
2002)’. As part of this collaborative approach, an inductive approach was used (Holsapple
and Joshi, 2002). In our inductive approach, the common ontology was developed by
examining and analyzing the data-structures of the initial data-sources and extracting
relevant properties or discussing the relationships.

2.3 Data sources

The data sources of relevance to the model-based assessments in the SEAMLESS project
are:

(i) The Farm Accountancy Data Network (FADN) (EC, 2008a) is a source for
evaluating the activities and income of agricultural holdings and the impacts of the
Common Agricultural Policy. It consists of an annual survey carried out by the Member
States of the European Union. The member states in the Union collect every year
accountancy data from a sample of the agricultural holdings in the European Union (EC,
2008a). The data collected are, for example, physical and structural data, such as location,
crop areas, livestock numbers, labor force, and economic and financial data, such as the
value of production of the different crops, sales and purchases, production costs, production
quotas and subsidies.

(i)  The European Soil Database (ESBN, 2008) on soils in Europe aims to provide a
harmonised set of soil parameters, covering Europe (the enlarged EU) and bordering
Mediterranean countries, to be used in agro-meteorological and environmental modelling at
regional, national, and/or continental levels. Its scale is 1: 1.000.000 and it contains Soil
Geographical Database of Eurasia, PedoTransfer Rules Database, Soil Profile Analytical
Database of Europa and Database of Hydraulic Properties of European Soils (ESBN, 2008).

(iiiy  The European Interpolated Climate Data (JRC, 2008) provides interpolated daily
data for a grid of 50 x 50 km covering Europe and Maghreb (average period 1975 -today).
The majority of the original observations data originates from around 1500 meteorological
stations across the European continent, Maghreb countries and Turkey.

(iv) Farm management data have been collected through dedicated surveys as part of the
SEAMLESS project (Borkowski, et al., 2007). In the SEAMLESS project a lack of
European data on agricultural management was identified. With agricultural management
data is meant the use of inputs (fertilizers, pesticides, irrigation) and the timing of input use
on farms. Surveys (Borkowski, et al., 2007) were developed as part of the SEAMLESS
project. Data collected in these surveys are timing and amounts of inputs, crop rotations,
machinery, labour requirements and costs.

(v)  The COCO/CAPREG dataset (Britz, et al., 2007) is based on NewCronos (Eurostat,
2008) and FAOSTAT (FAO, 2008). It contains complete and mutually consistent time
series for hectares/herd size, output coefficients, production, market balances, economic
accounts and unit value prices (incl. consumer prices). For SEAMLESS, the relevant part of
the COCO/CAPREG is the data on agricultural policies in the European Union.

The datasets from the Farm Accountancy Data Network, European Soil Database and
European interpolated Climate data have been categorised into typologies (Metzger, et al.,
2005, Andersen, et al., 2007, Hazeu, et al., 2007) to enable modelling of homogenous
spatial units and to allow for characterization and sampling. The data sources haven been
aligned with existing administrative categorizations like the Nomenclature of Territorial
Units for Statistics (NUTS) (EC, 2008b).
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3. RESULTS

3.1  Method to develop the integrated database

Initially, the data from the different sources were stored in eight different databases. To
develop a common ontology for all data-sources, three scientists (a computer scientist, a
landscape and forest ecologist and database expert, and a systems analyst) engaged in an
integration process. These three scientists involved other domain experts in the integration
process, when additional knowledge was required.

As a kick-off, a three day meeting was organized with experts on the database content and
database set-up. Data-modeling was used to create a data-schema during the meeting. The
result of this meeting was a database schema for some of the databases, which was
subsequently translated into an ontology using Protégé (Knublauch, 2005). Next step was to
extend this ontology by including all the relevant data sources required for running the
models. This process lasted for over a period of six months with frequent discussions
through email and web-meetings. During this period two additional face-to-face meetings
were required of only one day. This first version of the common ontology was exported to
the first version of the SEAMLESS relational database schema using the SeRiDa-
framework. The SEAMLESS database schema v.1.0 was discussed and improved between
the three scientists involved in the project in roughly 3 iterations, leading to a first stable
version of the database schema. Subsequently, the data from the original sources were
entered into the database, which led to new improvements of the ontology and database
schema v2.0.

When this database schema v2.0 was filled with data, the models were coupled to it using
the Enterprise Java Beans™ generated by the SeRiDA framework. In coupling and running
the models, some errors and required extensions of the common ontology were identified.
These errors and required extensions were discussed and solved as part of the review of the
database schema v2.0. During the review the three scientists tried to simplify and improve
the schema as much as possible. This review lasted about two months and was organised
through web-meetings and phone calls. Other domain experts were involved for their
opinion on parts of the schema, which led to database schema v3.0. The data could be
entered without requiring revisions into this version of the database schema. As part of the
fourth version of the database schema, metadata will be included as part of the ontology.

3.2  European database on agricultural systems

Figure 1 provides an overview of the ontology developed for the European database on
agricultural systems as developed in the SEAMLESS project. As can be seen from Figure
1, which shows the part of the database of relevance to soil, farm and climate data, there are
concepts which classify the data, for example Farm Specialization, Farm Size and NUTS
region and there are concepts that hold the actual data, like Representative Farm, Soil
Characteristics and Daily Climate.

A central concept of the ontology is the concept of Representative Farm, which defines a
FarmType in an FADN region in Europe for a specific year. A FarmType is specified
according to the dimensions of farm size, farm intensity and farm specialization (Andersen,
et al., 2007) (Fig. 2). As an example of a classifying concept, Farm intensity is a
classification of farms according to their total output of agricultural produce per hectare
(Andersen, et al., 2007). If the total output is below 500 euros per hectare, then the farm
falls in the class of low intensity, if it is between 500 and 3000 euros, then it is medium
intensity and if is more than 3000 euros, then it is high intensity. While a FarmType is not
linked to a specific region or year, a Representative Farm is specific to a region and a year.
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Figure 1. An ontology-schema of the European database on agricultural systems showing
the parts on farms, soils, climate and their links.

As can be seen in Figure 1, AgriEnvironmental Zone is a central concept, in that it links to
soil and climate data. An AgriEnvironmental Zone is a unique combination of an
Environmental Zone, the soilType and NUTS region. AgriEnvironmental Zones are the
smallest homogenous units in a region in terms of climate and soil data. Environmental
zones are used to stratify the diverse European Union climate in zones with a similar
climate (Metzger, et al., 2005). The Environmental Zones cover more than one region, and
a Climate Zone is thus a unique combination for a NUTS-2 region and Environmental Zone
for which a set of climate data is available. A Climate Zone provides the daily climate data
for a 30-years time period for a region and Environmental Zone, so one record for every
day. Examples of properties of daily climate data are rainfall in mm per day, average daily
temperature in degrees Celsius per day and wind speed at 10m in m/s.

Each AgriEnvironmental zone is linked to a set of soil data, as classified according to Soil
Types. Six different Soil Types were defined according to topsoil organic carbon classes
(Hazeu, et al., 2007). For each unique combination of a Soil Type and a NUTS-region a set
of soil data is available as stored in the concept of Soil Characteristics. Examples of
properties of the soil characteristics are thickness subsoil and topsoil, depth to rocks and
saturation top soil.
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The link between AgriEnvironmental Zones and Representative Farms is made through
allocating an area of an AgriEnvironmental Zone to each Representative Farm. This implies
that each AgriEnvironmental Zone is allocated to one or more Representative Farms and
each Representative Farm can be found in one or more AgriEnvironmental Zones. As can
be seen from Figure 1, Representative Farms and AgriEnvironmental Zones are based on
different administrative regions e.g. AgriEnvironmental Zones refer to NUTS-2 regions
(EU25 has 270 NUTS-2 regions) and Representative Farms refer to FADN-regions.

In this paper the link between agricultural management data, policy data,
AgriEnvironmental Zones and Representative Farms will not be explained in detail. As the
agricultural management differs within regions, Regional Agricultural Management Zones
were created. A Regional Agricultural Management Zone has a distinct set of agricultural
management data and is linked to one or more Agri-Environmental Zones. Finally, data on
agricultural policies and prices are linked to each NUTS-region. The current version of the
database consists of 329 tables including 2 035 fields and with 379 relations between the
tables. The number of records in the database now exceeds 7.4 million.

3.3 Links between ontology and relational database
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Figure 3. a relational database schema of the FarmType, FarmIntensity, FarmSize and
FarmSpecialization-tables (made with Enterprise Architect©).
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Figure 3 presents part of relational database schema related to FarmType as it is generated
from the ontology schema from Figure 2. From Figure 3 it can be seen that all the
relationships between the tables are enforced through foreign and primary keys. The
FarmType table is linked by many-to-one foreign keys to the classifying tables
Farmlintensity, FarmSize and FarmSpecialization. These many-to-one foreign keys
represent the relationships farmSpecialization, farmintensity and farmSize from Fig. 2,
which describe that each FarmType has one and only one reference to the classifying
concepts of Farmlintensity, FarmSize and FarmSpecialization. This example demonstrates
the translation of the ontology into the relational database schema that is usable for
persistent data storage. More examples can be found in Athanasiadis, et al.(2007).

4. CONCLUSION AND RECOMMENDATIONS

By using ontologies in a collaborative process of conceptual modelling, we managed to
derive a common database schema that integrates a range of data sources from different
domains specified at different spatial and temporal scales. This common database schema
and the common ontology on which it is based are distinct products that can be reused for
or extended by other research projects requiring a similar set of data. The integrated
database has been linked to a range of quantitative models and can be coupled to other
models with similar data requirements. It is recommended for any Integrated Assessment
and Modelling project in which several models are linked or complex models are developed
to adopt an explicit process to specify an adequate data structure for storing data used in the
project. This paper provides a proposal for such a process, which should be collaborative
and iterative. Using a framework like SeRiDA for mapping between programming
paradigms allows the programmers to benefit from the strengths of each of the
programming paradigms. Also, adopting an explicit process to specify an adequate data
structure and a framework likes SeRiDA helps scientists to focus on the domain content of
the data structure, while not loosing focus in details of technical implementation in different
programming paradigms.
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Abstract: Most efforts in the design of software frameworks for biophysical systems
simulation have focused on the compromise between domain specificity and use flexibility.
Models in such frameworks fall in two main categories: either framework-specific, or
“legacy” code. In the former case, models implemented as software components can take
full advantage of the framework services, but they depend on the framework. In the latter
case, components are seen as discrete units of software, in general of coarse granularity in
modelling terms, and the dependency on the framework is minimal, but the potential for
composition and reuse is limited. Thus, modellers who want to use a modelling framework
are faced with two choices: if the framework is extensible, implement a framework specific
component (i.e. not reusable outside the specific framework); else, the alternative is to
provide a component as a black-box, taking little or no advantage of the framework itself.
We argue that component design choices, rather than being driven by the specific
framework architecture, should rather promote re-usability by including design traits that
represent a compromise between generality and specificity in order to maximize the
adaptability of components. This paper present: 1) a software design of non-framework
specific components, and 2) real-world applications of the design presented.

Keywords: Modelling; Component-oriented programming; Software components.

1. INTRODUCTION

In the past decade there has been an increasing demand for modularity and replaceability in
biophysical models (e.g. [Jones et al., 2001]; [David et a., 2002]; [Donatelli et a., 2003,
2004, 2006]), both aimed at improving the efficiency of use of resources and at fostering a
higher quality of modelling units. Rather than having generalist modellers working on all
details of complex integrated models, it is more efficient and effective to assemble sub-
models developed by specialists in the specific sectors.

The modular approach developed in the software industry is based on the concept of
encapsulating the solution of a modelling problem in a discrete, replaceable, and
interchangeable software unit. Such discrete units are called components. A software
component can be defined as “a unit of composition with contractually specified interfaces
and explicit context dependencies only. A software component can be deployed
independently and is subject by composition by third parties’” [Szypersky et al., 2002].

Component-oriented designs actually represent a natural choice for building scalable,
robust, large-scale applications, and to maximize the ease of maintenance in a variety of
domains, including agro-ecological modelling [Argent, 2004]. This concept has been
applied to biophysical ssimulation and has led to the development of several modelling
frameworks (e.g. Simile, MODCOM, IMA, TIME, OpenMI, SME, OMS, as listed in
Argent and Rizzoli [2004], and in Rizzoli, Leavesley et al. [in press]), which alow the use
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of components by linking them either directly, or through a simulation engine, if they
expose their interface requesting a numerical integration service. However, targeting
model component design to match a specific interface requested by a modelling framework
decreases its re-usability. This possibly explains why modelling frameworks, athough a
great advance with respect to traditional model code development, are rarely adopted by
groups other than the ones devel oping those [Rizzoli et &, in press].

A possible way to overcome the problem of scarce reusability of components is to adopt a
component design that targets the intrinsic re-usability and interchangeability of model
components (e.g. Donatelli et a., [2006a, b]). Such components can be used in a specific
modelling framework via an application of the design pattern Adapter [Gamma et d.,
1994]. Such classes act as bridges between the framework and the component interface.

The communication between a component and its client (a framework as above), and more
in general the ease of re-use, can be enhanced by addressing the following requirements:

1. the component must target the solution of a sufficiently widespread modelling
problem;

2. the published interface of the component must be well documented and it must be
consistent;

3. the configuration of the component should not require excessive pre-existing
knowledge and help should be provided in the definition of the model parameters;

4. the model implemented in the component should be extensible by third parties,
5. the dependencies on other components should be limited and explicit;

6. the behaviour of the component should be robust, and degrade gracefully, raising
appropriate exceptions;

7. the component behaviour should be traceable and such a trace should be scalable
(browseable at different debug levels);

8. the component software implementation should be made using widely accepted
and used technologies.

In the following we present the choices we made in the design of some components
developed by an informal network of biophysical modellers.

2. THE DESIGN

The design of a software component implementing a biophysical model requires the ability
to identify the right trade-offs in order to deliver a software product that complies with the
requirements, while respecting given performance constraints. In particular, we identified a
number of design choices, which helped us in the realisation of the software components.
We can classify the choices in three broad categories. structure, interaction, and quality.
Choices regarding the model granularity and the model interface pertain to the design of
the component structure. Choices on the component extensibility and the component
dependency are related to the design of the component interaction with a modelling
framework. Choices on the component reliability, on the tracing of its execution and even
on the technology for its implementation are strictly connected to the measure of the
component quality.

2.1 Design of component structure
211 Mode granularity

An essential part of modelling is choosing the model resolution power, that is, the model
granularity. As a simple example, think of a population dynamics model, where the
fractional growth rate is a parameter. This model can be refined, letting the fractional
growth rate become a function of the population density. The fractional growth rate is
therefore described by two models with different granularity: a constant parameter, or a
limiting function. A similar situation holds for the aternative formulation of the limiting
functions, which can be exchanged to originate different population growth curves.
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“Fine grained” components are more likely to be reused for specific computations, in the
context of larger modelling problems. The formulations of the limiting functions can be
exchanged among different models, even in different contexts, from the growth of
population of bacteria, to the growth of plant biomasses. In this sense, fine grained
components match the requirement of providing a solution to a sufficiently widespread
modelling problem. Yet, the complexity of a fine grained model can rapidly grow and
become unwieldy, requiring a lot of domain specific knowledge to make an actua reuse of
the basic components. On the other hand “coarse” modelling solutions have the advantage
of hiding the complexity of several modelling approaches by providing a pre-made
composition of those, yet their reuse in larger systems limits the flexibility of the overall
model; in fact a large parte of it, represented by the “coarse” component, cannot be
modified, with problems in terms of maintenance and further development.

Design patterns provide us with a compromise: using an implementation of the Facade
pattern we can still adopt a “coarse” modelling solution, hiding the complexity of each
model solution while preserving a modular structure based on simple model units. Hence,
simple model units can either be used in isolation or they can be composed to develop other
modelling units. Examples are the CLIMA components [Donatelli et a. 2005] which
implement fine-grained models that generate synthetic weather variables. The component
architecture adopts the Strategy design pattern in order to allow for the plugging-in of
aternative model formulations to generate the model output, since various models can be
used for the same purpose. Each component exposes an interface which must be
implemented by each model unit, both internal and from extensions (see 2.1.2) of the
component (see Figure 1). The choice of inheriting behaviour via an interface, rather than
inheriting implementation from a base class, maximizes flexibility and still alows for
inheritance from a class in platforms like Java or .NET which do not allow for multiple
inheritance. The CLIMA components referenced above match such requirements.

212 Modd interface

A component implements one or more modelling solutions for a specific domain. A
software component can be seen as a block box that processes inputs and returns outputs.
Also a dynamic model can be seen as identified by its state transition function and its
output transformation function [Zeigler, 1995]. It is therefore straightforward to package
the model in a software component exposing the model inputs and outputs as interface. The
use of software components is equally valid for static and dynamic components, in the
latter case interface variables are often declared as types with names such as States, Rates,
Auxiliary, Exogenous etc.). It is aso evident that modelling choices define an abstraction
of the domain being modelled by selecting which inputs and outputs to consider and how to
describe and detail them. Del Furia et al., [1995] proposed to use object-oriented data
structures called domain classes to describe and implement such data. Each attribute of a
domain class classes has, in the design presented, beside its value, a set of attributes such as
minimum, maximum, and default value; units; description.

The value of domain classes goes beyond their meaning as software implementation items,
in fact they describe the domain of interest providing information about each variable used
in the interfaces, making the interfaces semantically explicit. (Athanasiadis et al. 2008)
therefore extended the concept of a domain class including the possibility to refer to a
publicly available ontology via the attribute URL. There is a direct mapping between
domain classes and ontologies, since the domain class code can be automatically generated
from the ontology. The clear advantage is that the ontology is language and platform (and
framework) independent and it is therefore possible to provide a description of the domain
class, which is totally abstracted of the specific technological solution which is adopted. A
simple application to generate the code of domain classes in .NET is currently available
[DCC, 2006].

An interesting consequence is that if domain classes and interfaces are implemented in a
separate unit from models, the model software unit can be replaced without affecting the
client using the Domain classes which are part of the signature of the interface methods
(the interface that all strategies must implement). An example of such interfaces, for static
component, is shown in Figure 1. A component implementing domain classes and
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interfaces and another implementing models are a unit of reuse; the model component
aone can be defined as a unit of interchangeability (see Figure 2).

The interface to access models is used both for simple models (“simple strategies’) and for
composite models (“composite strategies’), which make use of other simple models by
implementing an association to simple strategies. This is an implementation of the
Composite design pattern (Bishop, 2008). At the same time, composite strategies hide the
complexity of the system, providing a single point to access articulated modelling
approaches, hence making an implementation of the Fagade pattern, as previously
mentioned. Also, the structural implementation of the pattern Composite allows an easy
implementation of the behavioural pattern Strategy. In fact, context strategies can be built
encapsulating the logic to select alternate models (strategies) according to various criteria,
e.g. input data availability.

/// <summary>
/// Interface that all Climlndices strategies must implement
/// </summary>
public interface IClimIndicesStrategy : IStrategy

/// <summary>

/// Makes estimate

/// </summary>

/// <param name="d">Data-type for daily and monthly weather data,

/// and site data</param>

/// <param name="u'">Univariate statistics</param>

/// <param name="'dc">Clim Indices</param>

void Estimate(DataWeather d, UnivariateDataleather u,
DataClimIndices dc);

/// <summary>

/// Tests pre-conditions

/// </summary>

/// <param name="d">Data-type for daily and monthly weather data,

/// and site data</param>

/// <param name="u'">Univariate statistics</param>

/// <param name="calllD">Client ID for specific call</param>

/// <returns>Result of pre-conditions test</returns>

string TestPreConditions(Dataleather d, UnivariateDataWeather u,

string calllD);

/// <summary>

/// Test post-conditions

/// </summary>

/// <param name="dc">Clim Indices</param>

/// <param name="calllD">Client ID for specific call</param>

/// <returns>Result of post-conditions test</returns>

string TestPostConditions(DataClimindices dc, string calllD);

/// <summary>

/// Resets output to NaN / smallest integer possible
/// </summary>

/// <param name="dc">Clim Indices</param>

void ResetOutputs(DataClimindices dc);

/// <summary>

/// Set parameters default
/// </summary>

void SetParametersDefault();

3

Figure 1. Theinterface of a strategy in a software component that computes weather indices.

An example of an online ontology browser for the domain classes and components
implementing the design described and referenced in this paper, is available at:
http://www.apesimulator.it/ontologybrowser.aspx. The software components can also be inspected
using a Windows application [MCE, 2006].

We have thus targeted the requirement that the interface of the component must be well
documented and it must be consistent. Moreover, thanks to the ontology, the configuration
of the component does not require excessive pre-existing knowledge, and help is provided
in the definition of the parameters, since they can have default, minimum and maximum
values.

2.2 Design of the component interaction

22.1.  Component APl and component extensibility
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A software component exposes an application programming interface (API) that allows the
use and integration of the component in a software architecture. The API of the component
must implement a pattern like the Create-Set-Call [Cwalina and Abrams, 2006]: objects are
created via a default constructor with no parameters, some attributes are set, and finaly the
model is called.

A component implementing a dynamic model must be iteratively called to compute the
updated values of the state and output variables, as specified by the state transition and the
output transformation equations. Our design choice was to provide a unigue method to call
al models. The signature of the method can be like the one that follows:

Update(DomainClass d, IStrategy s);

where d is an input-output object (a domain class) and s is a strategy, that is, a particular
modelling choice to be used in the state transition or output transformation. Being
DomainClass and IStrategy public, and being inheritance from DomainClass alowed, the
component method can be extended both from the domain class and the strategy viewpoint.
In fact, if an extension of the domain class is needed, the new domain class will inherit
from DomainClass, whereas a new strategy will implement 1Strategy. Thisalowsusing in
clients the same API, usable for both the original models and extended models. This design
choice answers the requirement of extensibility of the component. Implementation tests
were made both in Java and in C# comparing this solution to direct calls to agorithms,
resulting in anegligible difference in performance.

Finally, components should be stateless, to simplify their use in different systems. Sample
clients, inclusive of code which show how to use and extend the component, must be made
available.

222  Component dependencies

While dependencies should be kept at a minimum, we found necessary and particularly
useful to introduce a dependency to another component, named Preconditions, available
both in C# and Java (http://www.apesimulator.it/help/utilities/preconditions) Which provides the
essential services required by this software architecture:

e it contains the base interfaces for models (I1Strategy) and domain classes
(1DomainClass);
e it provides atype (varinfo) used to describe the attributes of each variable (name, min
and max values, default value, etc.);
e It is used to guarantee the quality of the implemented solution via the design-by-
contract approach.
Given that the instances of the Varlnfo type contain information on the variables, the
Precondition components uses this information to run a suite of built-in tests. More tests
can also be defined using the built-in ones. This component outputs tests results to screen,
to adefault TXT file, to an XML file, and to alistener to be defined by the client using the
component; other output drivers can be developed implementing the interface
ITestsOutput made available by the component. Other dependencies to specific libraries
(e.g. for numerical calculus) can be included, but no dependency to any specific
frameworks is implemented. The UML diagram of Fig.1 shows the main components used
according to the design presented. The design choices we made in the redlization of the
Precondition component implement the requirement for limited and explicit dependencies.

2.3. Design of component quality
23.1 Componentsreliability

The robustness of a software component is greatly enhanced if the implementation follows
the design-by-contract approach [Meyer 1992], which requires that a clear contract
between “client” and “server” is established. The server is the software component, the
client is an application (or another component) making use of the component resources,
and the contract is the respect of the pre- and post-conditions that must hold after the
invocation of one of the component’s services.
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Each component, implementing a model, must therefore come with its “contract”, that is
the conditions that identify its domain of applicability, and the limits to the use of its
results. This allows developing a more specific suite of unit tests (the documentation of the
components must contain at least some of the unit tests performed during implementation).
All of this contributes to the transparency of the modelling solution.

Test of pre- and post-conditions is implemented by overloading the component API (client
driven choice); however, if an unhandled exception occurs, the test of pre-conditionsis run
and an informative message describes the error and model and component source of the
exception, allowing for continuing execution of the client according to a user choice. It is
evident that this design choice satisfies the requirement for components to be robust,
degrade gracefully, and raise appropriate exceptions.

clibrarys «Iibrar.y» Istratony
— Companent. Interfaces Preconditions
ompanent AP 5] inClaszes | | = IDomainClass
Oy bmaintlasses Preconditions::
|StrategyComponent “atlnfo
[RERE e
/f\ e

¢librarys

Component .

elibrarys
Estimate(DomainClass®, [StrategyComponent) @ void | ___- f MumericalLibrary

t  Estimate(DomainClass®, [StrategyComponent, boolean, char) © void
H Infol) © void

Strategies
Campaonent::About

Figure 2. Example of a component diagram for the proposed ar chitecture.
2.3.2 Tracing

Being able to closely inspect the behaviour of a component is a powerful tool to ascertain
its quality. Traceability is therefore a major quality requirement. The traceability of
component behaviour is implemented in the version of the components implemented in C#
and running on the NET platform using the System.Diagnostic.TraceSource class, in one
implementation that allows setting the listeners by the client. Various levels of tracing
(critical, error, warning, information, and verbose) can be hence pooled in one or more
listeners with all traces from other components and from the client. In Java components this
is obtained using a logger. This satisfies the requirement for traceability of the component
execution.

2.3.3 Technology

Sometimes, once a solid design has been cast, technology is seen as of secondary
importance. Unfortunately this is not the case, and technology and its evolution often
drives the design process in atightly connected feedback loop

We used the Microsoft .NET 2.0 framework to implement our components. However, the
object model of .NET allows easy migration to the Sun Java platform. Such migration has
been actually made for some of the components referenced. Although the same design can
be implemented under different platforms, the advantages of a memory managed
environment combined to the object model of .NET or Java makes these platforms a first
choice. Specific routines can still be written using “unsafe’” C++ (as opposed to
“managed” C++ in .NET) to optimize performance, but this should be seen as the exception
not to give up al the advantages of a managed memory in complex systems using
components with different origin.

3. PROOFSOF CONCEPT

Components implementing the solutions above have been made available for public use
and other are being developed. The design has been tested on static [Acutis et al., 2008];
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[Carlini et a., 2006]; [Confalonieri et a., 2008]; [Donatelli et a., 2006a and b] and
dynamic biophysical models [Acutis et a., 2007]; [Trevisan et al., 2007], on agro-
management models [Donatelli et al., 2007] and on statistical indices [Bellocchi et d.,
2008]. Use of components has been done on applications (desktop and web, including web
services) and via frameworks such as TIME (not published) and Modcom [APES, 2007].
Components can be used directly in applications as shown in the sample projects provided
in the software development kits, of via adapters in modelling frameworks, as shown in the
component diagram of Fig. 3.

¢librarys -] clibrarys
Frarmewark Framework Application

—|L

Framework Component

Framework Independent Component |

ComponentAdapter

«librarys T
Component

Fig. 3 Using a framework independent component in a model framework

4. CONCLUSIONS

Shifting the focus from modelling frameworks to a component design that follows the
component oriented design results in a greater chance for model re-use. Framework
independency stimulates model developers who do not feel constrained by a dependency to
groups which develop specific frameworks; at the same time components can be easily
used in several frameworks via simple wrappers. Design choices related to the modularity
of model implementation and the provision of an explicit ontology for interfaces increases
the transparency of the model construct and alows sharing knowledge in quantitative and
usable terms. Several functionalities can be easily used to various extents by different
clients. The design presented allows for extensibility by third parties which can then build
on the domain description and models made available.
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Abstract: The paper presents the further development of the conceptual model of the
Single Information Space for the Environment in Environment (SISE) and compares this
with an upper ontology concept of the SISE. The developed conceptual model of the SISE
enables an implementation the vision of development an integrated, modern, common,
shared and sustained Single European Information Space infrastructure for environmental
information exchange and environmental management in Europe.

Keywords: Environmental data; Environmental information; Knowledge; Information
space for environment; Conceptual model.

1. INTRODUCTION

The development of the Single European Information Space has been the first aim of the
European i2010 strategy, [i2010, 2005] since 2005. The objective “ICT-2007.6.3: ICT for
Environmental Management and Energy Efficiency” of the Seventh Research Framework
Programme (FP7) specified this aim for the area of environmental protection and
sustainable development. The aim of the development of the Single Information Space for
Environment in Europe (SISE) was introduced by Schouppe [2008]: an Information and
Communications Technology (ICT) research vision for real-time connectivity between
multiple environmental resources which would allow seamless cross-system search, as well
as cross-border, multi-scale, multi-disciplinary data acquisition, pooling and sharing. This
aim of SISE is to provide some sort of integrated information space in which
environmental data and information are combined with knowledge. This infrastructure will
enable a “holistic view” and allow the processing of different types of environmental data
and information to extract more knowledge for decision making (correlating information
and data) that are not currently possible. Ongoing developments in the context of thematic
environmental legislation of EU are increasingly recognising the need to adopt a more
modern approach to the production, exchange and use of environmental data and
information. Full attention will be on the optimisation of complex data flows across all
decision levels, across borders and sectors in developed Shared Environmental Information
System (SEIS) by the Go4 team (DG Environment, EEA, Eurostat and JRC) [COM46
final, 2008], [SEIS, 2008].

The development of the complete and complex SISE covering all interactions among
environmental data, information and knowledge using current ICT tools is practically
impossible [Pillmann et al., 2006]. There is very fast growth of amount of data, information
and knowledge all over the world each day. Therefore, it is appropriate to develop a
common methodology of building the basic conceptual model of the SISE, which enables
the common overview on environmental data, information and knowledge in standardized
way. This paper takes into account some of above mentioned challenges of the SISE and
the SEIS and presents and compares two concepts: an upper ontology approach and
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author’s conceptual model approach. The conceptual model of the SISE issues from ideas
previously published by Hiebic¢ek and Sluka [2003], Pillmann et al. [2006], Hiebicek et al.
[2007], Hiebicek and Racek [2007], and Schouppe [2008] and the paper summarizes the
current results of author’s team in the research of this topic.

2. MOTIVATION

Let us consider for a basic model of the SISE using of the upper ontology concept [Niels
and Pease, 2001], [Pease, 2003], [Batres et al., 2007], [Villa, 2007]. The upper ontology
concept offers fundamental structure and rule sets according to which is to build domain
ontology models (for example ontology for medicine, financial engineering, etc) to achieve
their compatibility. The domain ontology models for complete area of environment are not
developed yet.

The general ontological model includes four basic elements: individuals, classes, attributes
and relations and they are described in details e.g. in Wikipedia [2008].

Let us have two domain ontology models built according to upper ontology principles, then
it is secured their compatibility in the most general form, i.e. there are no different
definitions of equivalent classes in these models. The upper ontology concept is not
suitable for more specific tasks (for example for the public access to environmental factors
or effects), where the detailed level of the solution is needed. In this case it is necessary to
use more detailed model, which is of much specific than the upper ontology model. If we
have the class that provides the extraction of specific information type, (particularly for
environmental information of factors or effects used for the decision making support), it is
necessary to find out the primary data used for the extraction of this information. There are
two basic possibilities for solving above problems:

e To define the class containing both primary data, and procedures for the
information extraction in its attributes (this way is very unpractical — it could be
represented by huge data and information aggregations which are very difficult to
process — apart from data duplicity).

e To define special relations and classes enabling to form the information structure
in the model (during the processing of such model it is necessary to know which
relations and which classes were used and their context).

We developed the conceptual model formalized this second approach. Generally, there are
many ways of formalization. We started from the object-oriented model of environmental
information described by Hiebi¢ek and Sluka [2003]. Hiebicek and Réacek [2007] have
developed the basic conceptual model of the SISE and presented it on the conference
ISESS 2007 in Prague. This version was generalised by Hrebicek et al. [2007], and the last
renewed one is presented in the next chapter.

2. CONCEPTUAL MODEL

2.1 Single Information Space for Environment in Europe

Let us consider a network of constituents consisting of four principal sets I, M, O and A
which represent universum of classes of information, methods, objects and attributes,
[Hiebicek and Racek, 2007], [Hiebicek et al, 2007]. Every class of attributes, objects,
methods and information includes also meta-data description. All four sets have a tree
structure (continuous acyclic directed graphs), where nodes (classes) in lower tree layers
inherit their structure (including also meta-data) from nodes in upper layers (Figure 1),.

Definition: Let us define the SISE as a quintuple: S = [I, M, O, A, R] where I, M, O and A
are domains of classes — tree structured — and R is a set of constituent inheritance and
constituent aggregation relations (relation of inheritance, parent, child, predecessor,
successor).
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Figure 1: Common structure of object tree.

Following terms are used in the definition of the SISE:

The tree is the continuous acyclic directed graph — the radical tree.

The top element v is denoted as the root of the radical tree. The root v is the element,
to which any edge is headed, there are only edges headed from it (at least one edge).

The root is an element that represents the basic (the most general) type, from which
are derived all other elements in the tree — relation of inheritance.

For each element w is defined the parent element p as the element which is connected
by edge (p, w) heading from p to w (every element different from the root element has
only one parent). For the element w is defined the child element as any element g,
which is connected by edge (w, q) heading from w to g. Each element except the leaf
has at least one child (is able to have also more children). The leaf has no child.

Any tree element in the tree with basic type of the root v is either empty structure or
element of the type v, which is connected with the finite number of disjoint tree
structures with the basic type v (mark them as subtree).

Lemma 1: If p is the child of q and at the same time q is the child of r, then p is child of r.

Assumption 1: Let sets I, M, O and A are defined as domains of information, methods,
objects and attributes and we assume, that the constituent aggregation is hidden in next
mandatory rules:

For every i e | exist set M’ and relation r where M’ < M and r(i, M’) is valid,
For every m € M exist set O’ and relation r where O’ < O and r(m, O’) is valid;

For every o0 € O exist set A’ and relation r where A’ — A and r(o, A’) is valid.

The simple example of the above structure is presented on Figure 2.

2

.2 Representation of information (knowledge)

Let us consider:

Information is represented as a continuous acyclic directed graph — four-leveled
radical graph.

The top element v is denoted as the root of this radical graph. The root v is the element,
to which any edge is headed, there are only edges headed from it. The top element
belongs to | set.
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Figure 2: Basic structure of Environmental Information Space.

e  There will not be used the relation of inheritance for purposes of this graph, but new
relation R is defined: R: M"-> 1, or O"-> M, or A" -> O.
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e The root element of each relation is just one element from set | (i.e. the first graph
level). Its successors (i.e. the second graph level) are elements from set M. The
successors of these elements from set M (i. e. the third graph level) are elements from
set O. The successors of these elements from set O (i.e. the fourth graph level) are
elements from set A.

e For each top element w is defined the predecessor element p as the element, which is
connected by the edge (p, w) heading from p to w. For each top element p is defined
the successor element w as the element, which is connected by edge (p, w) heading
from p to w (is able to have also more successors).

Lemma 2: It is valid:

e If wbelongs to the A, then all its successors belong to the O.
e If wbelongs to the O, then all his successors belong to the M.
e If wbelongs to the M, then all his successors belong to the I.

e Ifwis successor of u, then for no child is w his successor (i.e. w is not successor of no
element which is element of the subtree, where the root is u).

3. IMPLEMENTATION IDEA

3.1 Semantic web services

The base sets of elements of the SISE are elements on the different implementation level in
the graph representing concrete information. Implemented elements are the same (constant)
for all users (primary data, a mathematical definition of methods, etc). Unimplemented
elements are represented like interfaces which are necessary to implement according to
concrete user possibilities, without necessity to know whole "domain knowledge". Both
implemented elements and interfaces represent "domain knowledge”. They are
interconnected with the ontology representing "operational knowledge".

Information is represented by the graph that contains implemented elements and
unimplemented elements. Unimplemented elements are defined as common interfaces with
input and output limitations. Every such element can be implemented like service. Type of
those services refers to the type of the element (belonging to base set):

e M - method — a service enables obtaining information from aggregate data (elements
of set O).

e O -objects —a service enables data access.

e | —information — a service enables the aggregation of basic information — outputs of
methods — for obtaining information in the way requested by user.

Any information can be present like a process T that has defined the plan, which has to be
executed to achieve the requested result (information). The process T is the complex
process that is able to contain sub-processes that must be scheduled and executed (elements
of sets M, O, A). Each of these sub-processes has its input and output limitation
(characteristics). Each of those subtasks has preconditions and post conditions that must
hold, as does T itself. Those preconditions and post conditions are properties that must hold
either prior to or posterior to the planning, scheduling, or execution of that task/subtask.
There are constraints on those phases of the complex service enables to get complex
information (the element of I).

We can apply this model to describe any information, data or service and their relations in
SISE. It enables contextual reasoning and the automated transition (coercion) of semantics
from one context to another. This approach enables integration of the data and metadata
associated with a service together with specifications of its properties and capabilities, the
interface for its execution, and the prerequisites and consequences of its use.
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For example in SISE we can describe the configuration for any information from its
components according to a required specification of information as a quintuple [R*, I*, M*,
0O*, A‘], where objects are connected with relations and:

e A'CA(ie. lisasubsetofl);

e 0°C0;
e M'CM;
N e
e R'CR.

These configurations cover the domain knowledge. They describe attributes, objects,
methods and relations among them, necessary to get any information defined in SISE.

If we consider some area of interest we can take it as a quintuple [R*, I, M*, O, A*] where
elements are on various level of implementation. Implemented elements are the same for
any user who use the SISE (mathematical definitions, common data ...). Unimplemented
elements are represented as interfaces which are necessary to implement according to
possibilities of concrete user without need to know whole domain knowledge. We suggest
implementing these interfaces as semantic web services. Both implemented parts and
unimplemented parts represent the domain knowledge. They are connected by ontology
relations represent the operational knowledge.

Generally, ontology defines a common vocabulary for researchers whose need to share
information, data and services in domain. It includes machine-interpretable definitions of
basic concepts in the domain and elations among them. The main advantages of using
ontology in our model for SISE are that ontology enables mainly:

e to analyze domain knowledge and make domain assumptions explicit;

e to share common understanding of the structure of information among people or (and)
specialized software technologies (computer agents). For example, we can suppose
several different web sites (each with its own database) contain environmental
information. If these web sites implement the same underlying ontology (defined in
SISE), then computer agents can easily extract and aggregate related information from
these different sites. This aggregated information can be used as an answer to user
queries or as an input data to other applications.

e to reuse of this domain knowledge (after making analysis);
e to separate domain knowledge from the operational knowledge;

e to provide a large extent of flexibility and expressiveness, the ability to express semi-
structured data and constraints, and support types and inheritance.

As an instrument for implementation of services we suggest use Web Ontology Language
(OWL-S) [OWL-S, 2004]. OWL-S (formerly DAML-S) is an ontology of services that
makes these functionalities possible. In this submission we describe the overall structure of
the ontology and its three main parts: the service profile for advertising and discovering
services; the process model, which gives a detailed description of a service's operation;
and the grounding, which provides details on how to interoperate with a service, via
messages, [OWL-S, 2004].

OWL-S takes a mostly reactive planning view of the semantics of web services. The
reactive planning view means that services and their complex compositions are generally
viewed as a three-phase operation: planning, scheduling, and execution. There is some set
of objectives or goals that a developer or user wants to achieve. This set might be viewed
as the rationale for the desired web service. One might have multiple plans (various
compositions of web services) that could achieve those desired goals. A given plan is
selected or composed from a library or registry of services/plans. That plan can be
represented as a more-or-less complex task or process model, [SWS, 2005].
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This model is suitable for our idea of tree representation of any information defined in S
which was mentioned above.

To realize our vision of the SISE, it is necessary to implement theoretical model S in some
pilot project and fully describe formalization processes and form recommendations for used
technologies. If we concern SISE as an abstract upper model S, it will be necessary to
define common Semantic constraints (preconditions and postconditions) for defined
interfaces of services.

Task T
preconditions , postconditions
A S In background:
pre DGSI_L.»’/ pre i post Ontology (Class level)
. - y & KB (Instance level)

1 assertions about
or\ Y/ | Entities, their
N ! \ Properties, Relations,

Iy | N
'.I I- | Axioms, Values
C | t D DTEE post F
pre pi post
&

Match Task (registered Task/Service)
Instantiate (linearize, sequence): TADBEF...N
Schedule (with schedule constraints): TADBEF...N

"N
post
Execute (with execution constraints): TADBEF...N p“}.

Figure 3. Planning, Task, Process Representation. Source [SWS, 2005].

4. CONCLUSION

Interaction among various digital data, information and knowledge sources are necessary
for building SISE, e.g. ensure so - called semantic interoperability. Semantic
interoperability is conceptual formulation of metadata structure that allows semantically
combine data elements from different schematics, dictionaries and other sources and makes
possible to search information across heterogeneous distributed data source. By the help of
semantic interoperability are solved e.g. problems, when individual sources use various
terms for description of the same term or on the contrary use same terms for various
notions.

The technologies supporting semantic interoperability are very popular and exploited
nowadays (semantic technology), especially then ontology, which compared to for example
UML (Unified Modeling Language) offer some other benefits.

The amount of existing ontological models is rising very quickly. Mostly they are focused
on some specified domain (domain ontology) or systems in companies (application
ontology). To ensure interoperability of these systems, it is necessary to solve compatibility
of systems and it covers as a first step — to standardize model for environmental data,
information and knowledge.

The usage of the developed model will enable more exactly find out (identify) which
elements (constituents) and in what way they have been used in the extraction of
information any time, without necessity to know more details about the meaning of single
relations and classes in the whole model context.

Nowadays it is just theoretical model which flows from earlier research and we try to verify
it on implementation pilot in biodiversity and waste management area.
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Abstract: This paper outlines and demonstrates a strategy for coupling of integrated
hydrologic model and Geographic Information System (GIS) to meet pre/post processing of
data and visualization. Physically based fully distributed integrated hydrologic models seek
to simulate hydrologic state variables and their interactions in space and time. The process
requires interaction with a range of heterogeneous data layers such as topography, soils,
hydrogeology, climate, and land use. Clearly, this requires a strategy for defining topology
definitions, data gathering and development. Traditionally GIS has been used for data
management, analysis and visualization. Integrated use and streamlineed development of
sophisticated numerical models and commercial Geographic Information Systems (GISs)
poses challenges inherited from proprietary data structures, rigidity in their data-models,
non-dynamic data interaction with pluggable software components and platform
dependence. Independent hydrologic modeling systems (HMSs), GISs and Decision
Support Systems (DSSs) not only increase model setup and analysis time but they also
result in data isolation, data integrity problems and broken data flows between models and
the tools used to analyze their inputs and results. In this paper we present an open-source,
extensible and pluggable architecture, platform independent “tightly-coupled” GIS
interface to Penn State Integrated Hydrologic Model (PIHM) called PIHMgis. The tight-
coupling between the GIS and the model is achieved by the development of PIHMgis
shared-data model to promote minimum data redundancy and optimal retrievability [Kumar
et al., 2008]. The procedural framework of PIHMgis is demonstrated through its
application to Shaver’s Creek Watershed located in Susquehanna River Basin in
Pennsylvania.

Keywords: Geographic Information Systems (GIS); Hydrologic Model; Shavers Creek;
Susquehanna River Basin.

1. INTRODUCTION

Physically based distributed hydrologic models simulate the spatio-temporal dynamics of
the important hydrologic processes using spatially distributed watershed’s physical
properties and forcing fields [Feeze et al., 1969]. These models better represent natural
heterogeneities [Entekhabi et al., 1989; Pitman et al., 1990] with the goal of enhancing our
understanding and prediction of the spatio-temporal dynamics of hydrologic processes.
Clearly, a key challenge in the development and use of distributed, physically based
modeling frameworks is the large number of physical parameters that must be incorporated
into the model. Geographic Information Systems (GISs) with their ability to handle both
spatial and non-spatial data, and to perform data management and analysis operations have
a strong potential to advance development and use of more complex modeling frameworks
if used appropriately. A major deficiency of GIS that has been recognized is the lack of
sophisticated analytical and modeling capabilities [Maidment, 1993; Wilson, 1996;
Camara, 1999]. Likewise many, existing hydrologic models are not developed with data
structures that facilitate close linkage to GISs and decision support systems (DSSs)
[National Research Council, 139-63, 1999].
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Prior efforts have implemented a range of different levels of coupling between a GIS and
hydrologic models helping to elucidate the relative advantages and disadvantages of
alternative coupling approaches in terms of representation of the watershed, watershed
decomposition, sensitivity/uncertainty analysis, and parameter estimation as highlighted by
Watkins et al. [1996]. Current GISs have limitations that impede coupling with hydrologic
models [Abel et al., 1994; Kopp 1996]. Also since many of the advanced GISs are platform
dependent, running mostly on Windows platform personal computers (PCs), they limit
users from taking advantage of high performance computing architectures. Many
commercial GIS framework suffer from closed data structures for GIS features, making it
difficult to develop customized data manipulation/visualization tools that evolve with a
modeler’s/user’s needs. Moreover, hydrologic models generally need other software
support for pre- and post-processing tasks such as sensitivity analysis or decision support.
The diverse needs of hydrologic research motivate the importance of developing coupled
GIS and physical modeling systems able to incorporate more flexible tools and formats
[Deckmyn et al., 1997].

In this paper, we demonstrate an integration methodology for an open source GIS
framework and an integrated hydrologic model that enables users to take advantage of
object oriented programming (OOP) to provide direct access to the GIS data structure, to
better support efficient query and data transfer between the hydrologic model and GIS
[Kumar et al. 2008]. The data structure has been designed to be flexible for modification
and customization of the model or GIS, rich enough to represent complex user defined
spatial relations and extensible to add more software tools as the need be. The “tightly-
coupled” integrated GIS interface to Penn State Integrated Hydrologic Model (PIHM) has
been created in the Open Source Quantum GIS [www.qgis.org]. The software framework
used to create the tightly coupled PIHMgis system is generic and can be used in other
model applications. Beyond describing the software framework for PIHMagis, this paper
also demonstrates the importance and use of the framework for representing, modeling,
visualizing and analysis data to Shaver’s Creek Watershed in Susquehanna River Basin in
Pennsylvania as case study.

2. INTEGRATION METHODOLOGY

2.1 Introduction

Goodchild [1992], Nyerges [1993] and Sui et al. [1999] have discussed software
integration strategies for GIS frameworks and models that range from loosely coupled to
fully integrated systems. As discussed in Table 1, loose coupling, where a distinct GIS and
model system exchange information using files, may be prone to data inconsistency,
information loss and redundancy, leading to increased model setup time and post-
processing. On the other extreme embedded coupling, where the model itself is developed
in the GIS framework leads to a large and complex source code structure, which leaves the
code inertial to change results it in being closed and isolated. Tight coupling preserves
identity of GIS and hydrologic model behind the shared user interface and allows data
exchange using shared data and method base.

Table 1. Different levels of integration between a GIS and a hydrologic model

Coupling Level = ) ] _
Loose Tight Integration Embedding
Characteristics {
Shared User Interface x N N
Shared data and method base X N N
Intra-simulation Model Modification X X N
Intra-simulation Query and Control X x N
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In this study we follow a tight coupling methodology [Kumar et al., 2008] based on the
classification listed in Table 1. Tight coupling has the advantage of (1) preserving the
advantage of independent development of various tool boxes as is the case for loose
coupling and (2) the shared memory access to GIS data and model data linked through a
carefully designed object oriented programming strategy for both the GIS and hydrologic
model mimics many of the advantages of an embedded coupling system. As listed in Table
1, one of the major pre-requisites for tight coupling between GIS and a hydrologic model is
to have a shared data and model structure base. Developing a shared data model for a GIS
and a hydrologic model requires a careful consideration of both software systems and
identification of connection points between them.

2.2 GIS Framework

The architecture of the GIS data model determines the ease of coupling a GIS with a
hydrologic model. Generally a data model for a GIS includes constructs for spatial data,
topological data and attribute data [Nyerges, 1987]. Data structures and associated
descriptive constructs used in the data-management subsystem of GIS can lead to efficient
data storage, editing and retrieval, and definition of new customized feature object
representations within a GIS and integrated hydrologic model. This implies that a data
model with its data, rules and relationships base can be a suitable basis for supporting GIS
applications as well as hydrologic modeling. The data structure of the integrated hydrologic
model will be then determined by the type and properties of the data models used in GIS.
One of the pre-requisites for a tightly coupled integration, based on a shared data model
will be access to the GIS architecture. Open source access to a GIS’s architecture facilitates
the development and use of GIS classes and methods while also providing the interface and
linkages necessary for tight coupling. In this study, Quantum GIS (QGIS) is used as the
base GIS system which is tightly coupled with PIHM. QGIS is open-source GIS and has
been developed in C++, C and Qt (http://trolltech.com/), which makes it attractive as a base
framework to develop a model interface.

2.3 Hydrologic Modeling Framework

The hydrologic processes incorporated in the model require data coverage sets of physical
properties and system states at time t to predict system states the results at t + At. At is
adaptively determined depending on the time scales of the interacting processes at each
time t. In this study, we present PIHM [Qu and Duffy, 2007] tightly coupled with QGIS.
PIHM is a physically-based, distributed hydrologic model that uses a finite volume
formulation for the governing physical equations and constitutive relationships interacting
on and across the unit elements of the decomposed domain. The governing physical
equations generally represented by partial differential equations (PDEs) are discretized in
space using the ‘method

of lines’ [Leveque,

2002] approach  to &
reduce them to ODES. '
Figure 1 shows a typical
“kernel”  defined for
triangular and linear
prismatic elements along
with  the interacting
physical processes to be
coupled in the model.
The kernel is designed to
capture dynamics of

multiple processes while
maintaining the Figure 1. Interacting hydrologic processes on each prismatic element (left)
conservation of mass at and on each linear river element (right) [modified from Qu and Duffy, 2007]

all cells, as guaranteed
by the finite volume formulation [Leveque, 2002].
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The PIHMgis framework developed in this study supports the organization, development
and assimilation of the extremely large set of spatial and temporal data for each model cell
and its neighbors. With the shared data model, relationships and schemas between GIS and
hydrologic model, tight coupling leads to an integrated system where GIS is simply another
option to generate addition state and output variables in the model and to provide additional
management, analysis and visualization options while the hydrologic model becomes one
of the analytical functions of the GIS.

3. PIHMugis INTERFACE

PIHMgis is an integrated and extensible GIS system with data management, data analysis,
data modelling, unstructured mesh generation and distributed PIHM modelling capabilities.
The underlying philosophy of this integrated system is a shared geo-data model between
GIS and PIHM thus making it possible to handle the complexity of the different data
models, representation structures and model simulations. PIHMgis has been developed
using basic QGIS source code. The Graphical User Interface (GUI) component have been
designed in Qt [http://trolltech.com/products/qt], which is a standard framework for high-
performance, cross-platform graphical widget toolkit development while the algorithms for
several modules and the hydrologic model PIHM have been implemented in C and C++.

PIHMgis interface is

procedural and Interactive 86e [X| PIHMgis :: Quantum GIS - 0.7.4 (‘'Seamus')

Figure 2 shows a snapshot ‘_E“f‘ o o e Pam —

of PIHMgis interface, Ll oW EE & (AL HLLQO0 - (A1
I

More snapshots are i -

available at o e - -
http://www.pihm.psu.edu/ BN e
>> PIHMgis >> I e

Documents >>  Users
Guide. “Help” guides the
user in selecting control
parameters, the underlying
algorithm  through each
PIHMgis module.
Modularity is achieved via ‘ ‘
the plugin architecture

which provides a I frue 1 svin ez emen ie=a |
mec_hamsm for third Figure 2. PIHMgis Interface. The data frame shows the unstructured domain
parties to extend the QGIS decomposition for Shaver’s Creek Watershed.

core application.

Architectural framework
of PIHMgis shown in User Intorface
Figure 3 outlines the

functionalities  provided

i ' E— !
by th? framework. Tlght Data Management |« PIHM > Data Analysis [
COUpImg shares the user Raster Processing Kernel Definition Spatial
interface between the GIS Vector Processing Numerical Solver Temporal
and the modell ing Data Model Loader Spatio-Temporal

framework. Direction of Parameterization Uncertainty

the arrow in shows the

Field, Feature Objects,

possible data flow within —{Domain Decomposition Non-Spatial Data
the framework. All the Static: Conformed,

. constrained Delaunay/
modules of PIHMgis nested triangulation Data Accessor |4
have been organized in a Dynamic: Adaptive | | Geodatabase (grid-shp/dbf) Read
procedura| structure. triangulations schema/data/relationships (grid-shp/dbf) Write

Procedqral framework  of Figure 3. Architectural Framework of PIHMgis showing functionalities and
PIHMgis has been conceptualization; direction of arrow shows the possible data flow within the

categorized into six processing stages. Raster Processing modules facilitate stream
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definition and watershed delineation. The Vector Processing aids users in defining
watershed properties using nodes, polygons and polylines which eventually serve as
domain constraints. The domain constraints are used to generate constrained Delaunay
triangulations with certain mesh quality criteria. Before solving the finite volume based
system of ODEs using RunPIHM module, the model parameters associated with soil, land
cover as well as forcing and boundary conditions are assigned to each triangular and stream
element in automated fashion in Data Model Loader modules. Finally, statistical and other
kind of spatial and temporal data analysis and visualization can be performed to the model
output using Analysis modules.

4.  PIHMgis APPLICATION: CASE STUDY

PIHMgis takes advantage of the fact that modern geohydrologic datasets are stored and
distributed in the form of a geodatabase [Arctur and Zeiler, 2004]. PIHMgis facilitates
easy and accurate data development leading to easy model setup, model run, analysis and
visualization. To demonstrate the procedural framework a case study application of
PIHMgis to Shavers Creek Watershed located in Susquehanna River Basin is discussed in
this section.

4.1 Raster Processing

Raster Processing facilitates stream
definition and watershed delineation from
the Digital Elevation Model (DEM) of
the modelling domain. It is executed in a
procedural framework involving
computation of: (1) Fill Pits Grid; (2)
Flow Grid; (3) Flow Accumulation Grid;
(4) Stream Grid; (5) Link Grid; and (6)
Catchment Grid. Figure 4A shows the 30
meter DEM of the Shavers Creek and
Figure 4B shows the catchment polygon
and stream polyline feature obtained after
Raster Processing modules. A threshold
of 2000 grids was applied to Flow Grid
computed using d8 algorithm [Tarboton, Figure 4. A shows DEM of Shaver’s Creek. B Catchment
1991] for stream definition. and stream feature obtained after Raster Processing

4.2 Vector Processing

Geohydrologic features such as soils, land cover and other physiographic coverages can be
used as constraining layers for the purpose of decomposition or mesh generation of
modelling domain in addition to features generated using Raster Processing modulated by
the modelling purpose. However,

Stream polylines and catchment

polygons obtained using Raster

Processing retains the signature of —

the grid used, which of course l

depends on the DEM resolution.

Vector Processing modules _\/
address issues specifically / D \_/\A/_‘/
pertaining to modelling exercise as AN

|

it allows development of a GIS
layer which contains all the
information  of  preferentially
simplified  constraining  layers
enabling efficient and quality

\
—— Original Polyline Maximal Distance Line
Simplified Polyline Smaller Than Threshold

Figure 5. Intermediate steps involved in a polyline simplification
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domain decomposition for modeling.

Features of the type polygon or polyline contain fluctuations or extraneous bends.
Preferential simplification is a crucial module, part of Vector processing which simplifies
the feature by eliminating nodes responsible for those fluctuations and still preserving the
essential shape of the feature using simplification algorithm [Douglas and Peucker, 1973]
as shown in Figure 5.

4.3 Domain Decomposition

PIHM uses vertical projection of triangular irregular mesh to form a local control volume
which facilitates better representation of terrain [Kumar et al., 2008]. TRIANGLE
[Shewchuk, 1996] has been integrated to decompose the domain into a high-quality,
constrained, conforming Delaunay triangulation. TRIANGLE uses Ruppert [1995] and
Chew [1993] algorithms for triangulation to generate non-skinny triangles and enforces the
user selected quality constraint to the constraining layer prepared after Vector Processing
modules.

In this study only the external boundary of the watershed is considered. A simplification
tolerance of 200 meters was applied to both the watershed and stream feature. The
decomposed unstructured mesh for the modelling domain is shown in Figure 2, where a 23
degree minimum-angle quality constraint was used.

4.4 Data Model Loader

The shared geo-data model contains all the topological and relational information needed to
represent the modelling domain as well as the geohydrologic data needed for model
parameterization. The Data Model Loader modules enrich the geodatabase defined by the
classes and relationship of the shared geo data base. Several algorithms have been
incorporated in Data Model Loader modules to facilitate topology assignment and model
parameterization related to each triangular element and river segment.

An element is defined by the
collection of three nodes in
relation to the decomposed
domain. Each element s
assigned with a representative
parameter value corresponding
to each geohydrologic data layer

f ©
along with nodes and neighbour AB
H H H H Figure 6. A. Data parameterization of each layer for each representative
information as Sh_OWS n Flgur_e element. B. Topology for each stream segment using nodes and elements
6A. Where as, a river segment is

identified as one of the edge of an element, therefore defined by two nodes. Topology for
channel segments is defined by From Node, To Node, Downstream segment, Left
triangular element, Right triangular element [Figure 6B].

45 RunPIHM

RunPIHM module embraces the PIHM and facilitates its execution right from the GIS
framework. PIHM uses semi-discrete finite volume approach to reduce the governing PDEs
into ODEs. The local system of ODEs defined on the each unit element and linear stream
segments are assembled over the entire modelling domain forming a global system of
ODEs. A state-of-art stiff-ODE solver SUNDIALS [http://www.lInl.gov/CASC/sundials/]
is used to solve the global system of ODEs. RunPIHM module directly interacts with the
geodatabase previously enriched by the Data Model Loader modules to retrieve all the
topologic and geohydrologic model parameters. As simulation progress all the spatio-
temporal model simulated data feeds back the geodatabase in the Network Common Data
Form (NetCDF) format.
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4.6 Analysis

PIHMgis modules discussed in section 4.1 to 4.5 provides easy data development, efficient
model setup, and model execution. PIHMgis also provides modules to meet specific need
for analysis and visualization of model

simulated data in addition to basic GIS LX) x| TimeSeries
functionalities of QGIS. RunPIHM Mean Saturation
provides several optional parameters LD — meansat

for the purpose of model calibration.
However in this paper no calibration
has been performed as part of model
simulation. That is, data used in the
simulation can be considered as a- A A M A M

... R . 0 50 100 150 200 250 300 350 400

priori information from independent Time (days) A
sources. The Time Series module Figure 7. Spatial mean saturation over the entire domain for 1yr.
allows visualization of time series of
model simulated parameter [described
in Figure 1]. Figure 7 shows a time
series plot of saturation averaged over
the whole domain. Spatial Plot module
allows creation of spatial maps as time
series doesn’t provide any information
regarding spatial distribution of any
simulated parameter. Figure 8 shows
the spatial distribution for the annual
average soil saturation. Since the
motivation  behind  analysis  of
simulated results may vary WidE|y Figure 8. Mean annual saturation over the entire domain.
depending on modelling interest, it is

necessary that PIHMgis have extensible and pluggable architecture which allows easy
addition of customized analysis and visualization modules.

Saturation
o
ao
&

Mean Saturation

0000-0368

5. CONCLUSIONS

Isolated and independent hydrologic models and pre-processing (input data preparation)
and post-processing (analysis and visualization), leads to increased model setup time and
errors due to broken data flow. PIHMgis uses a tightly-coupled GIS framework which is
based on shared-geo-data model to bridge hydrologic model and geohydrologic data (GIS
framework). It offers a strategy for integration of modelling, analysis and visualization of
complex multidimensional geohydrologic and land surface information.

Open source development of PIHMgis provides transparency, free access, modification to
the source code. PIHMgis source code documentation is available at
http://www.pihm.psu.edu/pihmgis_documents.html. The tight coupling strategy leaves the
frameworks extensible and allows independent development. Moreover, the procedural
framework of PIHMgis provides ease of use and preserves independence of each module at
the same time.
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Abstract: GEONAMICA® is a framework developed by RIKS to support the development
of integrated spatial decision support systems (ISDSS). This paper firstly presents an
outline of the development process of an ISDSS, signalling potential obstacles and
emphasising the need for cooperation between the involved parties. Secondly, it gives an
explanation of the way in which a framework helps to reduce development costs and
improve the quality of the final product, combined with a study of the requirements needed
for the framework to be effective. Thirdly, the paper presents an overview of the
framework, relating it to existing modelling paradigms. In the conclusion, we review the
adherence of the framework to the requirements we set out and give a look into the future.

Keywords: modelling framework; model integration; modular model component; integrated
assessment; DSS development

1. INTRODUCTION

Spatial planning processes are changing by the possibility to make better informed
decisions on the basis of available spatial data and insight in spatial dynamics. This leads to
an increase in the demand for Spatial Decision Support Systems (SDSS) [Densham, 1991].
However, the unfamiliarity of decision makers with SDSSs makes it hard to communicate
the possibilities of such a system. Previous projects with similar objectives can help
exemplify the benefits and elicit the kinds of questions or problems it can help answer, but
the SDSS developer must make sure he can deliver what he promised with the often limited
budgets that are available for such projects.

In this light, an application framework to support the development of a SDSS can prove a
valuable advantage. A framework is a reusable, semi-complete (software) application that
can be specialised to produce custom applications [Fayad, et al. 1999]. The primary
benefits stem from two types of reuse: design reuse and implementation reuse. By
delivering a useful set of patterns as a documented design, as well as a partial solution in
the form of a skeleton application, a framework may save lots of costs for rediscovery and
reinvention [Hahn & Engelen, 2000].

Besides reusability, modularity, extensibility and inversion of control [Fayad, et al. 1999]
are benefits of an application framework that can reduce development costs. Moreover, in
the domain of integrated SDSSs, these properties help to support a more advanced
development process, in which a relatively simple prototype system is iteratively improved
and expanded based on the users needs. Modularity eases the implementation of
adaptations by localising their impact on the system. Extensibility allows a system to
become more complex and specialised on the users needs without the need for a complete
redesign. Inversion of control keeps the interaction procedures between components stable
from one iteration in the development process to the next.

In the next part, we will elaborate on this iterative development process and the roles of the
involved parties. From the insights in this process, we will derive requirements that a
framework must meet in order for it to be a suitable base to build on. Section 2 gives an
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explanation of the GEONAMICA® framework, which has been developed for this purpose,
and relates it to the theoretical foundation it builds on. The last section shows how it meets
the requirements we have set out and presents a look into the future.

1.1  Developing an Integrated Spatial Decision Support System (ISDSS)

The development of an ISDSS can best be described as an iterative process of
communication and social learning amongst three involved parties — as depicted below.
First, there are policy makers, the end-users of the system. They provide the policy context
and define the problems, functions and usage of an ISDSS. Second, there are scientists
responsible for the main model processes and choices of scale, resolution and level of
detail. Third, there are IT-specialists who design the system architecture and carry out the
software implementation of the models and user interface.

Note that for complex ISDSS projects, a fourth role
is vital for success. The DSS architect has the main
responsibility for integration, communication and
management and assures the quality of the integrated
model underlying the system. As a generalist, the
architect bridges methodological and knowledge
gaps between policy makers, scientists and IT-
specialists — both between and within groups. In
order to fulfil this role, the architect needs a solid and
intuitive understanding of the application domain and o

the purpose of the system, as well as very good _ -
communication skills. Science < (:) > Policy

The interaction between the three groups involved is as important for the quality of the
final product as the tasks carried out by each group individually. Policy makers and
scientists can select policy-relevant research and models capable of answering the problems
set out by the policy makers, translate policy options and external factors into model input
and translate model output into policy-relevant indicators (1). Scientists and 1T-specialists
can work together to implement new models, link existing models and ensure consistency
throughout the system (2). IT-specialists need to work with policy makers to set up a user
interface that represents the relevant input and output in a comprehensible manner without
overwhelming the user with the wealth of available information and possibilities (3).

Information Technology

The interaction helps each group to gain a better understanding of the needs the others have
and the possibilities they offer. For this understanding to take full effect, an iterative
approach is best suited. After the initial goals and requirements of the system have been
established, IT-specialists can set up a prototype system to help asses its usability and show
policy makers the possibilities. Their feedback can be used to make the model more robust,
add missing input or output to the system and improve the operability of the user interface.
The prototype can be used by scientists to train policy makers — and their technicians — in
the use of the system. This includes translating real-world problems or questions into
interventions in the system and translating an analysis of model output into concrete,
valuable recommendations or conclusions.

Besides giving scientists a better understanding of the policy making process, such
consultancy can help increase the practical value of the system — that is, make sure that it
will be used and that it will be used appropriately. Due to its integrated approach, the
utilisation of the ISDSS could even have an impact on the work-practice of the involved
organisation. After some time, an extension of the system or refinement of some part may
prove desirable and the development process can enter another iteration.

1.2 Perspectives on the system

Not only do the three parties involved in the development of a spatial DSS have different
roles, they also have a different view on the system. These different perspectives can cause
problems in communication or false expectations. What seems trivial to a policy maker
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may be a complicated task for a modeller or 1T-specialist. Conversely, small changes to the
model or software can make a huge difference in the eye of a user of the system.

To policy makers the system acts as one whole; particular input will produce particular
output. Though their understanding of the processes involved may be richer or poorer, their
focus is aimed at the use of the system, not at its internal structure. Scientists and IT-
specialists need a higher level of system specification [Zeigler, et al. 2000]; they need to
know the internal structure. The decomposition of a system into coupled components helps
scientists to understand it by dividing research or knowledge into comprehensible parts,
often focused per discipline. For IT-specialists, the benefits are even greater, as they have
the ability to design, implement and test each component individually. As a result, their
decomposition may be more extensive than that of scientists. Finding an appropriate
decomposition can be a difficult, time-consuming task. This can be lightened by the use of
a framework, however.

1.3 Requirements for a framework / ISDSS

The previous sections give an outline of the process of developing an ISDSS and the
common communication problems occurring between the parties involved in such
development. From these insights we can derive four requirements for an application
framework to successfully support this process, meaning its use will reduce development
costs and result in a more stable and better suited product.

1. Modularity

2. Scalability

3. Powerful system in terms of size, speed and model complexity
4. Interactive system

The first two requirements stem from the iterative development process itself and relate
more directly to the framework, while the last two are imparted common requirements of
the ISDSS and relate also to the skeleton application the framework offers.

To support iterative development, a framework must reduce the costs of subsequent
iterations by allowing easy adaptation or improvement of the work in the previous phase
and by supporting the extension of the system with new models or functionality. This
firstly requires modularity of the framework, meaning the entire system can be decomposed
in a prescribed way into components that interact through well-defined, stable interfaces.
When local changes must be made, modularity helps to keep the impact of those changes
localised, thereby keeping development costs limited and allowing parallel work on distinct
components. Secondly, the framework and system should be scalable in the sense that
extensions can be made without the need to revise previous work and without the system
growing excessively complex or resource consuming. This prevents the ISDSS developer
from having to start from scratch when the user would like to see an extension of the
ISDSS’s model or functionality.

After the system has been expanded in several iterations, it can grow to a substantial piece
of software, particularly compared to the prototype version. To still be able to use this
application in a similar way as the first one — for example, running it on a desktop
computer with computation times in the order of minutes — the final system has to be
powerful in terms of size (of data and models) and speed (of data access and model
computation). The framework that was used to build the first, lightweight version must
support the final, heavyweight version as well. Besides the increased size of data or
models, subsequent iterations of the development process can also raise the need for greater
feedback between models, thereby raising model complexity. The model framework, upon
which the models are built, should be able to support this increased complexity without the
need for a complete redesign.

One of the general requirements for any DSS is user-friendliness. This requires from the
framework that the DSS developer is able to design the user interface as he deems suitable.
Therefore, the framework should not oppose design, layout or functionality on the user
interface. Still, a common requirement will be for the user to be able to interact with the
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system directly. This means the framework cannot afford to lock up during computation. It
must stay responsive to user input and process these changes to display the correct output.

2. GEONAMICA®

GEONAMICA® is the object-oriented application framework [Fayad, et al. 1999]
developed by RIKS to build decision support systems based on spatial modelling and
(geo)simulation. It has been developed over the past 15 years and has been used to generate
integrated spatial decision support systems, such as WADBOS [Engelen, et al. 2003a],
ENVIRONMENT EXPLORER [Engelen, et al. 2003b], MEDACTION [Van Delden, et al.
2007], XPLORAH [Van Delden, 2008] and MOLAND [Barredo, et al. 2003]. Besides
these, RIKS has used GEONAMICA® to develop METRONAMICA, a template SDSS that
includes a local dynamic land use interaction model, a regional interaction model and/or a
transport model — depending on the exact version. It can be used to set up a specific SDSS
without the need for additional software development by filling the system with data,
calibrating the model and training the users.

In ISDSSs, such as the ones mentioned above, we can distinguish three major components:
a database to store information used by the system — mostly raster or vector map data, time
series data and cross-sectional data —, a model base to manage the models that are used and
a user interface to enable the user of the system to interact with it. Setting up each of these
components and letting them work together should be facilitated by the application
framework as much as possible.

GEONAMICA® offers set components for the storage of map data, time series and cross-
sectional data. It provides a modelling framework based on the Discrete Event System
Specification (DEVS) formalism [Zeigler, et al. 2000] and includes a model controller that
manages the models, makes sure they interact properly and tells each model when to
perform certain, predefined actions. To create a user interface, GEONAMICA® includes a
skeleton structure and a rich class library of user interface components, such as map display
and editing tools, list and table views and two-dimensional graph editing components.

The strength of GEONAMICA® lies in the fact that the modelling framework provides a
generic structure for the models that allows them to be integrated more easily, while
enabling complex dynamic models to be executed efficiently. The environment is set up in
such a way as to enable users to run simulations interactively, by allowing them to
intervene in the system and observe the results of their actions directly in a comprehensive
manner or save the results to persistent storage for more elaborate analysis or presentational
purposes.

2.1  Model blocks

The modelling framework in GEONAMICA® builds on the DEVS formalism. Specifically,
the entire model is composed of model blocks, which are encapsulated parts of a model that
can communicate with each other and with the system through a standardised interface. A
model block contributes to the entire model — in its simplest representation as a collection
of variables and equations or algorithms — with the variables it contains and the procedures
associated with it to compute the value of these variables. Data hiding is particularly
applied to the variables of a model block that can only be accessed through dedicated ports.

Model blocks communicate with each other through input and output ports. An input port
allows a model block to gain read-only access to a variable of another model block, such
that it can be used for computation. An output port allows read-only access to one of the
variables of a model block. By linking all input ports of a model block to output ports of
other model blocks, we create a coupled component. The collection of interlinked
components forms the system that represents our entire model. For each particular system,
the model is specified in an XML file. The listed model blocks are instantiated and coupled
at run-time, thereby allowing a change of the model without the explicit need for additional
programming and allowing different versions of a model to be maintained in parallel.
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Note that the entire model can be represented by model blocks hierarchically. That is, we
can define a composite model block as the collection of a set of model blocks and the links
between their input and output ports. Input ports of model blocks in the composite that are
not connected to output ports of model blocks in that composite are automatically rerouted
to input ports of the composite model block. The set of output ports of the composite
consists of all output ports of the contained model blocks.

2.2 Simulation engine

The variables in a model block represent the state of a real-world or imaginary entity at
some point in time or over some time period. This means that we cannot store the value of
some variable for two moments in time without explicitly making a copy. The simulation
engine tells each model block when to compute the value of its variables for a specific
point in time. The model block responds by telling the simulation engine when it should
calculate again. To keep the model output comprehensible for the user, the simulation
engine always keeps all model blocks up to date with the global simulation time.

This paradigm can present a problem when we calculate more than one variable in a model
block. Consider, for example, a model with two model blocks. Model block A has the
variables X and Y and model block B has the variable Z. The value of the variables is
calculated as:

A:{Xt =f (Yt—l’zt—l)
(
(

On the right, these relations are depicted schematically. The arrows indicate that a variable
(head) is dependent on the value of another variable (tail). We can easily see that X should
be calculated before Y and Z, and Z should be calculated before Y. However, if X and Y are
in the same model block, they should be calculated simultaneously, since calculation
procedures are associated with model blocks, not with individual variables. To be able to
represent this model in our paradigm, we have to make a distinction between variables that
are dependent on a lagged value and variables that are only dependent on current values.
We call the former accumulating variables and the latter transitory variables. So X is an
accumulating variable and Y and Z are transitory variables. The complete determination of
the type of a variable is depicted in the schema below.

Is the value of the variable dependent on
the value of another variable?

yes, no,
endogenous exogenous
v v
Is the variable value dependent on Can the value of the parameter
the lagged value of another variable change over time — that is, does it
or its own lagged value? follow a time line?
yes no yes no
A A A A
Accumulating Transitory Dynamic Static
variable variable parameter parameter

In order to be able to model the above example, we have to split the computation of a
model block into two parts; one in which all accumulating variables are calculated and one
in which all transitory variables are calculated. First, all accumulating variables are
calculated for all model blocks. Next all transitory variables are calculated. This separation
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does not resolve all precedence relations. In the example above, we see that the transitory
variables of model block A should still be calculated before those of model block B.

Since accumulating variables are dependent on lagged values, their value needs to be
specified for the start time of a simulation. In the initialisation of the model, copying this
value to the current value replaces the calculation procedure for accumulating variables.

Once we know the dependencies between variables, the remaining precedence relations can
be derived automatically, as depicted below. On the left we see a non-lagged relation and
on the right we see a lagged relation. Depending on the type of the variables X and Y we
have six different possibilities, as listed in the table below, where T stands for a transitory
variable and A for an accumulating variable.

Xf j " Xt_\ X
Yt—l Yt Yl 1 Yt
Relation Xer | X¢ | Yy | Meaning Brief
Y= f(Xy) - T | T | Xmustbe calculated before Y is calculated. | X<Y
Yy =1f(Xy Yea) - T | A | Thisis impossible, since all accumulating -
variables must be calculated before all
transitory variables.
Y= 1f(Xy) - A | T | Thisis ok; all accumulating variables are ok
calculated before all transitory variables.
Yy = (X, Yea) - A | A | Xmust be calculated before Y is calculated. | X<Y
Ye=f(Xeq, Yeo) | T - A | This is ok; all accumulating variables are ok
calculated before all transitory variables.
Y= f(Xeg, Yer) | A - A | Y must be calculated before X is calculated. | Y <X

The relations between variables can be derived from the connections between input and
output ports. Hence, the order in which the variables of the model should be calculated can
be derived once we know the model coupling. To upscale this order to model blocks, we
add equality relations (in terms of precedence) between all accumulating and between all
transitory variables of the same model block. Note that, since the precedence relations
between variables are relevant to either the accumulating or transitory computation phase,
depending on the type of variables involved, the order in which model block calculate can
differ in the two phases.

The GEONAMICA® model framework builds on the DEVS formalism, but does not
comply with it fully. In the DEVS formalism, the distinction is made between rate and state
variables. First, the change of all state variables are calculated and stored in rate variables.
Next, the state variables are updated with the rate variables. This method allows model
blocks to calculate completely independently at the cost of having to store the change of
each variable explicitly, even when a variable could be updated directly. The
GEONAMICA® model framework takes advantage of such redundancies to reduce the
strain on resources. This comes at the cost of generality. Note that any specific model that
can be implemented using the DEVS formalism, can be also implemented using the
GEONAMICA® modelling framework. Hence, the consequences are entirely practical.

2.3 Incorporating user input

We mentioned before that the simulation engine always keeps all model blocks up to date
with the current simulation time to present a comprehensible output to the user. This means
that in the course of a simulation, we iteratively take time steps to advance the state of the
system. At the start of a time step, we update parameter values changed by the user and
recalculate the transitory variables dependent on these parameters. Next, we can advance
the simulation clock and calculate the accumulating variables of each model block in the
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order derived from the precedence relations between variables, as explained above. Finally,
the transitory variables of each model block are updated in their respective order and the
new output is presented to the user. The next simulation step is performed when the user
instructs the system to do so or automatically if desired.

If we strictly follow the outset above, the user could interact with the system only after a
time step is completed and before the next one has started. This is, of course, an
unacceptable characteristic for an interactive system. However, allowing a user to alter
parameter values in the middle of a simulation step would result in undetermined behaviour
of the system. Hence, we need a mechanism that allows the user to interact with the system
during the course of a simulation step, but guarantees the model that parameter values
remain constant during this period. This mechanism has been incorporated in the interface
ports of model blocks.

Interface ports provide access to the parameter values of a model block, which can be
altered by the user between simulation steps. The changes made in the user interface are
cached in the interface port to which the user interface is linked. At the beginning of a
simulation step, the user interface ports are instructed to relay their cached changes to the
actual parameter values. This way, we require no further synchronisation between user
interface and model processes, as far as the updating of parameter values is concerned,
thereby greatly reducing the overhead caused by such synchronisation issues.

3 CONCLUSIONS

The GEONAMICA® framework has been designed to support the development of 1ISDSSs
and to meet the requirements set out in section 1.3. In the next section, we will elaborate on
the way in which those requirements are met. The last section will discuss the limitations,
possibilities for improvement and future expectations.

3.1 How does GEONAMICA® meet the requirements?

The four requirements set out in section 1.3 are met by the GEONAMICA® framework
through different concepts incorporated therein. The main requirement of modularity is met
by the decomposition of the model into model blocks and the ability to specify the
complete model at run-time. Model blocks offer a clear method of decomposition that
allows the model framework to implement common procedures, such as reading or writing
to file. The input, output and interface ports form a stable interface for interaction between
model blocks themselves and between model blocks and other components.

The fact that the model is specified at run-time turns models blocks into components that
can be replaced without the need for recompilation. Combined with the possibility to
specify the model hierarchically, this functionality allows one to replace an entire sub-
model with another one in the blink of an eye. For example, we can replace a simple model
block containing scenarios for certain exogenous variables with a sub-model that computes
these variables endogenously. Except for the implementation of the sub-model itself, which
only has to be done once, there is no extra programming required to incorporate it into the
integrated model of the system. Additional feedback loops in the model are handled by the
simulation engine, which determines the computation order of the model blocks.

By reducing the storage of redundant data — by storing each variable for only one moment
in time and by introducing precedence relations for the computation of model blocks —, the
GEONAMICA® framework allows extensive, integrated models to be incorporated in an
ISDSS running on a desktop computer. By building on the DEVS formalism, the model
framework allows a high level of model complexity, while keeping the strain on resources
limited.

The user interface that GEONAMICA® offers is only an empty shell. Hence, the DSS
developer is free to design the user interface as best suitable for the user of the system. One
could, for example, create a different user interface for different groups of users, possibly
with a different background, objective or authority. The framework does, however, offer
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support for synchronisation between user interface and model processes with the caching
mechanism incorporated in the interface ports. This significantly lightens the load on the
user interface programmer to deal with synchronisation issues, which is one of the harder
problems to tackle in the design and implementation of a user interface.

3.2 Alook into the future

The GEONAMICA® framework has been developed with generality in mind. Its structure is
based on general requirements that follow from an understanding of the development
process of an ISDSS, as set out in section 1.3. The goal, however, has not been to develop a
framework that can be applied in a very wide range of conceivable applications, but to
develop a framework to support the actual ISDSS development that happens in practice. As
a result, the framework has a limited scope of situations in which it is useful.

GEONAMICA?® is a suitable candidate for an application framework to develop a DSS that
incorporates a discrete time simulation model. It is designed for systems to be used
interactively on a modern desktop computer running a Windows operating system. For
reasons of efficiency of execution, the framework has been implemented and can — at this
point — only be used in the C++ programming language. All these are technical limitations
that will render GEONAMICA® unsuitable for a good number of projects. There are,
however, a significant number of projects with the goal to develop an (IS)DSS that can
benefit greatly from the use of the framework. The examples listed in section 2 demonstrate
the practical value.

As the requirements posed for ISDSS development get stricter and competition becomes
stronger, we need to keep developing the GEONAMICA® framework to improve the
available components and overcome the current limitations. At RIKS, we are working
towards platform independency to allow a broader range of applications of a system — for
example, web-based access to models running on a server. A next step would be greater
independence of programming language, which can be achieved by the ability to
incorporate models that comply with compatible standards.
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Abstract: Soil data availability for modelling purposes is often insufficient for the
application of physical or semi-empirical models smulating soil hydrology. Standard soil
surveys frequently do not include hydrological characteristics of the soil, such as either
parameters of water retention and conductivity functions or, simpler than the former,
estimates of soil water content at field capacity and wilting point. Even when at least part
of such datais available, a quality control is needed to ensure not only that values fit within
expected ranges, but also to check for consistency across parameters in a specific soil. The
use of pedotransfer functions (PTF) alows estimating “what we need from what we have”,
that is, it allows estimating soil hydrological parameters from soil data often available. The
literature makes available a large number of PTF, and new ones are being proposed. Such
PTF range from very simple empirical functions, to complex soil physical models. Users
must select a PTF to be used based on both available data and their a-priori knowledge
about the soil to be simulated. Still, the choice of the PTF to be used is at times
controversial, and users may want to compare the estimate made by several PTF against the
same data. Also, users may want to test their own PTF, may be specific for a set of soils
and thus perfectly adequate for application in a specific contest, against well known ones.
An extensible and easily reusable library encapsulating a collection of PTF can be an
important tool to support development and operational use of soil-related models, and to
share the increasing knowledge about PTF. The objective of this paper is to illustrate the
free available component PTF (PedoTransfer Functions). The component is available for
both Windows .NET and JAVA platforms, and it is made available with some proof of
concept applications (inclusive of source code) in C#, VB.NET and Java, which show how
to extend the component and how to use it. The software component presented in this paper
meets the following main requirement: i) easy to reuse; ii) with a clear ontology of the
variables used in each PTF, where units, value range, and significance, are unambiguously
defined; iii) extensible by third parties independently, allowing for an open system to
which scientists can contribute; iv) freely available for non-commercia use.

Keywords. soil hydrologic characteristics, soil water retention, soil water conductivity,
software components.

1. INTRODUCTION

The application of physical or semi-empirical approaches in all models that involve soil as
one of the sub-system to be simulated (e.g. crop growth, nutrients and pollutants dynamics,
CO, sequestration, soil organic matter dynamics) require soil data (in particular
hydrological parameters) that are often unavailable. Consequently, since a long time [e.g.
Nielsen et a., 1986] there has been an interest in methods to estimate soil hydrological
parameters from commonly available soil data. More recently, the term “pedotransfer
function” (PTF) was introduced by Bouma and van Lanen (1987), and become of
common use after the work of Bouma [1989]. In this paper, the link between soil surveys
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and soil hydrology is emphasized, but it is also shown that several soil variables, such as
soil erodibility [Renard et a, 1997] or parameters for solute transport [Gongalves et d,
2001], can be estimated from basic data,. Nowadays a large number of procedures to
estimate soil hydrological parameters has been developed, using different methods. Such
methods are based on regression as in the classic work of Gupta and Larson (1979) and in
more recent EU HY PESS project [Wdsten et al, 1999], or the Vereecken et a. PTF [1989],
on either physically based or physical-empirical approaches [e.g. Aria e Parish, 1981,
Mishraet al, 1989], or on neural networks [e.g. Shaap et a, 2001, Minasny and McBratney,
2002].

It can be very difficult for a user to select what is the more appropriate method for a
specific application in a specific environment [Acutis and Donatelli, 2003], considering
that the different procedures can produce very different results [Gijsman et a., 2003], so
there is aneed for atool that offers the possibility to estimate the unknown variables with
several methods on the basis of available data. Assuming that some laboratory or field
measurements of the desired hydrological parameters are available, multiple estimates can
be evaluated against such data, allowing the selection of the best performing method. Such
evaluation can be done using also composite metrics specifically developed for soil PTF
[Donatelli et a., 2004].

Some software tools have been developed implementing PTF. Severa of them run in aweb
browser, but offer only a single or few methods of estimation; examples of such software
are Pedon-E [Ungaro et a., 2001 ] and SWLIMITS [Ritchie et al., 1999, Suleiman and
Ritchie, 2001]. Some already existing stand alone software, i.e. SoilPAR2 [Acutis and
Donatelli, 2003] present a collection of pedo-transfer functions (PTF), with some
possibility to store and visualize soil data, compare estimation against measured data, and
evaluate the performance of different PTF. Main limit of SoilPar2 and similar software is
that they are close applications, hence it is not possible to add other PTF not included in the
application. Also, thereis no quality control on data used.

To overcome the limitations above, a software component with the following main
requirements is presented in this paper: i) easy to reuse, in stand alone or web application,
in Windows .NET and Java platforms; ii) with a clear ontology of the variables used in
each PTF, where units, allowed value range, and significance are unambiguously defined;
iii) extensible by third parties independently, and in a transparent way, without recompiling
the code, alowing for an open system to which scientists can contribute; iv) freely
available for non-commercia use. The PTF component was developed to match the
requirements above and others.

2. IMPLEMENTED PTF METHODS
The component implements a range of PTF methods:

1. to estimate water content at some specific vales (defined Point PTF in Acutis
and Donatelli, 2003) and notably for field capacity and wilting point;

2. to edtimate parameters of different types of retention functions and for
conductivity functions;

3. toestimate saturated conductivity and bulk density.

The modelling background is essentially based on the approaches published in Pachepsky
and Rawls [2004]. The list the PTF currently made available in the component, and their
inputs and outputs, is reported in table 1. The equations of the implemented PTF are not
reported here, but reference to the source is provided with the documentation. When
possible, each implementation was tested against other existing software (unit tests were
made and are made available in the documentation of the component).
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Table 1. Pedotransfer function currently implemented in PTF, with their input and output .

Pedo-transfer function

H \% B BSS MJ H HM J MQJ S C

Variable

IsTopSail in - - in - - - - - in -
Clay in in in in in in in in - in in
Silt in in in in in in in in - in in
Sand - in in in in - - - - in
Organic carbon in in in in in - - - in in
BulkDensity in in in in in in - in out out in
SWC field

capacity out out out out out out out - - out
SWC wilting

point out out out out out out out - - out
SWC at various

pressures - - out out - out out - - -

Van Genuchten N | out out - - - - - - - R
Van Genuchten

M out out - - - - - - - -
Van Genuchten -

theta saturation out out - - - - - - out -
Van Genuchten

thetaresidual out out - - - - - - - -
Campbell A - - - - out - - - - out
Campbell B - - - - out - - - - out
Muaem| out - - - - - - - - - -
K saturation out out - - - out - out out

H = HYPRESS (Wosten et a, 1999) ; V = Veerecken et a (1989); B = Brakensiek et al.
(taken from Hutson and Wagenet, 1992) ; BSS = British Soil Survey (taken from Hutson
and Wagenet, 1992) ; MJ = Mayr and Jarvis (1999); H = Huston (Hutson and Cass,
1987); HM = Huston modified (Hutson and Cass, 1987); J = Jabro (Jabro, 1992) ; MQJ =
Manrique and Jones (1991) ; S= Saxton et al. (1986); JT=Jaynes and Tyler (Jaynes and
Tyler, 1984) ; C = Campbell (1985)

3. UTILITY TOOLS

Two tools are aso included in the PTF component, one to convert across soil particle size
distributions classification systems, and the second for fitting retention functions to
pressure-soil water content data couples.

Different standards for the description of soil particle size distribution (PSD) are adopted in
different countries, and some of these are aso internationally adopted. The large part of
PTF is based on the FAO [1999] standards, but also the ISSS is widespread, and in the
UK, another standard is adopted. So, there is a heed to convert across PSD classification
schemes, also to use a specific PFT developed for another classification schema to avoid
errors using an apparently similar one, as pointed out by Nemes and Rawls [2006]. The
tool for particle size classification conversion is based on log-normal interpolation. Even if
is the simpler and a low performing method [Nemes et al., 1999], it was chosen because it
can be used also when data are based on only 3 textural classes, which makes it usable on
most database; other methods require four textural classesin our knowledge.
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The tool for fitting the retention functions to pressure-soil water content data couples (not
available in the Java version) uses the multi-start simplex approach [Duan et d., 1992] to
fit these highly non-linear functions. It does not require a set of coherent initial values as
the traditionally used Marquardt’s method. Because the direct method adopted (derivatives
are not computed), standard errors of the functions coefficients and correlation among
themselves are computed using a boot-strap-based approach [Shao and Tu, 1995].

4. SOFTWARE COMPONENT DESIGN

The software component PTF (PedoTransfer Functions) contains functions for the
computation of different pedo-transfer methods. Each method is implemented as a class
caled “strategy”. Data are provided as inputs using data-types called “domain classes’.
Domain classes implement a description of the domain being modelled via variables and a
set of attributes associated to each variable (minimum, maximum, and default values; units,
description; URL). Domain classes can be extended, and new strategies can be built
implementing the interface exposed, thus alowing the extension of the component
independently by third parties. Transparency and ease of maintenance are granted, also
providing functionalities such as the test of input data versus their definition prior to using
the PTF; same tests can be run on outputs. Such tests are run via a component called
Preconditions, available both in .NET and Java, which allows sending the output to screen,
a text file, and XML, or to a trace listener defined by the PTF clients
(http://www.apesi mul ator.org/hel p/utilities/preconditions). The software architecture of this
component further devel ops the one used in previously developed components and is fully
described by Donatelli and Rizzoli [2008]. The component is freely available to scientists
and institutions developing component-oriented models and applications in the agro-
ecological field. There are two versions of the component, one is written in C# for .NET
(extensions can be written in any .NET language), and the second is written in Java. The
component is deployable and reusable in any application developed using the Microsoft
.NET framework, or Java. The PTF software development kit includes sample projects (in
VB.NET, C# and Java) which show how to use and extend the component. A proof of
concept application is also made available in the Java software development kit (SDK).
The .NET SDK includes aso two proofs of concept projects to show how to use the
component in a web application and to build web services. Code documentation is also
provided and the online help fileis available at: http://www.apesimulator.it/hel p/utilities/ptf.

B pedotranster Functions E@@
B33 Erakensick, ManriqueJones Saxkon JaynesTyler
Campbell | Huston || Huston2 Hypress Jabro Il Vereeken
-Hypress |
Silt: 2@ v
Clay: 31 o v
EBulk Density: 1.3 9 v
Qrganic Carbon: 1.6 e v

Top Soil: ) yes (#ino
wilting Point: | 0.2162126953 |
Field Capaclty:l 0.3346091339
Saburated Conductivity: I 9.1545?03603i
Wanzenuchken Alphat [ U.EIS35644959:
Wanaenuchtenhl: [F 1.11993934425
Thetadtsaturation: [ U.4?1E|969664:
Theta Reswdual:“ 0,01
WanGenuchtenk: [F 0.1070945001 |
Pare Connectivity:j [ 3.107234102

Reset

Figure 1 Screen shoot of a proof of concept application implemented in Java.
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5. DISCUSSION

PTF are increasingly used to surrogate difficult and time consuming measures of soil
hydrological parameters. However, because of the characteristics, behaviour and
performance of different PTF are difficult to assess, there is no clear or unique path for
their use and evaluation. An example of this difficulty is showed in figure 2, where some
PFT offer good estimation in some case and not in other, and not in relation to soil textural
classes.
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measured soil water content at -33 kPa (m*m®)

Figure 2 Examples of estimation of soil content at -33 kPa using different PTF
function in several soil agains measured valure. PTF: B=Brakensiek; BSS=British Soil
Survey; C=Campbell; V=Veerecken; H=HYPRESS

Moreover, given that currently there is not a PTF approach that has shown a consistent
superiority when compared to others, several researcher are working in developing new
PTF methods. From the previous consideration, a software tool like the PTF component,
which is developed targeting reusability and extendibility, can give an important
contribution to both operational and scientific applications. Several agricultural and
environmental models require soil data, and frequently these data are unavailable from
direct measurement, so, the application of some PTF is needed, frequently re-implementing
them; the PTF component offers an opportunity to provide such model packages of rich
features with minimum effort. Also, the component PTF, that enables the use of severa
approaches, allows separating the effect of data estimation from the rea ability of the
model, and allows an easy functional evaluation of the PTF itself [W&sten et a, 2004].

Linking the PTF component with the IRENE (Integrated Resources for Evaluating
Numerical Estimates), which shares the same architecture [Bellocchi et al., 2008], alows
building composite indices for an articulated testing of PTF methods [Donatelli et al.,
2004].

The first feedback received by the users of the prototype is strongly positive. The PTF SDK
can be downloaded from http://www.apesimul ator.org/public/downloads/ptf/ .
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6. CONCLUSIONS

The component PTF makes available a number of Pedotransfer Functions in a discrete
software unit. Its extensibility, also independently by third parties, allows easy maintenance
and stimulates further development. The goal of PTF is to be a way to share knowledge
among scientist and model users, via effective cost-benefit re-use and allowing an easier
cross-testing of PTF.
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Abstract: Environmental management depends on analysis of complex dynamics and spatial
relationships of ecological and socio-economic systems. Modelling, when used to conduct such
analyses, is recognized as an effective decision support tool in environmental management.
Modelling conducted in a participatory fashion, involving stakeholders in various stages of
model building and data processing has evolved as an efficient method for conflict resolution
and decision-making. However, successful participatory modelling efforts require specific
software and computer tools that are not available or accessible for stakeholders. There is a
clear need for specialized modelling and data processing infrastructure that would allow
comprehensive environmental simulations, based on limited computer programming skills,
computer power, and data availability. We are developing a software framework of model and
data modules to enable various stakeholders to tap into the recent and ongoing advances in
environmental modelling, and high-quality data available on the Internet. The proposed
framework would allow managers and planners to run simulations of policy scenarios and
utilize state-of-the-art algorithms to develop and evaluate policy alternatives.

The web-based modelling framework is based on the following components:

o0 A web-based domain-specific interface which facilitates the development, configuration,
and execution of models applicable to region-specific watershed issues;

0 A data-finder and transformer unique to the landscape modelling framework that lever-ages
relevant Open GIS catalogue, RDF, and GRID resource discovery standards;

0 A module composer that uses a module pool and guided composition of modules based on
expert rules, which are either automatically acquired or input from human users, to guide
the simulation-modelling process; and

o0 A semi-automatic model calibrator and verifier to deliver high quality simulation models.

The framework’s core components, i.e. model composition, data finder, and geospatial data
processing, serve the needs of a wide range of applications. The framework should be designed
to be configurable for multiple domain specific user groups, enabling applications as diverse as
agricultural forecast, real estate market analysis, transportation planning, etc.
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1. INTRODUCTION

Environmental management of natural resources has become an important responsibility of
regional environmental agencies and planning departments around the country. Dealing with
issues of natural resource management is quite challenging for five principal reasons:

(1) Public and private interests are in dispute, resulting in mutually exclusive alternatives;

(2) There is political pressure to make rapid and significant changes in public policy;

(3) Private and public stakes are high with substantial, often irreversible, costs and risks;

(4) The technical ecological and sociological facts are highly uncertain;

(5) Policy decisions have effects outside the scope of the problem.

Due to its complex, multi-disciplinary nature, and long-term effects on the integrity of both
natural resources and socio-economic systems, environmental management has necessarily
become a participatory exercise, requiring feedback from many stakeholders. This requires that
all participants understand the complex interactions and processes in natural and social systems
over space and time. Dispute resolution professionals have traditionally relied on the exchange
of information at forums and tended to reduce the complexity of the problem to make it
cognitively more suitable for resolution. The use of computational techniques was relegated to
optimization algorithms that presented multiple criteria for maximizing benefits and minimizing
costs in a matrix from which various options were ranked and presented to stakeholders.
However, stakeholders themselves were not part of the epistemic process and hence were often
quite sceptical of the decision matrices. The use of cyber-infrastructure in eliciting and
processing information from dispute stakeholders can thus be both empowering as well as
providing clarity through synthesis of complex data sets [Voinov, Costanza, 1999; van den Belt,
2005]. Environmental parameters that can be presented in spatial terms have also been shown
to enhance the potential for dispute resolution [Kyem, 2005].

After several decades of intense development, environmental simulation modelling has
established itself as a powerful paradigm for understanding and forecasting environmental
processes. Computer simulation has become an invaluable method for environmental decision-
support, and has spawned a wide variety of tools developed by EPA, US Army Corps of
Engineers, USGS, universities, and private industry. Despite the advancement of such tools,
resource managers still must overcome four major obstacles in order to routinely benefit from
goal-driven environmental modelling:

o Each region requires unique spatial and temporal data. These data are often difficult to find
and require much effort to acquire and pre-process, due to a wide variety of formats,
different sampling procedures, instrumentation, semantic conventions, and varying quality.

o0 Extensive computer programming and environmental science expertise are required to
select appropriate models, link them together, import necessary data, and execute
scenarios. Regional agencies rarely possess the necessary computer programming skills.

0 The complex behaviour of ecological and social systems is often sensitive to small
perturbations, and requires large amounts of computing power to run several models in
concert to simulate environmental dynamics in adequate detail.

o Different environmental stakeholders often employ conceptual schemas and simulation
models which describe a narrow set of processes, are hardly compatible, while procedures
for assimilating different modelling results in informed model-based consensus-building
are either confusing or absent.

Instead of contracting difficult modelling tasks to external experts, we advocate direct
involvement of stakeholders in the modelling exercise. To facilitate stakeholder participation
there is a clear need for an advanced interactive simulation modelling system tuned to the needs
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of environmental dispute resolution and providing resource managers with easy access to data
and modelling tools, expert model composition rules, previous model runs, and visualizations
of model outputs. This system can facilitate an approach that we call participatory
environmental management. The target users of the system form a large user community, found
in local and state governments, regional environmental agencies and planning offices. These
users provide critical information to citizens and decision makers, and are positioned between
the citizen and modelling ‘experts’. They typically do not have experience in computer
programming or model development, but do have experience and training in the environmental
management domain.

So far there are no integrated modelling systems specifically developed to support the
stakeholder participatory modelling process. Two types of modelling tools have been used in
this context. General-purpose modelling systems such as Stella [2007], Microsoft Excel, Extend
[2007], or Simile [2007] are simple enough for the stakeholders themselves to handle. More
complex modelling tools, such as the LMF [2007] or Cormas [2007], have been used in a
participatory context, but require teams of researchers to operate and support throughout the
process. Neither of these software tools has been developed for multi-stakeholder decision-
making and dispute resolution in a participatory setting, and lack essential functionality to
integrate existing more complex models or access online environmental data repositories. In
addition, most existing modelling environments are proprietary and are not designed for
extensive customization needed to support participatory modelling.

There is a clear need to integrate simulation modelling and data processing tools to empower
citizens and decision makers with the ability to evaluate management tradeoffs in an accurate,
cost-effective, transparent, and publicly accountable manner. Any dispute can be treated as a
clash of different models. Stakeholders contributing to a dispute resolution exercise come to the
table with their different models, qualitative and quantitative, of the system at stake. The
dispute evolves because of the inconsistencies and controversies between the different models.
We hypothesize that by harmonizing the models for use in a common framework, much of the
conflict can be resolved. In a way participatory modelling is a mechanism of joint fact finding
and understanding when data and knowledge are shared among stakeholders in attempts to
build a common model. When the participants mutually educate each other about the models
they use, and arrive at a shared model of a system there remains less reason for conflict and
dispute.

2. THE SYSTEM

We envision the architecture of the system as follows. The central components of the system
are the “simulation modules” and the “composition metadata and rules” governing how the
modules can be composed into comprehensive environmental models and workflows. The
composition metadata consists of rules for composition, and quality indices for individual
modules as well as rules to derive quality indices when modules are composed and used.
Module metadata and the model composition rules are organized as a database that users can
browse, query and annotate using a web browser. In addition, the system contains a registry of
previous simulation model runs representing “best practices” of model applications for different
scenarios. The main task of the “module composition wizard” is to guide users through the
assembly of simulation models from the available modules. In a typical session, users will pick
modules from the module registry, which best address the issue in dispute. If there is a history
of previous use of these modules they will come already linked to necessary other supporting
data and modules. When this information is missing, users are guided to compose modules into
a modelling chain and, using model composition rules, define how data are exchanged between
the modules and between online data sources and the modules. This compilation, saved as an
XML document, is then interpreted by the model execution pre-processor responsible for
retrieving data from online sources and converting them into model inputs. The next step is
orchestrating a simulation run over the retrieved data, and calibrating model parameters. The
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“Module building assistant” augments the wizard and contains routines that find and suggest
new modules, data, and model composition rules that are not yet part of the system. This will
guide future modelling exercises and provide tools to enhance the framework. In many cases
this will require additional effort to “wrap” models and data making them compliant with the
rest of the system. In this way, each module will be accompanied by a detailed and expanding
use history to help stakeholders learn from the experience of others and share their own
experience. A hierarchy of user access will provide several tiers of functionality for different
groups of stakeholders, depending on their role in the project.

The “Optimized simulation execution engine” is responsible to run the models with the
available data (“Locally archived data”). The model runs are optimized with this engine to
facilitate faster response in support of interactive modelling sessions. Finally, the “Module
calibrator and validator” provides necessary quality information about the simulation modules
available in the system. Once the model is tuned to the available data, the calibrated parameter
values are recorded and annotated, and model output is stored, analyzed and annotated using the
online mapping, charting and annotation components of the modelling system.

One of the main reasons that existing modelling tools are hard to use is that data preparation is a
hard and cumbersome task. The objective of the Locally Archived Data is to supply data to the
simulation modules in the module pool. Data come from various archives in various formats.
The Open GIS Consortium (OGC) standards on data interoperability are being implemented in
many public agencies, driven by the Federal Geospatial One-stop initiative [OGC, 2007].
Relevant OGC standards for data and geospatial services should be adopted and taxonomic and
ontology-driven discovery mechanisms should be used based on model requirements [OGC,
2007a].

2.1 Web-based User Interface (the Guru)

This component will serve as the entry point for users to interact with the system. System
functions will be delivered to the user through this user interface driver, which will also provide
essential tutoring and guidance. WEB technology will be used to create the user interface. The
tasks that a user can perform from this interface are as follow:

o Search for useful modules and models;

o0 Compose simulation and data modules to form task-specific models;

0 Test models;

0 Run the model to obtain output data (delivered in different formats, plots or data).

The concept of workspace will be used to allow users to localize their own modules and
models. A particular use of a module in this space is to construct a data module that actually
takes data from the users’ private holding. This will be especially useful for testing watershed
questions that require more detailed or specific data inputs. The workspace will also allow users
to upload their data to be used for their own simulation tasks. However in most cases users will
be encouraged to make their data simply available over the Internet. This will be sufficient for
the system to access them seamlessly.

The Guru will also serve the following maintenance tasks: (1) Compose simulation and data
modules and insert them back to the Module Pool; and (2) Add relevant metadata.

Finally, results delivery is part of the web-based user interface. An important task is data
visualization. These visualization modules are also in the module pool (see below) for the user
to pick and choose.

2.2 Module Composition Wizard (the Composer)

The wizard first takes the user through a question-and-answer session, which automatically
generates a draft model from existing modules. If the resulting model is not uniquely
determined, the system will present various options from which the user must select. The user is
guided through this with a series of explanations for the presented options, based on the module
quality indices and composition rules.
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The building block in our
modelling approach is a
module, which can be thought
of as a function with inputs
and outputs, and usually has a
mathematical description. We
allow different kinds of
modules to co-exist in the
module pool. For example,
there might be modules
describped in  XML-based
Modular Modelling Language
[Maxwell, Costanza, 1997],
C++ code pieces, data sets,
and Stella models. These
simulation modules can be
quite  complex describing
temporal or spatial dynamics
of several variables, whereas
Figure 1: From the pool of available modules the user others may be simple unit
picks a few focal modules that respon_d to the issges at translators  between output
siﬁke (sa(;j/, IA a_ndtr[?). Thelsiﬁ nt10dul_ed5 in tur{ltartehllnfkedlto from one module and input to
other modules In the poo at proviae input to the 1oca,
modules. The comple?dtyofar?wodule isipndicated by the another_. Some mijuIes are
“conduits” that “pipe” data

size of the circle, and the thickness of the link represents its !
reliability. There may be various minimal configurations that sources from the Web, or in

provide functionality to the model thus formulated (say, the local store, to other
ADEB is the simplest model, whereas ADHEB is probably modules for a simulation task.
the most reliable one in terms of quality of links; ACHGFB Data modules are simple

may turn out to be the optimal one in terms of module
quality). The users can choose the configuration that best
suits their needs

datasets that have only an
output function. In short, the
module pool contains
simulation and data resources that are useful for watershed modelling, and can accept new
modules as they become available.

In the simplest terms, a modelling task involves linking modules, connecting output from some
modules to the input of others, and ultimately generating results that are useful for visualization
and understanding of watershed processes. A general problem is how to describe the inputs and
outputs of the modules so that only the appropriate connections are engaged. This, in general, is
a very difficult task, akin to the code “reuse” problem in software engineering. However, we are
not solving a general software engineering problem, since we are focused on a specific subset,
that is, spatially explicit, coupled ecological, hydrologic, and socio-economic models. When we
design a module for the module pool, we can determine which other modules will be connected
(through input and/or output). A module design interface will be provided to help this
connection task. This ensures that any future additions to the module pool are already linked to
all the other possible sources/sinks of information and such that in future modelling tasks, the
modules are used appropriately according to the domain knowledge inherent in such pre-built
connections.

A conceptual view of the module pool is shown in Fig. 1. When a modelling task is started, the
user identifies (through the composition wizard and ontology search tools) the few “focal”
modules that generate the output essential to their task. Due to the pre-wiring, when these
modules are “pulled” out of the pool, they “drag” out a whole vine of other modules that are
connected to the focal modules. This pre-wiring defines all of the “possible” connections,
including those that are critical for the focal module and those that are supplementary. It also
determines the initial conditions, the forcing functions, and the boundaries of the system.
Oftentimes, alternatives exist for many of the supplementary modules. For example, similar
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data may be available from different sources (represented by different data modules). If real
data is limited, a simulation module might be used to generate approximate data. To make the
right choice for a particular model goal the “composition wizard” will guide the modelling
process through the choices between alternative modules. To be successful, the wizard needs to
know the tradeoffs between different choices and be clear which modules are essential for
analysis determined by the focal module.

Several indices can be helpful:

o0 Simulation/data quality indices, assessing the quality of the modules for various
applications;

o Composition quality index, rating the criticality of particular linkages between modules;

o0 Model quality index, assessing the overall quality of a complete model.

The users can specify a number of criteria that are important for them, including performance,
reliability, and sensitivity. Based on these, the final configuration of modules is determined, and
the model is generated. A specific challenge in creating the Composer is the heterogeneity of
data and modules. A study of metadata, matching of modules, and conversion module
generation will be needed.

2.3 Module Calibrator and Validator (the Tester)

Quality indices of the modules are particularly important for the system. Calibration and
validation of modules requires both guided and automated processes. An important research
question is how to measure the quality of a module or model based on its previous performance.

We can distinguish between model testing or evaluation (assessing the degree and significance
of fit of the model with data or with other models) and calibration (the adjustment of model
parameters to improve the fit). Unlike statistical models, there are no universally accepted
methods for testing or calibrating complex dynamic, non-linear simulation models [Berk, et al.,
2000]. For the initial calibration and validation we can apply a range of visualization techniques
and quantitative statistical tests informed by the specific context of the problem [Berk et al.,
2001]. The human brain is a powerful pattern processor, and if model output can be presented
in appropriate formats, direct visual comparisons of models with data can yield significant
insights about model performance [Kuhnert et al., 2005]. In addition, complex models must
generally be tested against a broad range of data of varying types, quality, and coverage. For
example, for some variables we may have only scattered field measurements, while for others
we may have more complete time series data or even maps, while others may have no
quantitative data at all, but only qualitative assessments. As discussed above, a system is
therefore necessary for ranking or grading the relative quality of the data and the relative
importance of the variables to be fit.

The difficulty of calibrating complex models by manually adjusting parameters can be
overwhelming, and an optimal parameter set may not even exist [Beven, 1993]. It is therefore
more appropriate to recognize the uncertain nature of the process, to focus on finding "good"
parameter sets, and to create a better way of defining the quality of parameter sets. However,
once we have done the original model testing, we can automate some of the
recalibration/validation functions to the Tester that together with the Feeder will keep track of
all the newly available information and do a background recalibration of the modules.

There are web sites with high resolution and continuous monitoring data that will be used as
test cases. A well watched site will be used to assess the impact of various levels of data
availability on the calibration process and on the model results. A research question is how to
“incrementally” calibrate modules. That is, instead of running models “from scratch” when new
data become available, we try to continuously test the modules, as in continuous queries [Babu,
Widom, 2001]. Once statistics of module testing are collected, we can use data mining
techniques to find ordinary cases (outliers), and general trends in the model output [Han,
Kamber, 2000]. All this is an important part of the ultimate goal of these system components,
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that is, to constantly evaluate and update the quality indices that are assigned to the modules
and links in the module pool.

2.4 Optimized simulation execution engine (the Runner)

This part of the system is responsible to execute the simulation after the user has composed the
model (with the help from the Composer and the Expert). In a participatory modelling
environment, fast response is of paramount importance, as an execution of a model may be
essential for further modification of the model. This is similar to OLAP systems (online
analytical process systems) [Sarawagi, et al., 1998]. Since OLAP systems are mainly used in an
exploratory fashion, fast response is the main concern. We plan to study techniques used in
OLAP systems, such as pre-computation, for our purpose.

The second direction is to use model output from previous runs to accelerate the current model
execution. This is realistic due to the fact that when models are constructed in an exploratory
way (in a participatory environment), the previous model and the current model may share a lot
of common modules. The intermediate results of the previous model execution may be used to
expedite model executions. This is similar to using pre-computation to achieve faster response
in database systems [Wiekum, 2002]. As in any pre-computation scheme, the critical issue is
what computing results to store and how to find the useful results. In our simulation modelling
system, to achieve such pre-computation, we can use a self-adaptive method to record
computing results. That is, initially, when the storage space is available, we will store all pre-
computation results of all intermediate computation (the modular approach of the models in our
system makes this easy to implement). As the time goes by and we need to purge storage, we
will retain those that have been used most recently while purging away the stored results that
are not used recently. Another problem is how to search for available pre-computed results. We
can associate the module metadata with pre-computation results. If the exact modules are used
(including the same data modules), then the pre-computation result can be used.

4. DISCUSSION AND CONCLUSIONS
There are three important principles that the system is based on:

(1) The use of a module pool and guided composition of modules as a basis for simulation
modelling. Modules come in a variety of time and space resolutions and scales. Matching these
scales and ensuring consistency in the overall model is not a trivial process and may be difficult
to fully automate. As one possible solution we can pre-link the existing modules making sure
that they are compatible and can function in concert. Then the users will need to “‘cut off’ the
links that are redundant, choosing the ones that suit their needs best of all. This can be done
based on the reliability indices, or history of previous use, or personal preference.

(2) The use of expert rules, which are either automatically acquired or created by human users,
to guide the simulation-modelling process. These are the various principles and rules that apply
to module and data scale, reliability, compatibility, and relevance.

(3) The intelligent use-tracker, a system that registers previous instances of module uses and
success or failure associated with that. This is basically the growing knowledge base of
previous experience acquired from using different modules for various applications.

The success of a participatory modelling project depends upon the transparency and usefulness
of the model that is created. The model and the modelling system used cannot be overly
complex to bar users with low computer skills from accessing and using it. There should be
several levels of access that would match the needs of various types of users, from the very
general public type, that provides plug-and-play and scenario run functionality, to the
sophisticated users who may need to extend the system with their own modules and expert
rules.

Major steps in developing the system include the following:
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o0 Develop a registry of commonly used and tested modules, and wrap the modules within a
common model-coupling framework such as CCA [2007] or OpenMI [2007]. This will
allow discovery and guided composition of dynamic, spatially explicit, models.

o In coordination with federal, state and local agency partners, develop or integrate available
online data access and conversion services, to ensure that data retrieved from several
common federal sources of environmental information are formatted as valid local model
inputs (for observations data in particular).

o Create an online mapping interface providing browsing and query access to online
metadata repository for the data typically required by the simulation models.

0 Integrate the participatory modelling system in a portal environment, to support
personalized storing, analyzing, documenting, and annotating models and simulation runs
computed for specific locations and scenarios.

Most important, we need to build the community of users and developers who will collaborate
on the project and contribute their modules, data sets, methods, applications, case histories,
bugs and documentation. Building such a community requires openness and flexibility. One of
the reasons that we start with this vision is because we invite input at this very early stage of
project development and are prepared to modify the system based on this community input.
Our hope is that if the community develops along with the project there are better chances that
the product will suit the needs of the users.

REFERENCES

Babu, S. and Widom, J. 2001. Continuous queries over data streamsg. SIGMOD Record. 30(3):
p. 109-120

Berk, R.A., Bickel, P., Campbell, K., Keller-McNulty, S., Kekky, E., and Sacks, J. (2000).
Workshop on statistical approaches for the evaluation of complex computer models. Los
Alamos National Laboratory. LA-UR-00-5034.

Berk, R.A., Fovell, R.G., Schoenberg, F., and R.E. Weiss (2001). The use of statistical tools for
evaluating computer simulations - An editorial essay. Climatic Change. 51(119-130)

Beven, K. (1993). Prophecy, reality and uncertainty in distributed hydrological modelling.
Advances in Water Resources. 16: p. 41-51

CCA (2007) - http://lwww.cca-forum.org/, www.lInl.gov/CASC/components/babel.html
Cormas (2007) - http://cormas.cirad.fr/indexeng.htm
Extend (2007). http://www.extendsim.com/index.html

Han, J. and Kamber, M. (2000). Data mining: Concepts and techniques. The Morgan Kaufmann
Series in Data Management Systems, ed. Gray, Jim: Morgan Kaufmann Publishers. 500.

Kyem, Peter (2005). Of intractable conflicts and participatory GIS applications: The search for
consenus amidst competing claims and institutional demands. Annals of the Association of
American Geographers, 94:1:37-57.

Kuhnert, M., A. Voinov, R. Seppelt (2006). Comparing Raster Map Comparison Algorithms
for Spatial Modeling and Analysis. Photogrammetric Engineering & Remote Sensing, Vol. 71,
No. 8, August 2005, pp. 975-984.

LMF (2007) — Landscape Modeling Framework - http://www.uvm.edu/giee/IDEAS/Imf.html

Maxwell, T. and Costanza, R. 1997. A language for modular spatio-temporal simulation.
Ecological Modelling. 103(2, 3): p. 105-113

773



A. Voinov / Community-based software tools to support participatory modelling ...

0GC (2007a). Open Geospatial Consortium (OGO Standards -
http://lwww.opengeospatial.org/standards

OGC (2007). Open Geospatial Consortium Interoperability Program Policies and Procedures -
http://lwww.opengeospatial.org/ogc/policies/ippp

OpenMI (2007) - http://www.openmi.org/openminew/

Sarawagi, S., Agrawal, R., and Megiddo, N. (1998). Discovery-driven exploration of OLAP
data cubes. The 6th International Conference on Extending Database Technology: p. 168-182

Simile (2007) - http://www.simulistics.com/
Stella (2007). http://www.iseesystems.com/

van den Belt, Marjan (2005). Mediated Modeling: A systems dynamic approach to
environmental consensus building. Washington DC; Island Press.

Voinov, A. and Costanza, R. (1999). Watershed management and the Web. Journal of
Ecosystem Management. 56: p. 231-245

Wiekum, G., Monkeberg, A., Hasse, C., and Zabback, P. (2002). Self-tuning database
technology and information services: From wishful thinking to viable engineering. Very Large
Data Bases (VLDB) Conference. Hong Kong, China: p. 20-31

774



IEMSs 2008: International Congress on Environmental Modelling and Software

Integrating Sciences and Information Technology for Environmental Assessment and Decision Making
4" Biennial Meeting of iEMSs, http://www.iemss.org/iemss2008/index.php?n=Main.Proceedings

M. Sanchez-Marreg, J. Béjar, J. Comas, A. Rizzoli and G. Guariso (Eds.)

International Environmental Modelling and Software Society (iEMSs), 2008

Sharing emergency information between
Emergency Control Centres: the Project
REACT

U. Delprato®, M. Cristaldi®, A. Gambardella”
8IES Solutions Srl, Italy, www.i4es.it, www.react-ist.net, info@i4es.it
® National Corp of Firefighters, Italy, antonio.gambardella@vigilfuoco.it

Abstract: Every year, thousands of emergency call-centres in the EU receive some 200
million calls from citizens in distress. In response to them, Public Safety Answering Points
(PSAPs) dispatch ambulances, fire-fighter teams or police squads to help the callers. In
Europe, response to the calls and interaction between different agencies are often
uncoordinated. This holds true aso between different departments of the same: information
sharing between them is gtill typically based on faxes and phone calls. The European
Project REACT (Reaction to Emergency Alerts using voice and Clustering Technologies)
ams at creating a seamless way to alow Command and Control center of different
agencies (or of the same agency in different locations) to share data in electronic format.
Key technical drivers of the project are the CAP protocol, the TSO data dictionary, a
distributed web service based architecture and the AtomPub protocol. REACT started circa
one year ago and has currently completed the design phase.

Keywords: Common alerting protocol (CAP); TSO; PSAP; E112; semantic clustering; GIS;
voice recognition; Emergency management.

1 INTRODUCTION

Fire brigades, emergency medical services and police are confronted with an increasing
number of natural disasters and incidents on the one hand, and the trend towards bigger
Public safety answering points (PSAPS) serving larger areas or integrating different
emergency operators (typically Fire fighters and ambulances) on the other hand. An
increasing importance is given to systems that assist call takers and dispatchersin getting a
fast overview on incidents, either answered localy or coming from a neighbour agency.
The overall situation in Europe shows a large number of emergency services using
different command and control systems and not sharing information in electronic format,
yet. Figure 1 synthesizes the current situation, where different PSAP or Emergency
Control Centers (ECC) get different “inputs’ from citizens and use phone calls of faxes as
interoperability means.

This produces negative effects both in the response time and in the possibility that the right
recipient of the piece of information is actually addressed and informed about an event. As
an example, during the murderous Sarno (Italy) mudflow, several notification calls of
minor precursory flows were addressed from on-spot citizens to police stations or
municipalities: however, such precious and precise information was not addressed to the
right decision maker. Despite the inherent local geological conditions and extreme rainfall,
there is evidence that the high number of casualties was partly due to a lack of a unified
information repository, available to emergency crews as well as emergency “intelligence’
managers.

1.1 TheEuropean project REACT

The project REACT (Reaction to Emergency Alerts using voice and Clustering
Technologies), funded by the European Commission under the Sixth Framework
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Programme, addresses these problems by designing and implementing a working prototype

that would allow:

- A seamless share of information between different agencies in electronic format

- A reliable voice (and language) recognition for capturing more information from
caller/call takers conversations

Anintelligent “clustering” of apparently not related incidents into a dynamic scenario,

being, this way, a decision support tool based on alarge(r) group of calls.
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Figure 1. Communication between ECCs:. today

The emergency services participating in the project have set the target for a system that will
increase both efficiency and efficacy of work if, particularly when a lot of cdls are
received for the same event (potentially using different emergency numbers) and small
incidents may go underestimated and escalate in scale. Figure 2 shows how the response to
an event may be improved once REACT will be implemented and available.

The project partners are developing semantic technologies for call clustering and
prioritisation, based on sensors (weather, air pollution, etc.), time and location of
emergency calls, as well as keywords identified during the emergency call taking.
Interoperability is implemented by using secure XML GIS-based data exchange between
PSAPs. Beside the active participation of emergency services and experiences of other
partners in this field, an active interaction with further emergency services all over Europe
is actively sought to develop a system that would accommodate user needs, current
processes, and infrastructures used for handling emergency calls at European level. It is
worth to emphasize that REACT is designed as a system layer additional to existing
computer aided dispatch and call taking systems, and it is not intending to replace them.

Being a shared effort of 11 partners spanning over two and half years, REACT is quite
ambitious. This paper is focussed on the information sharing aspects, with the aim of
describing how an event received and first managed by PSAP can be shared and displayed

on adifferent PSAP system.

2. REACT ARCHITECTURE

The core architecture for REACT is based on a distributed model that supports efficient
and performance optimised data exchange, coupled with platform independence. This type
of architecture was chosen to satisfy requirements for deployment and assist integration
with components from many different partners.
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Figure 2. Communication between ECCs: with REACT

The communications backbone is provided by XML-based Web Services, to fecilitate the
interconnection of components using clearly defined APls. Web Services were chosen
because they are an industry standard way for disparate components to interoperate,
independently from the used operating system or programming language.

Security is of paramount importance to protect the information transmitted between
components or between REACT systems. Encryption is applied to the messages passed
through Web Services for integrity and protection.

Because of the existing limitations in the modifications that can be brought to existing
legacy infrastructure at each user site, a customised interface will be employed to plug their
current Command and Control software into the REACT system.

Key elements of the REACT architecture are:

- Loose coupling between components

- Uses standard TCP/IP based protocols and links

= XML
] Web Services
] Atom feeds

- Common Alerting Protocol as Incident Message format
- TSO asIncident Dictionary

Figure 3 shows the complete REACT architecture, with basic roles and responsibility of
each components clearly depicted. The next sections of the paper will be focused on the

Routing component.
21 Main Interfacesto REACT

Command and Control Legacy Interfaces (x3)

They represent the REACT interfaces to the Legacy Command and Control systems (i.e.

the software currently used by REACT end users). The REACT consortium includes three

end users, representing three typical examples of European Emergency Agencies:

i) Italian National Corp of Firefighters (a single organization covering the entire
[talian country)

(i)  FireBrigades of Aachen, Germany (a brigade serving the municipality of Aachenin
Germany, located close to the boundary with The Netherlands and Belgium)

(ili)  Sussex Police Authority, United Kingdom (serving an English County)

The Interfaces are built on users specific needs and the REACT users will continue using
their current existing Command and Control systems. To minimize the changes to existing
working procedures, specific interfaces will be created, where the core functionality will be

to create, update and delete events.
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Figure 3. REACT Conceptual Architecture

REACT User Interface

The REACT User Interface includes:

- GIS Client and Main User Interface — displays incidents on a map. It connects to
REACT using the GISAPI.

- Voice User Interface — allows PSAP operators to check the incident data from the
V oice Engine and make changesiif required.

Configuration User Interface

A set of screens for configuring the REACT system on a per install basis, in order to fine

tune the settings. Configuration settings include:

- Message Distribution Rules — for a given REACT system, defines what information to
share with other connected REACT systems.

- Message Filters — defines which part of a message should be encrypted before sending,
in order to reduce the viewing scope.

- Voice Configuration — settings related to voice integration with the telephony system.

2.2 Main REACT Components

eCall / Sensor API (Final product)
Gets emergency call information from eCall / Sensors and forwards it to the Incident API.

Incident API
Receives incident data from the legacy Command and Control systems and the eCall /
Sensor API and forwards them to the Input Analysis component.

GISAPI
Connectsthe GIS Clientsto REACT.

Input Analysis
Receives incident details from the Incident API. Analyses each incoming incident to
determine potentially interested recipients and forwards the analyzed data to the Routing
component for address resolution and dispatch to other REACT systems.

Voice Component
Receives sampled speech from the Voice APl and performs voice recognition analysis.
Sends the results back to the Voice API.

Voice API
Gets speech from the emergency call (telephony) and sends it to the Voice Engine.
Receives voice recognition results from the Voice Engine and transfers them to the Voice
User Interface.
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Routing Component
Receives requests from local or remote REACT components. Filters outgoing messages
based on recipient, provides message logging, and dispaiches messages to defined
recipients.
UDDI Web Service
Web Service that stores and provides information about the location of other REACT
components.
Local / Remote Data Stores
Stores incident data and other data received from the Routing Component, and makes the
data available to other modules. Notifies interested modules when the data changes.
Semantic Clustering Subsystem (Final product)
Provides all the REACT searching and clustering functionality, notifying PSAPs of
potential clusters and providing search results when requested to do so.
Auditing
Audits all the messages that pass through REACT, and all configuration changes.
Monitoring
Monitors the status of REACT components.
Management / User Security
Manages the REACT system. Appliesfilters, priorities and security settings.

3. REACT ARCHITECTURE COMPONENTSALLOWING DATA SHARING
Figure 4 shows the flow of information in REACT for when a new incident is created. The

diagram shows the flow of information both during the emergency call and after the call
has finished.

| During the Call | Call finished and Incident form compiled
Compile
Talk Incident
o |+ Fam — cac Send form to Interface
t+—Incident—————
Caller Call Taker
cal &
Interface
Le
(e Display Froduce CAP
Language id.. Voice Ul Message
Keyword Show keywords
On REACT
screen Send B - ~
.
CAP 9
Display GISUI - _ ~
Location —|  Show location P X
e e Incident AP \
/ S o] Send enriched CAP \
p Add keyword to CAP f—— Tainput \
GIS API e g Add location to CAP \
I Add Audio to CAP l ‘I
4 Input Analysis
send Analysis of location ROUENg COMP. (e peap—
Location to Send Analysis of Send Verify security
GlS eyword Keywon — For —| Sand message
| To Veice Ul Add Recipient to Delivery To other PSAP
Gice AFT Message
Activate Capture
Interpret e Audi
Language " Send
Keyaords Send Audi
Geograpy Persistance
Of Caller & Call |+ Request Keyword- ¥
Taker
Save Audio
Clese Capture Send Keyword and Data Store
Send Keywords Call beginEnd Save data

Figure4. REACT Conceptua Sequence Diagram

During the Call:

- The emergency phone at the PSAP rings. The Call Taker and Caller talk to each other
about the incident.

- TheCall Taker enters datainto an Incident form.

- The Voice API activates and captures language, keywords and geographical location
of the caller and Call Taker.

- The Voice APl sends keywords to the Voice Ul, which displays Languageld,
keywords to the Call Taker on the REACT screen.

- The Voice APl sends the location to the GIS API, which sends details to the GIS
Client to display the location on the REACT screen
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Call finished and Incident Form compl eted:

- A completed Incident form is sent to the C& C Legacy Interface, which converts it to
CAP message format and sends it to the Incident API.

- Thelncident API receives audio from the VVoice API after requesting it.

- Thelncident API receives keywords from the VVoice API after requesting them.

- Thelncident APl sends an enriched CAP message to Input Analysis.

- Input Analysis analyses the location and keywords. It determines potentially interested
recipients and forwards the analysed data to the Routing component.

- The Routing component verifies security, and sends the incident details to other
PSAPs and the Data Store for persistence.

- The Data Store saves the received incident data.

Figure 5 shows the flow of information for incoming incident details from an externa

REACT system.

- The Routing component receives incident details from an external REACT system.

- The Routing component verifies security. It sends it to other PSAPs and the Data Store
for persistence.

- The GIS API sends incident details to the GIS Client User Interface to be displayed on
the Call Taker's and Dispatcher's REACT screen. The GIS APl will be able to
dispatch information to two different GIS User Interfaces: a thick client, provided by
one of the Consortium partners and a thin client (a web browser based on Google
Maps that will exploit KML and, potentially, GEORss data formats).

- The Data Store saves the received incident data.

- The Data Store sends the incident details to the Semantic Clustering component to
update the cache. The Semantic Clustering component runs Geo and Semantic
algorithms.

3.1 Focuson the Routing Component

From the REACT perspective, every system that is able to produce messages in CAP
format can make use of REACT services. The rea entry point for REACT is the
IncidentAPI component: ECC legacy interfaces are offered to the final users as a set of AP
that can be used to convert legacy data into CAP format. This will alow a simple
exploitation of REACT and will make the whole system attractive for other potential users.
The sequence diagrams above are reported to focus on the component that allow
interoperability between two different REACT system: the Routing Component. It has been
conceived as an Atom feed built upon Apache Abdera. The Atom Publishing Protocol,
known also as the AtomPub protocol, is a way to publish and manage collections of
resources using the basic HTTP GET, POST, PUT, and DELETE operations. While
originally designed as away to post new entries to weblog software, the Atompub protocol
iswell suited as away to manage nearly any kind of Web-based content.

Web feeds alow software programs to check for updates published on a web site. To
provide a web feed, a site owner may use specialized software (such as a content
management system) that publishes a list (or "feed") of recent articles or content in a
standardized, machine-readable format. The feed can then be downloaded by web sites that
syndicate content from the feed, or by feed reader programs that allow Internet users to
subscribe to feeds and view their content.A feed contains entries, which may be headlines,
full-text articles, excerpts, summaries, and/or links to content on a web site, along with
various metadata.

The development of Atom was motivated by the existence of many incompatible versions
of the RSS syndication format, all of which had shortcomings, and the poor interoperability
of XML-RPC-based publishing protocols. The Atom syndication format was published as
an |IETF "proposed standard" in RFC 4287, and the Atom Publishing Protocol was
published as RFC 5023.

In REACT, the AtomPUB protocol is used within the Routing component to create and
diffuse CAP messages. Other components create CAP messages into the Routing
component and any other subscribed components will be acknowledged of the presence of
anew CAP message. The routing component offers also security and message encryption.

780



U.Delprato et al. / Sharing emergency information between Emergency Control Centres: the Project REACT

)

Call Taker Dispatcher

[y

Gisul
Show location

Routing Comp
Receive from Werify security Send for IS API
Other PSAP Display G

For
Persistence

Semantic
Clustering Comp

Data Store Update Clustering
Save Data Send for Cache
Searching Run Geo and

Semantic Algorithms

Figure5. Flow diagram — Incoming incident

3.2 CAPprotocol in REACT

The Common Alerting Protocol (CAP) is an XML data format used by many different
organization in the to exchange information about a broad range of warnings and incidents.
The CAP standard defines a type of document called an aert, which is used to exchange
information about geological, meteorological, public health and safety, rescue, law-
enforcement, environmental, transportation, infrastructure, and terrorist warnings and
events. Such alerts can be generated either manually by incident responders or
automatically by monitoring and sensing equipment, and they can be distributed using a
variety of means.

In our case incident data are extracted from Command and control legacy system and
converted into CAP format by the Command and Control legacy interfaces. They give the
possibility to map each field in C& C system into a CAP field.

33 TSOinREACT

The Tactical Situation Object (TSO) has been adopted by the EU-OASIS project to
increase the interoperability level between several agencies that are working jointly.

This object is one of the key means to reach a minimum level of interoperability between
agencies during the disaster and emergency operations. This minimum level is defined for
the purpose of the 1st version of the TSO, but in the future, the TSO could be extended
progressively, allowing agencies to collaborate more efficiently during operations by
sharing atimely and comprehensive common operating picture.

The TSO provides the capability to exchange pieces of information but it is not intended to
provide all detailed information. There is a full flexibility in defining the mapping how
each field in the ECC systems maps against the TSO data dictionary .

TSO in REACT has been selected ad a data dictionary to allow interoperability between
agency. CAP will be used as the data format that will “carry” aso TSO messages.

4. CONCLUSIONS
A Kkey aspect of Emergency management is the communications between emergency
services. Almost every emergency arising from everyday accidents requires the

intervention of two or even three emergency services. Ambulances must help victims and
police has to regulate traffic around the scene of the accident or must start investigationsin
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case of criminal acts. Fire-fighters are often required to liberate victims from wrecked cars
or from debris. Of course they are the real protagonists in the case of fires — where the
other emergency services are also required. All these interventions require communications
between the emergency services involved. This becomes imperative in case of major
incidents and disasters covering wide areas and necessitating the intervention of emergency
services from different local or regiona authorities or even (in the case of disasters with a
European or international dimension) of multinational, multidiscipline teams.

Improvements are clearly needed for ensuring that the call to the 112 is “appropriately
answered and handled”. This involves many issues on the front-end of the PSAP
(particularly multilingual support, caller location and verbalisation of the verbal
communication), but also interoperability and storing/retrieval of information is akey point
REACT aims at creating a favourable environment for an efficient management of local
emergencies, where dtill a timely and focused intervention saves lives, but the
communication and command chain is shorter and more direct. This requires anyway the
setting up of an interoperable system, allowing an efficient exchange of data and a common
representation of the needs of the person in distress.

With REACT in place PSAPs will be able to share information in a seamless way, only
provided that their current Command and Control softwares allow an “incident-per-
incident” extraction of incident data in CAP format. The project will hence demonstrate
that an integration between emergency actors is possible and, will pave the way for
triggering discussions at coordination, management and political levels.

In this article, the REACT architecture has been described, along with the motivation
brought in by the finalk users in terms of usability, interoperability and functionalities
needed for a successful future integration in their current legacy systems.

The key contributions of REACT to the current emergency communication space are:

- Integrated use of both CAP and TSO as enhanced protocol for representing and
sharing information about events

- Integration of the emergency caller location featured by the E112 and eCall — reducing
response times.

- Cadl clustering and prioritisation through semantic, time, location analysis alowing
emergency services to identify and consolidate incoming data — leading to clearer
decision making and support during cross-border incidents (4D GIS).

- Automatic identification of keywords from the PSAP operator speaking supporting the
filling of ajob description forms (including multilingualism)

- The adoption of the Atom Publishing Protocol for ensuring interoperability across call
centers and emergency services.
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Abstract: In less-favored areas, livestock production involves the management of native
vegetation as a resource base. A challenging issue in such systems regards the design of
efficient and sustainable management strategies that make it possible to exploit the
diversity of grasslands and herd batches over different time scales. This paper describes the
conceptual approach that supports the representation and simulation of farm-scale models
of grassland-based livestock systems in the SEDIVER project. It enables the coupling of
species-rich grasslands and livestock models with sophisticated decision-making models.
The latter embed a representation of management strategies that specify in a flexible and
adaptive manner what activities are intended to be done. Once implemented, the SEDIVER
model will provide guidance for a robust and improved exploitation of grassland and
animal diversity at farm scale.

Keywords: Conceptual model; grassland/animal diversity; farm management.

1. INTRODUCTION

In less-favored areas e.g. semi-mountainous regions, agriculture plays a crucial role among
other things for biodiversity conservation. In such areas, livestock production involves the
management of perennial species-rich grasslands as a resource base (grazing or fodder) for
animal production. Farmlands quite often include a diversity of perennial grasslands
(regarding productivity, plant diversity and topographic/farming properties). It is now
widely recognized that plant and/or grassland diversity has potentialities at field and farm
scale (e.g. White et al., 2004) regarding a number of aspects e.g. flexibility gain in
management, improved tolerance to extreme climatic events, complementarities between
species... However, managing grassland diversity is a rather complex issue as it implies
satisfying production and management objectives on different temporal scales and coping
with farmland spatial heterogeneity which is characteristic of less-favored areas. Farmers
need to satisfy animal feed requirements, which requires dealing with weather uncertainty.
Taking into account long-term consequences, farmers have to manage carefully the
technical operations on each field so as to ensure the sustainability of vegetation properties.
For a given form of land use, depending on the grassland community characteristics, there
is an optimal time window for using the grassland resource. Definition of this time window
is based on biomass availability and/or herbage quality according to the herd feeding
objectives. When organizing their production system, farmers also have to cope with the
spatial heterogeneity of the farmland i.e. topographic and farming properties of individual
fields (ease of access, suitability for mechanization...) as well as fields’ potential
production permitted by vegetation types. The combination of these two variables
determines the single or various forms of land use a field can fulfill in the feeding system.
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Herd batching that exploits animal diversity is of major interest to diminish herbage losses
and to exploit all kinds of grassland communities by matching animal batch needs to
herbage feeding value. Batch re-composition can also be used as a regulatory process to
cope with yield variation. Consequently, as demanded by farmers and farm advisors, bio-
technical and organizational guidance is needed to improve current management practices.
This entails developing and integrating on a farm scale a coherent set of management
practices for each grassland community type and herd batch over different time scales.
Such integration can be used to identify particular farming system management strategies
suited for specific contexts, and to characterize the consequences of these potential re-
organizations on the land use, given the grassland community types present.

Forward looking strategies are needed in order to support adaptability and reactivity of the
farming systems. Such management strategies might be obtained by harnessing
organizational flexibility and biological buffering capabilities. We define organizational
flexibility as freedom in the implementation and modification of a management strategy
under a given set of topographic and farming constraints. We call biological buffering
capabilities the farmer’s ability to modify the target performances or the state of the plant
and/or animal material; such changes of plant or animal target state have to remain within a
specific feasibility range to benefit from the buffering capacity of these biological entities.
Such buffering capabilities differ according to categories for these biological entities based
on selected indicators, for instance functional plant ecology markers in this paper. When
looking for such new management strategies, one should consider concomitantly those two
dimensions, i.e. the exploitation of biological buffering capabilities and organizational
flexibility, to devise management strategies that make good use of this leeway. In this
context, farm scale simulation modeling is of major interest to study the consequences of
management changes on simulated farming systems. For achieving the design of farming
systems, a lot of attention has been given to improvement of biophysical simulation
models. However, it is to a large extent the complexity of setting up coherent management
options that make farming systems so complicated (Thornton & Herrero, 2001). This is
why a number of authors (e.g. Garcia et al., 2005) call for more elaborate consideration of
management aspects and for a better coupling between biophysical and decisional models
to study farmer’'s management and its consequences on the biophysical system, such as in
FARMSCAPE (Carberry et al., 2002). Research has produced several simulation-based
farm models for beef and dairy farming systems such as SEPATOU (Cros et al., 2004)
focused on rotational grazing management. To our knowledge, no example has focused on
the efficiency of grassland and animal diversity exploitation through innovative
management strategies centered on organizational flexibility and on the use of biological
buffering capabilities. The present paper provides basic insight into a conceptual
description of the SEDIVER approach, a farm-scale modeling and simulation approach
designed to study the dynamics and interactions between biophysical and management
processes in different weather scenarios. This conceptualization step is a necessary
preliminary to the simulation-based investigation of the behavior of specific farm instances.
At the core of this step lies the representation of the production management behavior and
its linkages with the biophysical system, in particular grassland and animal diversity.
Section 2 describes the background knowledge involved in the modeling process. In
Section 3, we outline the necessary steps towards the design of a management strategy.
Section 4 presents the main features of the SEDIVER conceptual model.

2. BACKGROUND KNOWLEDGE INVOLVED IN THE SEDIVER APPROACH

2.1. Simulation-based study of management strategies

The complex interaction between biophysical processes and those under human control is at
the very heart of agricultural production. As a production manager, the farmer makes
decisions about land use and the timing, combination and implementation of the associated
technical operations (e.g. harvesting, feeding animals, etc.) in the hope of achieving his
objectives. Clearly the important question of production management, dealing with risk
control, change as new practices, products and techniques appear requires innovative
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approaches that recognize and focus on the holistic, dynamic and human dimension of
farming systems.

Management strategies are ways of structuring things one intend to do, or ways in which
something is done. It deals with the organization of work activities across time and space.
Studying management strategies implies a strong emphasis on what activities are deemed
relevant for a production objective, what is the interdependence between them, what are the
preconditions to their enactment and how they should be structured in time and space to
tackle the constraints to the desired outcome. Prior to the execution of technical operations,
management can be broken down into two steps: configuration and planning. Configuration
consists mainly in sizing production units and herd batches concomitantly. Planning leads
to determine the relevant technical activities and the key dates and conditions involved in
their structuring in a production plan. Farmers implement on a field-scale management
practices that they have devised by integrating considerations on a farm scale. To deal with
the spatial dimension of farm management decision-making, Coleno and Duru (2005)
introduced the concept of a production unit, i.e. the functional entity characterized by a
single land use on which a farmer works out his management practices. A livestock farm is
therefore considered as an aggregation of spatially organized production units.

Elaborate decision-making models rely on the decision-making context, for instance the
farmer's material or physical constraints, his beliefs about what biophysical indicator is
relevant to a decision or his personal know-how and preferences. In some cases, the
complex issues of dynamic work scheduling and resource allocation may need to be
considered. Thus a farm management strategy is perceived as the specification of a
temporally-structured decision process, together with its context-dependent adaptations
(Cros et al., 2004).

Computer-based simulation is one of the commonly approach used to aid in the design and
evaluation of production management policies (FARMSCAPE: Carberry et al., 2002,
SEPATOU: Cros et al., 2004). Simulation approaches have traditionally focused on isolated
agronomic and technological aspects of the production processes, e.g. crop or animal
responses to particular farming operations. Surprisingly, little attention has been paid to the
realistic modeling and simulation of management strategies of farmers. Studying and
supporting the design of management strategies by means of computational tools has rarely
been addressed directly and systematically as an issue in its own right (Garcia et al. 2005).
This is precisely what the SEDIVER project is intended to do in the case of grassland-based
farming systems. Any SEDIVER model is an instantiation of a SEDIVER metamodel that
offers abstract representation patterns enabling to capture the description of a particular
farm configuration and management strategy set up to control the production process. The
metamodel relies on an ontology dedicated to the domain of production management. An
ontology (Smith, 2003) seeks to describe or posit the kinds and structures of the concepts,
properties and relations in the domain of interest. This ontology takes the form of a set of
classes that describe the structural components of the domain and a set of procedures that
describe the inferential mechanisms applicable to instances of these components and
representing how they might change over time. The ontology has been implemented in the
modeling/simulation framework, called DIESE (Martin-Clouaire and Rellier, 2003). The
central concept of the ontology is the notion of activity, the characterization of an operation
to do on something. An activity has some attributes that specify, in particular, its relevance
in a working context and the triggering conditions that control its execution status. A set of
operators are used to represent various kinds of dependences among activities. These
operators enable to define composed activities by specifying sequencing, concurrency,
synchronization or delay enforcement. They also include a kind of programming construct
able to specify for instance that an activity should be iterated or that an activity is optional.
Composed activities may describe nominal plans with the inherent and necessary
specification of the sequence of activities that will eventually be executed. The vagueness
of a plan is not a fault, but provides the flexibility needed to cope with the huge number of
actual circumstances unfolding during its situated enactment, especially in agriculture
where uncontrollable factors play a key driving role in many production processes. On the
other hand, a nominal plan may encounter situations where it is beyond its bounds,
notwithstanding its flexibility. To account for this need, our ontology is equipped with the
concept of conditional adjustment.
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2.2. Functional approaches to cope with the diversity of grasslands and animals

Perennial grasslands are complex agrosystems to model as they include a diversity of
species. Recent simulation models describing herbage growth and/or digestibility
developed for species-rich grasslands adopt a functional representation of grassland
vegetation (e.g. Jouven et al., 2006). The functional composition is based on the definition
and the measuring of value, range, and relative abundance of plant or animal functional
traits (morphological, physiological and phenological) in response to availability of
resources and perturbations. Thus, in these recent simulation models, vegetation-related
inputs are provided in terms of grass functional groups distributed along a leaf dry matter
content (LDMC) gradient. On-field grasses weighted mean LDMC ranking is well
correlated with agronomic characteristics like organic matter herbage quality and timing of
herbage growth pattern in relation to plant phenology and leaf lifespan (Al Haj Khaled et
al., 2006). Vegetation agronomic characteristics are mainly determined by management i.e.
practices regarding resources availability and land use (grazing/cutting). Based on such
concepts, grasses weighted mean LDMC at plant community level provides a powerful
descriptor of grassland vegetation for modeling the dynamics of growth and digestibility. In
addition, it is especially suited for characterizing the time course of herbage production and
consequently the latitude offered by each vegetation type to exploit its buffering
capabilities through the time windows for grazing or cutting.

Functional classification of cattle categories has led to the identification of animal classes
as proposed in dynamic models of herd demography. Based on this functional classification
of animal categories and breeds, available feed evaluation and rationing system for protein
and energy can be used to model animal feed intake and animal production.

3. DESIGNING A LIVESTOCK FARMING SYSTEM

The SEDIVER approach puts emphasis on decisions at the operational level at field and
herd batch scales to evaluate management strategies at farm scale. Thus, the two
dimensions of a management strategy, configuration of the system and initial planning of
the activities, are model inputs that have to be designed prior to simulations and then
incorporated in an instantiation of a SEDIVER meta-model. Configuration and planning
must take into account uncontrollable aspects such as the topographic properties of the
fields (e.g. area, slope) and induced farming constraints (e.g. suitability for mechanized
harvest), agronomic characteristics of the fields (e.g. initial vegetation type) as well as
general objectives related for instance to labor or profitability. Figure 1 outlines how the
above aspects affect the design of a management strategy.
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Figure 1: Factors involved in configuring and planning a livestock farming system to build
the production plan used as inputs in a SEDIVER simulation run.
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3.1. Base configuration of the farm system

When configuring a livestock farming system, considerations of topographic and farming
constraints of the fields provide a range of possible forms of land use on these fields. One
may set up groups of candidate fields likely to be allocated to the different production units.
In addition, animal production objectives that can be translated into herd composition
(animal categories and target animal state) affect the batching options. Batching decisions
aim to optimize feeding conditions for the various animal categories to achieve their
expected target states. Farmers may consider grassland community types to match herd
feeding objectives to the potential herbage production permitted by these vegetation types,
taking into account that fertilization is a leeway to modify this herbage yield as well as the
encountered vegetation type in case of lasting change of fertilization practices. The farmer’s
priority in optimally exploiting herbage may also influence the configuration. For instance,

if optimally exploiting herbage is not among a farmer’s priorities, he may form production
units with an above-average stocking rate and then feed bought-in hay and concentrates if
necessary.

3.2. Planning and exploitation of organizational flexibility and biological buffering
capabilities

The configuration decisions yield a set of candidate fields for each production unit.
Planning restricts these sets by introducing timing considerations. To this end, grassland
community types provide indications on the time course of herbage production and
consequently on the thermal time windows for grassland use whereas field altitude can be
used to map these thermal time windows to periods expressed in Julian dates. Thus farmers
get an idea of the Julian period at which herbage will be available for given types of land
use. They can arrange their grazing and cutting sequences by considering the successive
time windows for using the candidate grassland fields identified in the configuration phase.
Moreover, vegetation types and fertilization practices provide information on the attainable
yield at any given moment. For a single field, successive activities can correspond to
different forms of land use and therefore to different durations for herbage re-growth on the
field. For instance, after the first cutting activity, a field can join a grazing sequence or it
can be harvested a second time. This corresponds to re-growth durations ranging from one
to twice. In this way, the farmer organizes the sequences of grazing and cutting activities
over time and space. Depending on the priority he gives to exploiting herbage resources, he
may decide to counterbalance a non-optimal timing for field use by an adjustment of
fertilization practices or by the distribution of hay and concentrates. This may influence
decisions about activities related to the distribution of hay and concentrates. In order to
ensure the renewal of grassland vegetation, the timing of the grazing and cutting activities
should be kept quite stable from one year to the next.

The result of the planning step is a plan of activities, a set of conditions that control their
execution and, if needed, some state-dependent adjustments that enables plan or
configuration adaptations in exceptional situations. The conditions may concern dates or
restrictions for the execution of an operation, e.g. sward height of the next field to be grazed
and phenological stages. It thereby includes information about the intensity of grazing and
the range of intensities associated with a grazing activity performed on a field by a herd
batch. In addition to the constraints imposed by the sequencing of activities, each activity is
usually assigned opening and/or closing conditions such as a time window between two
dates, a biophysical condition or a threshold (e.g. a degree day sum). For instance, opening-
closing conditions can be used to differentiate between “normal grazing” and “topping”
which actually are both grazing activities. Topping is a light grazing thereby corresponding
to higher residual biomass when specifying closing conditions assigned to this particular
grazing activity. More generally opening and/or closing conditions may involve any
indicator, that is, any piece of information collected or synthesized for use in decision-
making. Then the use of biological buffers lies in the specification of intervals of indicator
values for activating production activities. These may be time windows determined
according to the encountered vegetation types. Target animal state can also be specified as
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an interval of body condition score to benefit from the biological buffer capacity of animals

if needed.

Some fields are not fully committed at planning time. Their role is to enable the combined
exploitation of organizational flexibility and biological buffering capabilities. Depending

on the conditions, such uncommitted areas can be switched easily from one production unit
to another. Such a switch has to remain in an acceptable range of frequency not to
jeopardize buffering capabilities of herbage and to avoid irreversible side effects on
grassland community characteristics. Organizational flexibility can also be exploited
through batching in the course of the year. This may have consequences on stocking rates
and subsequently on (i) the associated grazing practices thereby involving buffering
capabilities of herbage, (ii) target performances of animals and their buffering capabilities.
Suitability of fields for a range of land use forms, yield, quality and time course of the
herbage production are considered in revising the base plan in the course of the year thanks
to adaptability provided by such uncommitted areas. The latitude for revision of the
production plan is largely dependent on organizational flexibility permitted by topographic
and farming constraints.

4. OVERVIEW OF THE SEDIVER CONCEPTUAL MODEL

4.1. Biophysical system

Conceptually, the biophysical system is seen as composed of biophysical entities (fields,
herd batches, etc.) that may have one or several descriptors (e.g. dry matter available,
population size, etc.) and their own processes (e.g. plant development, animal intake and
production). The processes are controlled by events such as a birth event which is
programmed to occur every year and induces the firing of a process of creation of animal
entities and a feeding process applied to these new animals. From a modeling point of view,
the above entities, descriptors, processes and events can be defined as particularizations of
ready-to-use DIESE classes and instantiated as needed for specific farm cases.

Fields are mainly described by a set of topographic and farming properties that determine
the range of possible land use forms, a surface area, an altitude and a type of grasslands
expressed through a descriptor of grassland vegetation (a grasses weighted mean LDMC).
Then, the values of the descriptors (e.g. water stress index, leaf area index) involved in the
processes governing the field dynamics are specific to each field. Daily plant growth and
herbage quality dynamics are the main processes modeled at field scale using available
models (e.g. Jouven et al., 2006). Linked to daily plant growth is sward height that make
sense for farmers in grazing management. Thus, sward height is commonly used in the
conditional adjustments involved in management strategies that deal with biological
regulations.

Herd batches are mainly described by an average animal state and a size with target
objectives for the modeled state variables (weight or milk production) over a given period
that can be modified to account for the buffering capacity of cattle in the system, e.g. when
the farmer decides to decrease animal state targets so as to save available herbage during
drought. Simulated processes are daily intake, evolution of daily energy requirements,
energy conversion and production (milk and/or fattening) for each animal batch using the
INRA fill unit system. Moreover an available but unpublished demographic module will be
used to simulate the ageing process of animal categories.

Hay stocks are described by the nature of the feedstuff, its available amount, herbage
quality, feed and fill value using available models (Duru and Colombani, 1992). Modeling
available amount of hay stocks has an interest for accurately representing management
strategies in the model. When stocks become scarce, farmers are used to modify their plan,
e.g. by advancing in time the date for turnout. Concentrate stocks are modeled with the
same variables.
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4.2. Decision system

One of the most attractive features of the DIESE modeling framework is its capacity to
easily represent flexible production plans. Making a model of an executable plan is a matter
of instantiating the abstract primitive activities provided as a library and articulating them
using the composition operators. SEDIVER activities include:

- grazing, that applies to a herd batch and to a set of fields visited in turn;

- distributing hay and concentrates, that applies to a herd batch;

- cutting that applies to a set of fields.
Taking the example (simplified for the sake of clarity) of a farm with three production
units, Figure 2 provides an example of a plan written in a similar way to the plan
representation of DIESE. The operatand” in the first line permits the aggregation of the
primitive or composed activities specified in each subsequent line. For instance, lines 3-7
refer to a sequence of activities of topping and iteration of normal grazing by the H1 batch
and the cutting of the field F1 topped by this herd batch. Teeting ” operator on line
3 has two arguments that are composed activities, the first one (lines 3-5) starting with an
“include " operator, and the second one (lines 5-7) starting withaand™ operator.
Semantically, feeting " specifies that these two composed activities are contiguous in
time: right after the end of the first one, the second one is activated. Similarly, the operator
“include " has two arguments consisting of composed activities, the first one being a
“meeting ” sequence and the second one an iterative hay-distribution activity. The
operator fnclude ” forces the opening period of the second one to be included in the
opening period of the first one. It is used to specify that the activities referring to this
operator are concomitant at least over part of the time period over which the first one is
open. Coming back to the grazing activity of line 3, the H1 batch should first be put to
graze on field F1. Right after this (according to the semantics ohibeting ” operator)
the same herd batch should be moved onto field F2 if the conditions specified with the
operator bptional " are met. In the meantime (according faclude "), the farmer
should distribute hay repeatedly. Some opening and closing conditions (not shown here)
restrict the period and/or situation in which this should be done. Once these one or two
fields have been grazed, the second argument oftkeeting " activity becomes “open”.
The herd batch should be moved successively to fields F3 and F4 and this same grazing
sequence should be iterated (as specified by the opeitgi@teé ) until a termination
condition (not shown here) is met. In the meantime, field F1 should be cut by the farmer.
The operatorBefore " in line 10 means that the H2 batch should first graze fields F6 and
F7 and then the farmer should consider the state of field F8 to determine whether this
uncommitted field is grazed or cut after fields F6 and F7. Finally, the opeeafoal‘ " on
line 15 means that both the grazing sequence on the fields F10 and F11 and the distribution
of concentrates should begin and should end together.

and(
//—=1st production unit
nesting (include (meeting (grazing (F1, H1)).
optional{grazing (F2. H1))).
iterate (distributing hay (H1)).
and (iterate (grazing ({F3, F4}, H1)).
cutting (F1))).
A/—=2nd production unit
meeting {(grazing (FS, H2).
and (iterate (before (grazing ({F6, F7}, H2)).
or {(grazing (F8, H2)).
cutting (FE8)))).

#7/==3rd production unit
ne=ting {(grazing (F9, H3),
and (equal (iterate (grazing ({F10, F113}. H3)).
iterate (distributing concentrates (H3))))).

)
Figure 2: Example of a plan written in a similar way to the plan representation of DIESE. F
and H refer to Field and Herd batch and are followed by the corresponding Field and Herd
batch numbers. The indentation helps in identifying the arguments of the composition
operatorsgnd, or , meeting , before ,include ,equal ,iterate ,optional ).

Decision-making modeling can consist in strictly applying the plan when the weather
conditions are within the envelope of the average year. On those fields that were not fully
committed at planning time, we considered the switch of land use form as the exploitation
of the latitude permitted by the base plan (using tive’ ‘operator, line 11). However, in
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some situations, more profound adaptations should be implemented using conditional

adjustments. For instance, batching could be used to organize the herd into two batches
only, thereby implying a complete revision of the grazing sequences planned. None such
conditional adjustment is presented in this example.

5. CONCLUDING REMARKS

In this article (see (Martin et al., 2008) for an extended version), we discussed the
management issue of exploiting grassland and animal diversity in a livestock farming
system, and how to address this issue using a farm simulation model.

At the time where research projects focused on climate change flourish, we believe that the
prime need of farmers is to get support in dealing with climate variability and especially
extreme conditions. Such support might be obtained by comparing alternative management
options through computer simulations. To cope with weather uncertainty, managing the
within-farm functional diversity of grassland community types is of major interest from the
practical, economical and ecological points of view. Moreover, farmlands especially of
less-favored areas are characterized by a strong heterogeneity in resource use in particular
herbage, which results in high variability of yield and income in time and space. Common
farm-scale modeling approaches are based on farm-encompassing indicators such as
stocking rate or amount of fertilizer per hectare. We argued that the design of agri-
environmental schemes should explicitly consider the within-farm diversity of grasslands
and their practical use.

Most research approaches dealing with the design of farm management strategies are
typically based on linear programming models that suffer from too unrealistic assumptions
with respect to the importance of dynamics and uncertainty in farming. Keating and
McCown (2001) already suggested that challenges for farming system modelers are “not to
build more accurate or more comprehensive models, but to discover new ways of achieving
relevance to real world decision making and management practice.” In this sense, the
SEDIVER project is the result of consistent efforts to improve the representation of farm
management strategies and get closer to the questions raised in practice. In their day-to-day
management, farmers are coping with unpredictable events which call for flexible plans and
conditional adjustments that yield different sequences of actions depending on the course of
events met. Indeed there are some turning point events in the course of the year at which
the farmer has to review part of his base plan.

The conceptual model of a management strategy presented in this paper is inherited from
the ontology underlying the DIESE modeling framework. The level of detail of the
knowledge that is dealt with by SEDIVER is totally in line with the expressive power of the
modeling framework. Moreover, DIESE plays an important role in guiding the model
design through ready-to-use representation patterns. For instance, compared to the widely
used fF...THEN...ELSE...” approach, the formal representation of management strategies
exploited by the SEDIVER approach provides an intelligible and rigorous conceptual
framework that can capture timing dependencies and concurrencies between farming
activities.

The metamodel SEDIVER presented in this paper is still to be implemented in the DIESE
modeling / simulation framework. This essentially amounts to create the entities, processes
and events involved in the biophysical system and to particularize the necessary notions of
activities and operations of the grassland-based livestock system domain. These models
account for different biophysical processes and production management processes and can
be used to perfornmn silico (i.e. computer simulated) experimental investigation of the
merits and limits of different grassland and animal management strategies.

Once implemented, this model will be suitable for modeling real farm cases. Still, dealing
with real cases implies to cope with the specificities of each case and important data
gathering for being able to run the model. Instead of trying to reproduce very closely real
cases, the project will focus on characterizing and designing virtual innovative farm types.
In the field of agronomy, research has almost always used farm types based on structural
criterion. In the course of this project, to enrich the range of simulated cases and to cope
with the complexity of the management choices observed on field, a typology based on the
farming style concept (van der Ploeg, 1994) will be elaborated in partnership with experts
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to be crossed with a typology based on structural criterion. By providing a quite detailed
overview of the possible trajectories of farms on a territory, this combination of typologies
coupled with the SEDIVER approach will provide the necessary elements to deal with land
use issues at regional scale.
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Abstract: This paper presents an agent-based model of a land market (ALMA-C) to simulate
the emergence of land prices and urban land patterns from bottom-up. Our model mimics
individual decisions to buy and to sell land depending on economic, sociological and political
factors as well as on the characteristics of the spatial environment. To this we add ecological
and environmental considerations and focus on the question of how individual land use
decisions can be affected to reduce the pressure on the coastal zone ecosystem functions. A
series of model experiments helps visualize and explore how economic incentives at a land
market can influence the spatial distribution of activities and land prices in a coastal zone. We
demonstrate that economic incentives do affect urban form and pattern, land prices and welfare
measures. However, they may not always be sufficient to reduce the pressure on coastal zone
ecosystems.

Keywords: agent-based modelling; coastal zone ecosystems; land market mechanisms.

1. INTRODUCTION

Coastal zones (CZ) are important from both ecological and socio-economic points of view
(Martinez, Intralawan et al. 2007). These are one of the most productive areas on our planet that
provide many ecosystem services such as erosion control and sediment retention, habitat for
species, food production, recreation and others (Costanza, d’Arge et al. 1997). Like other
ecotones these areas are especially rich in biodiversity and have one of the highest values for
ecosystem services per hectare of area. CZs require a delicate balance between human-
dominated systems and ecosystem functions provided by interactions of land and sea. This
makes protection of CZs in their pristine form an important component of environmental
management. Unfortunately, CZs are also very lucrative area for development. CZs are also one
of the most densely populated areas housing two thirds of world’s population (Costanza,

792



T. Filatova, A. van der Veen, A. Voinov / An Agent-Based Model for Exploring Land Market ...

Andrade et al. 1999). Particularly in the Netherlands 70% of the Gross National Product today
is generated in the CZ (Veraart, Brinkman et al. 2007). Pressure on CZ induced by economic
activities causes the disruption of coastal ecosystem functions including modification of a
shoreline, reduction of habitat’s carrying capacity and diminishing recreational value of coasts
(Costanza, Andrade et al. 1999; Martinez, Intralawan et al. 2007). Waterfront properties are
known to be several times more expensive than similar properties inland. People are willing to
pay high prices for water view and water access. These areas have been also historically
developed due to proximity to marine and river transportation. Further developments occur in
the proximity to historic cities causing even more buildings constructed in areas vulnerable to
flood or erosion. According to IPCC the damage from natural disasters has rapidly increased
over the past decades due to the growth of capital in flood-prone areas (Nicholls, Wong et al.
2007). Thus, in addition to contributing to the deterioration of coastal ecosystem functions
economic activities located in CZ are subject to flood risks. The potential damage from
flooding/erosion depends on the economic value of land and concentration of economic
activities or residential areas.

If we are to protect CZ ecosystem services we need to find ways to create disincentives for
people allocation near the coastline. Using economic incentives to achieve environmental goals
can be much more efficient than traditional command and control regulation, if the incentives
can be put in place and enforced at relatively low cost (Costanza, Andrade et al. 1999). What
can be the economic incentives and market mechanisms that would reallocate population out of
the CZs?

In this paper we present a simple agent-based model that integrates heterogeneous landscape,
explicit individual location choices via land market to explore the influence of economic
incentives on the aggregated spatial pattern of the urban area. Since the area occupied by urban
developments actually takes over the land that provides ecosystem functions in CZ, this
aggregated pattern indirectly shows how much pressure is put on the CZ ecosystems.

2. THE MODEL

Our Agent-based Land MArket for Coast model (ALMA-C) simulates the emergence of urban
land patterns and land prices as a result of micro-scale interactions between buyers and sellers
of land with application to a coastal city. The main agents in the model are traders, spatial
goods (i.e. land lots) and a market (see Figure 1).
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Figure 1. UML class diagram of the ALMA metamodel
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The core of the model is presented by a land market (Filatova, Parker et al. 2007; Filatova,
Parker et al. under submission). ALMA-C borrows much from the analytical monocentric urban
model (Alonso 1964) and its application to a city with green amenities (Wu and Plantinga
2003). In line with the assumptions of the analytical model the ALMA-C model assumes that
each spatial good is differentiated by distance (D) from the central business district (CBD) (or
its inverse measure — proximity P=Dpa+1-D) and level of environmental amenities (A)
(estimated as a normalized distance to the coast). Other attributes of land can be easily added if
needed. Buyers (i.e., households) search for a location that maximizes their utility

U=A"-P? (& and B are individual preferences for green amenities and proximity
correspondingly) and is affordable to their disposable budget for housing net of transport costs
(Y). The rationality of agents is bounded by the fact that they do not search for the maximum
throughout the whole landscape but rather search for the local maximum among N randomly
chosen cells. We impose this assumption since the search for a house in reality is very costly
(time-wise and money-wise), meaning that a global optimum is not likely to be located in real-
world housing markets. After defining the spatial good that gives maximum utility a buyer
forms the bid price. A bid price is a function of utility (U), individual income (Y) and prices of

all other goods (influence of which is expressed by a constant b): P, = Y-U" | The
“ b "+U"

justification and properties of this demand function are discussed in details in (Filatova, Parker

et al. under submission). Sellers form their bid prices also depending on their utility, bit their
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Figure 2. Conceptual algorithm of trade

3. SIMULATION EXPERIMENTS

Running the model we can produce spatially explicit land price gradients and land patterns as
simulation results. We are mainly interested in how the introduction of a land tax, aimed to
protect CZ ecosystems, affects economic indicators and the spatial morphology of the city. In
addition to graphical representations, we also present a set of metrics to analyze micro and
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macro economic and spatial outcomes (listed in Table 1 below). Our major metric of success
with respect to the ecosystem services preservation is the number of undeveloped cells within
the prime coastal zone, which is defined as the stripe of land covered by 7 cells wide along the
coast (all the zone that lies to the left of the CBD). We will call this zone CZ buffer.

All model experiments presented in this paper were performed on a 31x51 grid of cells with
part of the landscape (5x cells) representing sea and a coastline. The CBD was set at the cell
with coordinates (-4;0). There were 2652 buyers and sellers participating at the land market.
The price of the natural area (P, Was set equal to 200. We run the model with agents having
homogenous preferences for green amenities, i.e. for the view on the coastline, & = 0.7.
Although the code of the ALMA-C model allows simulation of a land market with
heterogeneous agents, we did not use this possibility here to keep clarity. Transport costs per
unit of distance were equal to 20 units, the constant b in (1) was equal to 70.

To understand the influence of such an economic incentive as tax on the aggregated outcomes
we ran a series of 13 experiments. We changed only two parameters in the experiments: tax rate
and individual income, which both affect households’ willingness to pay for the house in the
coastal city. Each experiment is associated with the value of tax and income, specifically
experiment “3-900” means that we ran the model with a land tax equal to 3% and individual
income equal to 900 units. We show the outcomes of 7 representative experiments in Table 1
and discuss the results of the others below.

Table 1. Economic and spatial metric outcomes of the ALMA-C experiments

Parameter 0800 | 5800 | 5 ND | 0-900 5-900 0-1000 | 5-1000
800/20

Individual “t:\'/'lggn 73.17 71.86 | 7268 | 7026 70.59 67.79 68.15

St.dev.| 1113 | 1082 | 1141 | 12.14 12.18 12.98 12.87

Aggregate utility | 36587.71 | 28672.4 | 34305.6 | 43494 | 4045055 | 49082.77 | 48254.45

Urban transaction | 415 67 | 31907 | 31864 | 336.61 | 337.12 361.77 358.07

price: Mean
St.dev.| 75.84 7392 | 79.49 | 93.15 90.61 110.15 107.86

Total - property | yopaqc o | 124514.1 | 147965.8 | 2083632 | 1931609 | 2619244 | 2535154

value

City size (urban| g5 399 472 619 573 724 708
population)

Undeveloped land

e b 86 175 117 42 74 6 12
Distance at which |, g 1811 | 1923 | 2377 22.36 25.71 25.7

city border stops

795




T. Filatova, A. van der Veen, A. Voinov / An Agent-Based Model for Exploring Land Market ...

We begin with the experiment that replicates the monocentric urban model with amenities such
as coastline. The main difference between the simulation experiment and the analytical model is
that the centralized equilibrium land price determination mechanism is replaced by a series of
bilateral trades distributed in space and time. Individual households endowed with income equal
to 800 try to buy a house that maximises their utility in the coastal city. There is no tax for land
introduced in this city. The urban land price gradient is presented in Figure 3 and quantitative
measures can be found in Table 1, column “0-800”. The intensity of grey colour symbolizes the

Figure 3. Land price gradients
(households income = 800, no tax for
land introduced). Red counter shows
the CBD.

value of land: the darker the colour, the higher the land
price. The urban land prices are the highest in the CBD.
As in the benchmark case of a theoretical monocentric
urban model, the land price gradient is decreasing with
distance from the CBD. But because of the presence of
the coast, which serves as an attractor for the
households and increases value of the land, urban land
laying to the left of the CBD has higher prices than the
area to the right. The city expansion stops at the location
when bid price of a buyer falls below the price of open
space. The white area in Figure 3 shows the beginning
of open space and symbolizes the city border.

With the increase of individual income the city
significantly expands and CZ buffer representing the
amount of open space along the coastline decreases
(compare experiments “0-800”, “0-900” and “0-1000”
in Table 1). So does an average individual utility from
location showing that people enjoy less densely
populated city, which provides more open space along
the coast and less commuting in terms of time and
money. In spite of decrease in average utility land prices
still grow because the purchasing capacity, i.e. income,

has increased.

We proceed with demonstration of changes in the
location behaviour of households changes if an
environmental tax on land is introduced. The idea is that
now agents have to pay extra money for location closer
to the coast, assuming all other factors are the same. If
this happens then demand for these locations goes
down, since it becomes harder to find buyers that could
afford to buy there. The market mechanisms start to
work. Since our model is not only demand-driven,
meaning that land prices are determined via bilateral
trades with sellers, the bid price that buyers offer is
below the ask price (which also depends on the spatial
characteristics of the land lot, but it could not be lower
than the land price of the natural area). In this case the
transaction simply does not occur and land lot is not
occupied by an urban land use.

Let us set the tax equal to 5% of the land price of the
natural area. The land price gradient is presented in
Figure 4. First of all, the spatial form of the city has
changed. The area closer to the coast became less
attractive for households to pay more to cover the
threshold of the P, The households in this experiment
basically “voted with their feet” in favour of living in
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another town because living on the coast now bears additional costs. As a result a lot of land in
the “primary” CZ was left unsold and remained in natural conditions. A positive sign is that the
CZ buffer has significantly expanded: it became 103% larger than in the city without the land
tax aimed to preserve CZ (compare columns “0-800” and “5-800” in Table 1).

The results of experiment “5-800” indicates that in the absence of real markets for the
environmental services provided by the CZ economic incentives, such as taxes imposed by the
government, may help to influence the land market to achieve more environmentally friendly
land use patterns. However, the outcome can change quite dramatically if we open up the
market and raise the limit on individual budgets. Effectively this means that we are inviting
buyers that are more affluent to come from elsewhere and enter the market.

We repeat the second experiment but assuming that richer households enter this urban land
market (we set tax equal to 5% and incomes equal to 1000 units). The results are presented in
Table 1 (see “5-1000”) and in Figure 5. Thus, in the
presence of more affluent households the city not only
expands over the borders of the city in the experiment
“5-800” (Figure 4) but overflows the boundaries of the
city without land tax (experiment “0-800”, Figure 3).
High-income agents can afford to pay additional costs
in terms of the land tax and, thus, settle along the
coastline. This fact can often be observed in reality: the
wealthiest individuals buy houses with a view on the
coast. As a result the CZ buffer has shrunk to 93% of
what it was when agents’ income was 800 (see “5-
8007).

On the other hand, in reality not all people have equally
high incomes. There is a certain distribution of incomes
in the city. Figure 6 shows the land price gradients in
the case when we run the model for the population of
agents with heterogeneous incomes and land tax rate of
5%. Individual incomes follows normal distribution
: : with mean 800 and standard deviation of 20 (see
t(:)‘(’“ie";’!/‘jj ";{ngmio_unltgs Oéh%r\],sslatﬂg experiment 5-ND 800/20 in Table 1). There are some
CBD. households with income higher than average of 800 (as
in experiment “5-800” and *“0-800), which can afford
to buy houses in the CZ buffer and pay a land tax. However, market incentives still work and
part of CZ buffer became vacant (117 instead of 86 in the case without land tax).

Figure 5. Land price gradients
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In fact, the last three experiments (“5-800”, “5-1000”
and “5-ND 800/20™) showed that economic incentives
work only if agents have fixed income. If taxes are
introduced but the higher-income households enter the
land market then the effect of the tax introduction is
eliminated. The introduction of the tax and increase in
household incomes drive spatial and land price
dynamics in opposite directions. In this case we were
interested to investigate the relationship between these
two factors. We performed a series of additional
experiments with tax rates changing from 0% to 7% and
income changing from 800 to 1000. The results in terms
of the CZ buffer area remained undeveloped are
presented in Table 2.

Table 2. Number of undeveloped cells in the CZ buffer
under different tax rates and income values

Individual income
Tax rate | 800 900 1000
0% 86 42 6
3% 92 46 10
5% 175 74 12
7% 314 247 158

Figure 6. Land price gradients
(households incomes follow normal
ditribution and land tax = 5%). Red
counter shows the CBD.

Visually the relationship is presented in Figure 7. One can see that in the zone of high income

the increase in tax gives very small effect on the CZ buffer

m0.30-080
m0.70-080
m060-070
E0.50-060
D040-050
D0.30-040
00.20-030
00.10-020
00.00-010

3
0% Tax rate

Figure 7. The percentage of CZ buffer not occupied by urban land

use

CZ buffer

4. DISCUSSION AND
CONCLUSIONS

The paper aims at
exploring the effects of
economic incentives on
CZ ecosystem services.
At this stage we are
interested in general
qualitative trends of the
ecological — economic
system. We used
artificial data for both
the agents’ behaviour
and the spatial
environment. However,
the structural validation
of the model was
performed (Filatova et
al. 2007). The main

difficulty of applying ABMs to the real world cases and model validation is in acquiring data
about people’s preferences and perceptions. As a part of a more general survey on risk of flood
perception carried out in March 2008, we created a questionnaire about individual preferences
for locations, including preferences for coastal environmental amenities and individual risk
perceptions. As the next stage of model development we plan to integrate survey data (when

statistical analysis is available) into the agents’ behaviour in our ABM.

The model has shown that economic incentives may help in managing the urban development
in CZ but may not necessarily produce the desired outcome. For example, the environmental
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tax instead of protecting the CZ by driving population away from the coast results in attracting
more affluent residents — something clearly observed in reality. The CZ becomes populated by
MacMansions, which still may have a positive effect on the environment assuring less
residential density. The problem then is that environmental quality can potentially lead to
social injustice and unrest. The environmental tax drives people away from their native habitats,
which then get developed and shaped for the more affluent residents. The ABM helps quantify
some of these impacts and analyze trends and spatial patterns as emerging outcomes of
individuals interacting at the land market.

Different residential patterns may occur if we bring risk perception into consideration. While
CZs and waterfront are attractive residential factors, they become also associated with higher
risks of natural disaster (hurricanes, floods, etc.). These are likely to be more frequent with
global warming and climate change. As a result, chances are that in addition to environmental
taxes, insurance policies are likely to kick in, when insurance companies will deny insurance
for properties located too close to the coast. In this case risk perception may become another
major component in addition to affluence that will govern the patterns of allocation for
residents. Incorporating these processes into our model is the next step in our research.

With a lack of markets for ecosystem services there should be other indirect economic
mechanisms for CZ management, which would help account for these services in the decision
making process. Developing tools for visualization and scenario analysis, such as the ALMA-C
model, is an important prerequisite of environmentally sound land use planning.
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Abstract: This paper proposes a spatial explicit model for land use dynamics, based on
activities, which can represent for example population or jobs. In land use models based on
constrained cellular automata (CA), the total area per land use is defined exogenously,
while the model computes the allocation based on transition rules. The activity based model
is a CA model, but it is constrained by activities instead of areas. Each time step, activities
are distributed over cells based on transition rules. The CA transition rules comprise the
effects of the activity in the neighbourhood, the land use of a cell, externalities and a
stochastic perturbation term. Land use then is computed based on the activity distribution.
Hence land use and activities are mutually dependent and each cell has two values: a land
use state and an amount of activity. The activity based model is applied to simulate
population dynamics and land use changes in Spain. Simulation results show that the model
can produce realistic land use dynamics. Moreover, we argue that the inclusion of activities
closer resembles the process of real world land use dynamics and offers good opportunities
for integrated modelling.

Keywords: Activity based modelling; cellular automata; land use change; population
dynamics.

1 AWALK IN THE REAL WORLD

Imagine you are in the centre of a large urban area and you take a walk. Your starting point
might be the central business district and you are surrounded by high rise office buildings,
but the further you walk the more residential buildings you’ll find. Eventually you will pass
some suburbs to end in the agricultural area outside the town. Parts of the city you passed
through each have some distinct features; some are densely populated while others are not,
some are mainly for commercial use, while others are primarily residential but certainly not
entirely. Although land uses can be classified, most areas actually have a mixed land use.
When you try to find the boundary between commercial zones and residential areas,
between the city and its surrounding, you will find that in reality these are not always clear.
In fact geographical classifications as well as their spatial boundaries are often fuzzy
(Fisher, 2000).

These fuzzy boundaries and mixed land uses are difficult to represent in computer models
that simulate the real world. For example land use classes are usually discrete and
dynamics are often Boolean processes. In the model proposed in this study, we aim to
overcome some of these problems. It allows mixed land uses by allocating population and
jobs separately from, and on top of, the predominant land use in a location. Moreover it
simulates dynamics in population and jobs in an incremental way. Hence, land use changes
are not sudden events, but the result of a more gradual process.

In the next part first a short overview is given of some methods that our model builds on.
Section 2 describes in depth the computational scheme that is applied. Section 3 shows the
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case study for which the model is applied and discusses some preliminary results to end
with conclusions and directions for further research in section 4.

1.1 On agents, cells and population density

Over the last decades several methods are proposed and applied to simulate spatial explicit
land use change. Overviews of different methods are among others available in Veldkamp
and Lambin (2001) and Parker et al. (2003). Instead of giving another overview we would
like to place the proposed model in the spectrum of modelling methods. For this we briefly
consider three methods specifically: multi agent systems (MAS), cellular automata (CA)
models and we will shortly point at some characteristics of economic land use models..
Both MAS and CA are dynamic approaches that can simulate land use changes in a way
that approaches human decision making (White and Engelen, 2000). Moreover, both allow
for heterogeneity among agents or land uses. These aspects are important since they differ
from several other models on these points. In this discussion, agents in MAS are actors that
can act and move independently over space. Hence CA are not considered MAS since there
agents are the cells themselves, and their location is fixed. The advantage of MAS is that
they can represent the behaviour of agents in a very straightforward way, since agents can
interact directly with each other and with the environment. It is precisely these local
interactions between agents and differences among them that generate the patterns
observed on a global scale. However, since the agents are the basic unit of computation,
MAS are computationally demanding. This is illustrated by an overview presented in
Parker et al. (2003) where several case study applications are summarized. The applications
that use individuals or households are all on a relative small scale using a limited number of
agents.

Cellular automata, although sometimes considered agent based as well, differ from MAS in
that sense that the basic unit for computation is a cell, not an agent. They have in common
that both methods simulate changes from the bottom up, since the eventual global land use
pattern is a result from interactions at the local scale. Together cells make up the lattice on
which the CA exists, which makes them inherently spatial and therefore very suitable for
the simulation of land use dynamics. Since cell sizes can be adjusted according to the scope
of the simulation, models can keep a computational efficiency. Hence, CA can be applied
to simulate land use changes on larger scales, from urban systems to regions or countries.
This advantage comes at the cost of detail. Individual actors are not considered. Instead
cells have a state, which generally represents the predominant land use, but the number of
possible land use classes is limited. Moreover, cells have only one land use where in reality
mixed land use is the rule rather than the exemption.

From the side of regional economics, land use models are usually considered in a non
spatial way. Starting from Alonso (1964) these models describe population, utilities, jobs,
or prizes as a function of the distance to the city centre. In this they differ from models like
MAS and CA as described above (Irwin and Geoghegan, 2001). A quick look at any city
tells that this simplification hardly holds, since urban areas are usually not symmetric but
show local differences instead. This local variation can continue to grow and eventually
results in polycentric developments (Wu, 1998). Moreover, the eventual results of these
economic models are equilibrium situations and the way towards this equilibrium is usually
not considered. Hence this approach neglects the incremental steps that play a role in the
evolution of a city and the fact that most urban systems are still evolving.

In this paper we propose an activity based CA model to simulate land use dynamics. For
this we introduce the notion of “activities” which is used to indicate the general concept of
the model, in the case study described below it will be given a specific meaning. Activity is
used here as a general term to denote people or jobs or any other feature that can be
quantified and located. However, activities are considered a cell property, not entities by
themselves. Hence a cell has a land use state, and a numerical value for each activity.
Therefore, the cell remains the basic unit of computation, and it is possible to build on the
CA computational framework. On the other hand, we do not consider his model a MAS for
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the same reason; activities can represent individuals, but we do not simulate decisions from
individual agents.

This activity based approach will generate more spatial information than original CA land
use models while retaining their computational simplicity. Also it allows to explicitly
model interactions among people and jobs, like externalities, without losing the explicit
spatial extent as is the case in models from the economic background. This activity based
approach overcomes some limitations of conventional CA models as mentioned above.
First, activities can exist in locations that do not have the associated land use, like
inhabitants living in agricultural areas. Therefore additional spatial information is available
from model results and mixed and multifunctional land uses are possible. Second, the focus
of applications needs not only to be on the predominant land use, but rather on the
activities itself which allows for a higher level of detail. Moreover, it offers more direct
coupling between the socio-economic and the bio-physical subsystems since impacts that
origin from activities can be quantified more precisely now. The latter is an asset for
integrated models that aim to simulate interactions between both sub-systems more
elaborately.

2 THE ACTIVITY BASED CA MODEL

The activity based cellular automaton as proposed in this paper builds on the Metronamica
constrained CA models as developed by White and Engelen (1993; 2000). Their model
exists on a lattice of regular squares, which represents a land use map. Each cell can have
one of a limited number of cell states, which represent the predominant land use. Each cell
has a neighbourhood and there is a set of transition rules to compute state transitions based
on this neighbourhood. All cell states are updated simultaneously within each time step.
The “constrained” in constrained cellular automata refers to the notion that the demand per
cell state is determined external to the CA (White, Engelen and Uljee, 1997). In land use
terms, the total number of cells of, for example, residential land use in a certain time step is
determined exogenously while the CA allocates these cells on the map. Hence an increase
in population over time needs to be converted to a number of cells for the associated
residential land use per time step.

To introduce activities to this model, we made a few additions to the constrained CA
framework. By introducing activities, a cell has no longer one discrete cell state. Instead it
has a land use state, as well as a quantity for each type of activity. Activities can represent
for example people, jobs, or maybe more abstract terms like economic value. Moreover,
more than one type of activity can be used at the same time. For example, when both jobs
and population are modelled, a cell could have agricultural land use, contain 12 inhabitants
(activity “population”) and have 4 people working in it (activity “jobs”). Instead of a
demand for a number of cells per land use, the model is constrained by an amount of
activity that needs to be allocated.

Each activity has one associated land use. For example, population and jobs are directly
associated with residential and commercial land use respectively. For computation of
activity dynamics and land use changes we assume that activities and land use are mutually
influential. This is implemented as a two step process and each step is executed for all cells
simultaneously. First activities are redistributed over the map based on the land use and
activity distribution from the previous time step. When more than one activity is
considered, this is done for all activities separately. Then, land uses are assigned based on
the new distribution of activities. Now all cells have an activity, but only those cells whose
activity exceeds a threshold value will get the associated land use.

However, not all land uses can be associated with activities, at least not in the sense that
this activity can represent the eventual demand in terms of cells. For example the land use
agriculture can be expressed by a number of jobs in agriculture, but that cannot directly be
translated to an amount of hectares that need to be allocated on the map. Consider for
example the difference between intensive and extensive agriculture. Therefore we need
area constrained land uses as well. In fact the model uses four types of land use classes:
activity constrained land uses, area constrained land uses, vacant states and features.
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Activity constrained land uses are land uses that are directly associated with an activity as
described above. Area constrained land uses do not have activities. Instead they have an
area defined per time step that needs to be allocated. Vacant states are land uses that can
only change as a result of other changes in the model. A typical example of a vacant land
use is natural vegetation. Features finally are those land uses that are supposed to remain
constant over time, like water bodies.

2.1 Distribution of activities

To allocate activity, the potential for that activity for each cell is computed according to the
equation:

TP =ClawZai " Sei A f (Nx,i +E,; +5)

Where:
TP, is the total potential for activity x in cell i,
Ciiyx is the compatibility coefficient for land use I in cell i and function x,
Z,; is the zoning for activity x in cell i,
S is the suitability for activity x in cell i,
A is the accessibility for activity x in cell i,
f ( p) is a transformation function to avoid negative potentials:
f (p)=log, (1+2°),
i is the neighbourhood effect for activity x in cell i,
i is the externalities effect for activity x in cell i,
& is a stochastic variable drawn from a Cauchy (0, «) distribution, where o

is an adjustable scale parameter. This variable is drawn independently for
each function and each cell.

The compatibility coefficient is an adjustable parameter, which results from calibration.
Suitability is a characteristic that is defined per cell a priori, as is zoning, but the zoning
status can change over time. Both result from an overlay of GIS base layers. Accessibility
is also a cell characteristic, which is computed from the distance from a cell to the nearest
element of the infrastructure network as well as the importance of this element for the
function at stake (exits of highways are often important for industry, while office building
have a tendency to be located near train stations). The neighbourhood effect is a function of
the current vector of activities and current land use in each cell of the neighbourhood of a
cell. It is computed as the sum of the effects of all cells j at each distance d in the
neighbourhood. This includes the current activities and land use of cell i itself:

N,; :%“ 2 2 Wi, (d)- X

jedg; f

Where:
N, is the neighbourhood effect for activity x in cell i,
J, is the set of cells at distance d from cell i

dii

803



Jasper van Vliet and Hedwig van Delden / An activity based cellular automaton model to simulate land use

changes

nyx(d) is the weight function representing the attraction or repulsion from

activity or land use f on activity x at a distance d,

X is the level of activity for function fin cell j. For those land use functions

)
that do not have an activity associated with them, the value is 1 when that
land use is present and 0 otherwise.

Externalities represent the, mostly negative, effects of agglomeration. It is computed as a
function of the amount of activity already present in an area:

Ex,i :yl'(Nx,i _7/2)73

Here, y1, y» and y; are parameters that need to be calibrated. Typically -1 << ;<0 and y3>1
to make sure that externalities are small initially and grow more than proportional with the
present activity.

Once the total potential for each activity in each cell is known, all activity is (re-)
distributed proportionally. When there is more than one activity type, allocation is
independent for each type of activity. Hence activities only influence each other through
the neighbourhood effect, which is based on the distribution in the previous time step:

X = TR,
ZTPX, J.
J
where
XX'i is the level of activity for activity type x in cell i,
TR, is the total potential for activity x in cell i,

ZTPX’J- is the sum of the potentials for activity x in all cells j, including i.
i

We assume that the basic unit of activity is 1. Therefore activities in all cells are rounded to
whole numbers. This concurs with the assumption that people have to make a choice where
to live and where to work. If two locations are equally attractive, one has to be selected in
the end and based on this decision future development will take place.

2.2 Allocation of land uses

Land use is now assigned to cells per type of land use class. First features are allocated,
then activity constrained land uses, then area constrained land uses, and finally vacant land
uses. Since features cannot change over time, they are by definition allocated on the
location they already hold. For the other land uses the order of assignment corresponds
with the influence associated with them. In reality agents that claim residential or
commercial land uses usually have more power than those for agricultural or natural land
use. Activity based land uses represent these more powerful types of land uses, while the
agriculture is represented by an area constrained class. Vacant land uses are those land uses
that hardly have any economic power, like abandoned land or semi natural vegetation.

The basis for the land use assignment is the distribution of activities as well as a reference
value for each activity. This reference value is taken as a percentile of the activities of all
cells that have the associated land use in the initial land use map. Each time step, the
activity per cell is compared relative to this reference value. A cell gets the land use
function for which it has the highest relative activity as long as this is greater than one. For
function land uses that are not constrained by an amount of activity but by a number of
cells instead, the total potential for each cell is computed similar to the total potential for
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activity. However land uses are not assigned proportional to this total potential, but instead
to cells with the highest potential until the externally defined demands are met. Cells that
already have a feature or activity constrained land use are excluded from this assignment.
Finally, all cells that do not have a land use from either of the constrained land use types
become vacant. Since the number of cells that is occupied by activity constrained land uses
is not known a priori it is a computational necessity for the model to have at least one land
use type that can occupy vacant cells, to be able to assign a land use to all cells.

3 ACASE STUDY ON SPAIN

The activity based CA model as described above was applied to simulate land use
dynamics for the country of Spain. In this case study the model was defined on a regular
grid of 912 by 1076 cells of 1 km2 each, and land use change was computed for yearly
time steps starting from 2000. Population, with residential areas as the associated land use
function was modelled as an activity constrained class. Forest, commercial and industrial,
agriculture and recreational land uses are area constrained classes. Natural vegetation is a
vacant land use and water, wetlands, airports and mining areas are feature land uses.
Although some of the latter land uses can actually change over time, their dynamics are
much less. Besides it is assumed that their behaviour depends on other influences than local
interactions. Still they do influence other land use changes considerably.

A limitation to apply the activity based CA model on a real world case is its data
requirements. For these applications we used land use data from the Corine Land Use
database for the year 2000. Population data was not measured directly but derived from the
Corine land use database (Gallego and Peedel, 2001). Moreover, since we could not find
spatial explicit data on jobs, commercial land was not modelled using activities.

Eventually, the activity based land use change model will not be used as a stand alone
model, but as a part of an integrated assessment model that is developed within the
DeSurvey project. This integrated model aims to explore future land use scenarios in the
context of land degradation and desertification. Since population is modelled as an activity,
land abandonment can be simulated with this model. Moreover, information on the amount
of population allows for more direct coupling between the socio-economic system and the
physical effects of land degradation and it enables exploration of a wider range of
scenarios.

3.1 Preliminary results and discussion

The aim of this case study is to assess whether the proposed model realistically simulates
activity dynamics and land use change. Hence model results were assessed on realistic
patterns rather than cell-to-cell accuracy of land use changes. A first way to assess model
results is by visual interpretation. Although it is preferable to measure results objectively
rather than interpret them subjectively, visual interpretation can still gives an important
clue about the behaviour of the model. Visual interpretation of the population distribution
indicates that the model retains local differences in density. This is an important aspect
since it is exactly that what distinguishes a spatial explicit model from economic models.
This is partly due to local characteristics that are incorporated in the model, and partly due
to the internal feedback mechanisms in the model.

For clusters of residential land use, urban areas, scaling laws are found to apply (Roehner,
1995). To assess the outcomes of the model we choose one such measure to assess whether
a realistic distribution for residential land use was obtained: the cluster size frequency
distribution (White, 2006). Although specific urban areas can change their position on the
ranking, the distribution over larger areas remains mostly constant over time. The cluster
size frequency distribution confirms the visual interpretation that the model can produce
realistic dynamics. Both large urban areas are growing and new clusters appear. Figure 1
shows the results of the cluster size frequency distribution, where cluster sizes are
measured in cells. Only the largest clusters seem to grow disproportionally. This is due to
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the input data. Cells around the major urban areas that are not residential initially already
have a high population. Hence, in the first time step these cells change their land use to
residential.
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Figure 1: Cluster size frequency distribution for Spain. Blue points represent original data,
while green and red are simulation results.

4 CONCLUSION AND DIRECTIONS FOR FURTHER RESEARCH

We believe that the important interactions among activities and from activities to land uses
can be simulated using activities. In existing spatial explicit land use models the interface
between a land use model and other models was mainly a land use map on the output side,
and a multitude of information on the input side (see for example van Delden et al., 2007).
However, many relations are not so much related or proportional to the predominant land
use, but rather to the amount of activities on this location. The introduction of additional
layers of information offers new opportunities for integrated modelling and more elaborate
studies of land use dynamics. As an example Luck (2007) gives an overview of the relation
between population density and its effect on biodiversity. He concludes that biodiversity
and population density are significantly correlated and points at the need to focus on
anthropogenic drivers of environmental changes. Still this case study only gives a first
indication and the concept should be tested more extensively on other areas.

A major issue for the proposed model is data availability. Although synthetic applications
can offer first insights in the mechanisms for land use change, real world data is required
for meaningful studies. The model requires a land use map and a distribution for each
activity. For proper calibration this data is even required for two points in time and
independent validation would even require three such data sets. Due to developments in
remote sensing, land use data is currently widely available. For population data this is
certainly not the case, just as for jobs or other possible activities. Currently such data is at
best available at more aggregate levels such as NUTS regions. The population data that was
used in this research was derived from the land use map and is therefore biased.
Alternatively, some remote sensing techniques are developed to estimate population from
satellite imagery (Harvey, 2002), but this does not generate cellular values for population
density yet. Finally there is the question how to assess the quality of the model results.
Measures for land use maps as such are already topic of discussion (Hagen, 2003). Since
the activity based model generates additional spatial results, more sophisticated measures
are needed.
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Abstract:

Agricultural land use changed rapidly in Central and Eastern Europe following the collapse
of socialism. Cropland is arguably the most dynamic land use class, with cropland
abandonment typically exceeding cropland expansion. Yet to date there has been little
empirical evidence on the rates, patterns, and processes of cropland change for Central and
Eastern Europe. To remedy this, we integrated socioeconomic and environmental data and
employed exploratory statistics with predictive simulations to study the causes of past
changes, as well as to forecast future cropland development in Arges County, Romania. In
a first step, we used spatially explicit logistic regressions to estimate the direction and
strength of the influences underlying factors that led to a change in the extent of cropland.
The regressions focused on the exogenous, underlying variables that foster land change,
allowed us to rank the importance of factors, and was used to test causal hypotheses of land
use change processes. In a second step, we calibrated artificial neural network models with
the statistically significant variables to predict the likely spatial arrangement of future
cropland change. Such pattern recognition techniques are computationally efficient tools
for forecasting locations that are most likely to undergo future cropland changes, given a
user-defined quantity of change. Both of the employed modeling approaches are commonly
used in land change science and we show an empirical example of how they complement
each other. The combination of exploratory and predictive findings are of particular
importance for understanding and dealing with complex processes in regions such as post-
socialist countries, where empirical evidence on the local driving factors and possible
future developments is scarce,. The proposed multi-method modeling approach based on
the spatial analysis of integrated human-environment data allows the generation of causal
inferences that inform the development of land use change forecasts. We believe that
combining both approaches generates insights that are greater than the sum of their parts.

Keywords: spatial analysis; cropland dynamics; logistic regression; neural networks; post-
socialist.

1. Introduction

Large-scale land use changes were caused by the collapse of the socialist system in Central
and Eastern European countries, as well as in the Commonwealth of Independent States
(Peterson and Aunap, 1998; Bicik et al, 2001; Lerman er al., 2004). Since then,
agricultural land use change has been dominated by large-scale cropland and pasture
abandonment (Kuemmerle et al., 2006; Palang et al., 2006; Kuemmerle e? al., forthcoming;
Miiller and Munroe, forthcoming). This domination is attributed to a combination of several
underlying causes, such as the collapse of state support for agricultural production,
changing ownership structures, and the emergence of additional income opportunities, in
particular a new geographic mobility which led to massive emigration from rural areas.
While cropland abandonment has been the dominant land-use change, some areas have
experienced cropland expansion; this was particularly so in EU-accession countries that
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benefited from EU agricultural policies (Verburg et al., 2006). Until now, neither the
patterns of observed changes in agricultural land use, nor their impacts on the human-
environmental system are well understood (MacDonald et al., 2000).

We studied changes in Romanian cropland structure using an integrated dataset that
contains remotely sensed land cover data, indicators derived from a socioeconomic census,
geobiophysical variables and accessibility measures. The driving factors that led to changes
in the extent of cropland were examined using logistic regression, and the statistically
significant driving factors were employed to forecast future cropland changes using
artificial neural network models. Combined, the modeling approach allowed us to draw
causal inferences based on exploratory statistical insights, which helped calibrate the
simulation models that yielded predictive evidence using statistical pattern recognition.

2. Material and methods

2.1  Study area

Cropland dynamics were investigated in Arges County, Romania, which is located on the
southern foothills of the Carpathian mountain range and which covers an area of 6,826km?2.
The county is shaped by a wide range of environmental conditions and has a mean annual
rainfall of 750mm and a mean annual temperature of seven degrees Celsius. Elevation and
rainfall are both higher to the north, while temperature is lower. The mountainous northern
part is characterized by rugged terrain and includes the foothills of the Carpathian mountain
range, as well as Romania’s highest mountain, the Moldoveanu Peak, 2,544m high. The
hilly midlands contain the county’s capital and major market center, Pitesti, which had
174,000 inhabitants in 2003 (NIS, 2004). Pitesti is linked to the country’s capital Bucharest
by Romania’s first highway, built in 1960. The southern part of Arges County consists of a
plain between 100m and 150m above sea level. Most of the southern land in the Arges
region is used as cropland (for more details about the study area, see Kuemmerle et al.,
forthcoming).

2.2  Data and data pre-processing

Landsat Thematic Mapper (TM) and Enhanced Thematic Mapper Plus (ETM+) images
with a spatial resolution of 30m were classified into three land-cover classes: forest,
cropland and grassland/shrubland. The data was then validated by means of field data and
expert knowledge (see Kuemmerle et al., forthcoming, for details of the classification). In
this paper, we focused on the time period between 1995 and 2005 in order to exclude the
immediate and rapid responses of land use agents to the fundamental changes in the
political system following the collapse of socialism. The cropland class has a producer
accuracy of 79% (71%) with a conditional Kappa of 0.78 (0.78) in 1995 (2005). We define
cropland abandonment as one if a pixel was covered by cropland in 1995, but not in 2005.
Cropland expansion takes the value of one for all cells that were not cropland in 1995, but
had been converted into cropland by 2005. Settlements, roads, bodies of water and rivers
were assumed to be constant over time and excluded from subsequent analyses.
Topographic data was derived from the Shuttle Radar Topographic Mission (SRTM), with
a spatial resolution of 90 meters. We calculated elevation, slope and terrain roughness (i.e.,
slope curvature) from this elevation model. The elevation data serves as a proxy for climate
variations and for soil data, as both variables are strongly correlated to the north-south
elevation gradient.

To capture the socioeconomic drivers of cropland change, we used census data provided by
the National Institute of Statistics of Romania for 1996 and 2003, which we aggregated to
the commune level. We merged this census data with the spatially-continuous raster data
based on the administrative boundaries of the communes. Commune population density and
the number of livestock in each commune were derived from this census. Further, we used
village-level population figures from our own census, which we conducted in all rural
communes of Arges County. Spatially-explicit population density maps were created by
interpolating the village population data using inverse distance weighting.

Several measures captured the accessibility of each location: We used Euclidean distances
to four road categories, as well as the distance to each village center. The surrounding
area’s cropland density was included as an additional driver, and calculated in a 3x3 pixel
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neighborhood as the sum of pixels covered by cropland in 1995. All data were referenced to
UTM/WGS84 and re-sampled to a spatial resolution of 100 meters.

2.3  Methods
In the first step, we estimated spatially-explicit, reduced-form logistic regressions to extract
the direction and strength of the influences of underlying factors that led to a change in
cropland coverage. We estimated two logistic regressions, one for the abandonment of
cropland and one for cropland expansion from 1995 to 2005 as the dependent variables. On
the right-hand-side of the regressions, we used: topographic variables (elevation, slope, and
roughness), distance measures (Euclidean distances to several road categories and to
relatively built-up areas), the neighborhood structure of cropland and the interpolated
population density as spatially-continuous covariates. At the commune level, we included
population density, as well as the density of livestock, as covariates. All data was re-
sampled to 100 x 100 meter grid cells and each cell represented one observation in the
regressions.
Both regressions followed identical sampling procedures. In the first step, a regular spatial
sample from the raster dataset was drawn using Besag’s coding scheme (Besag, 1974) to
avoid spatial autocorrelation in the dependent variable. We selected every fifth cell in both
a north-south and east-west direction. This left us with 24,790 observations, from which we
sampled all cells covered by cropland in 1995 for the abandonment equation, and all cells
not covered by cropland for the cropland expansion equation. In this way, we incorporated
the temporal dependence of the two processes on the state of cropland at the start of the
change period (e.g. cells not covered by cropland cannot become abandoned). Following
Maddala (1983), we then randomly selected 1,000 observations from the change class (i.e.,
abandonment or expansion) and from the pixels that did not undergo change. The logistic
regression models were estimated based on these 2,000 observations. No multi-collinearity
was detected in the resulting sample, as all the covariates’ pair-wise correlation coefficients
were below 0.7. The constant terms were adjusted to calculate the predicted probabilities
due to the unequal sampling rates (Maddala, 1983).
The variables that emerged from the logistic regression with an explanatory power above
an arbitrary significance threshold of 20% (p-values < 0.2) were fed into an artificial neural
network model (ANN), the Land Transformation Model (LTM, Pijanowski et al., 2005).
Again, two models were calibrated as the single output layers, one for cropland
abandonment and one for cropland expansion. The parameters estimated by the LTM
served to predict the likely spatial arrangement of future cropland dynamics. We used a
feed forward network with error backpropagation and a 3-layer structure of input, hidden,
and output layer. There is ample flexibility in the choice of the layers in neural network
estimations, yet we used 10 input layers for the abandonment model and 7 input layers for
the expansion model, as determined by the variables that were above the significance
threshold in the logistic regressions (see above). We used the same number of hidden and
input layers as suggested by Pijanowski et al., (2005).
The neural network was trained on every second cell in the county. For each simulation,
called a training cycle, we recorded the overall Kappa and the Percent Correct (PC), where
Kappa assesses the accuracy of the location, and PC describes the percent of all cells
correctly estimated as the proportion of the total number of cells. We stopped training the
network at 250,000 cycles. The network file that performed best was then applied to the
entire dataset to calculate a map of suitability values of change for each pixel (neural nets
do not create probabilities per se, see e.g. Pijanowski et al., 2005). The suitability values
were used to forecast changes in cropland, and high values were assumed to be more likely
during transition. To forecast changes, we varied the number of cells that were expected to
undergo change. To do this, we assumed that the yearly number of abandoned and
expanded cells will remain stable over time. This resulted in spatial patterns of likely future
changes.

3. Logistic regression and neural network results
Results from the spatial logistic regressions showed that cropland change since the collapse

of socialism mirrored a distinct spatial variation that significantly contributed to reshaping
post-socialist rural landscapes in Arges County. Results for cropland abandonment are
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shown in Table 1. For the subsequent analysis, significance levels are reported as p-values.
Abandonment was more likely at higher elevations, steeper slopes, and in rougher terrain.
Locations closer to European and national roads were less likely to undergo abandonment,
as were locations further away from villages. A spatially more homogeneous cropland
structure strongly reduced the likelihood of abandonment (large and highly significant
coefficient). Moreover, a higher population density, coupled with a lower livestock density
within a commune fostered abandonment.

Table 1. Significant underlying factors of cropland abandonment and expansion

Cropland abandonment Cropland expansion
Coef. Std. Err. p-value Coef. Std. Err.  p-value
Elevation (100m) 0.440 0.066  0.000 -0.017 0.033 0.609
Slope (degrees) 0.179 0.030  0.000 -0.032 0.012 0.009
Roughness 0.030 0.011  0.005 0.002 0.005 0.742
Distance to European road 0.000 0.001 0.726 0.000 0.001 0.917
Distance to main road 0.005 0.002  0.001 -0.005 0.002 0.005
Distance to county road -0.010 0.008  0.211 -0.010 0.005 0.036
Distance to built-up area (100m) -0.029 0.009 0.002 -0.009 0.003 0.008
Neighboring cropland (3x3 window) -0.296 0.037  0.000 0.521 0.044 0.000
Population (interpolated), 1996 -0.010 0.006 0.139 0.006 0.005 0.209
Population density (pp/sqgkm), 1996 0.010 0.002  0.000 -0.006 0.002 0.004
Livestock unit density per sqgkm, 1996 -0.016 0.007  0.017 0.004 0.006 0.464
Constant 0.292 0462  0.527 0.326 0.284 0.251

Notes: Coefficients (Coef.), standard errors (Std.err.), and p-values below the 20%
significance level (p-values < 0.2) are reported in bold.

On the contrary, higher cropland expansion (Table 1, bottom) was expected at lower slopes,
closer to European and national roads and closer to all roads (including unpaved communal
roads). Cropland expansion was further associated with proximity to villages, high cropland
density, and lower population densities.

We assessed the goodness-of-fit of the logistic regressions using three statistics: the PC, the
area under the curve (AUC) of the receiver-operating characteristics (ROC), and Cohen’s
Kappa (Pontius, 2002). Given the small number of covariates in the model, the goodness-
of-fit was moderate-to-good for abandonment (Table 2), with 71% of the pixels predicted
correctly. Yet the logistic regressions showed moderate-to-low fit for cropland expansion.
While the AUC was good, Kappa was especially unsatisfying for cropland expansion.
Hence, we may not have included the driving factors that shape the spatial location of the
expansion processes in our study area. We believe there are considerable stochastic
elements involved, particularly in cropland expansion and, looking at the observed
expansion map, we are unable to see spatial clusters. Therefore, we have low confidence in
the underlying factors derived by the logistic regressions, and subsequently expect low
accuracy results for the LTM predictions of cropland expansion. Nevertheless, we
continued to account for both processes in order to be able to generate countywide forecasts
of cropland changes.

Table 2. Accuracy assessment of the spatial logistic model and ANN results for
abandonment and expansion (1995-2005).

We trained the neural

Model PC Kappa AUC network for both

change processes

Abandonment Logistic 71.3% 0.43 0.882 with 250,900 cycles
ANN 63.1% 0.56 - and achieved the

. highest accuracy

Expansion Logistic 59.2% 0.05 0.834 according to PC and
ANN 34.8% 0.30 ) Kappa for cropland

expansion at cycle
250,000 and for cropland abandonment at cycle 100,000 (Table 2). For cropland
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abandonment, both the PC and Kappa showed moderate fit, with 63% and 0.56%,
respectively, predicted correctly. As expected, the simulation results were not satisfactory
for cropland expansion with PC equaling 35% and a Kappa of 0.3. It also needs to be
considered that all cells, including the ones used for training, have been included in
calculating these assessment results.

The neural networks’ output indicated how likely it was for a cell to transition out of
cropland (abandonment) or to be converted to cropland (cropland expansion). Figure 2
shows the spatial patterns of likelihood for cropland abandonment on the left by using the
‘best’ cycle. The likelihood for abandonment was particularly high in the hilly areas of
Arges (middle area in Figure 2). A lower likelihood, but one which still affects a substantial
number of pixels, appears in the lowland areas. For cropland expansion (Figure 2, right) the
picture differed and the highest likelihood values for expansion were found around the
valleys of the hilly area. There, large tracts of land are not yet used as cropland (as in the
South) and are more suitable for cropland production than the remote areas in the northern
mountains, where the likelihood for expansion is close to zero. Little expansion is expected
in the southern part of the county, where most cells were already used as cropland and in
the Northern parts.

Figure 2. Spatial patterns of
likelihood for cropland
abandonment (left) and
cropland expansion (right);
darker colors indicate higher
likelihoods.

Next, we used the neural
network patterns from the
cycle with the highest
accuracy to forecast the likely
spatial arrangement of future
cropland change. The
calculation of the forecasts
was based on the observed
change between 1995 and
2005, and this trend is
expected to continue in the
future. Forecasts were
calculated based on past
patterns and also on using twice (Forecast 1) and four times (Forecast 2), respectively, the
number of cells that changed during the calibration period of 1995-2005. The forecasts of
abandonment depicted the largest number of future change in the middle, hilly area of
Arges County (see Figure 3 below). The southern plains were less likely to be abandoned,
while cropland expansion was concentrated on the hilly areas (see Figure 3). Abandonment
is expected to start in central Arges County, and from there proceed to the south of the
study area (see fig. 3). While in forecast 1, the areas with higher slopes will be abandoned,
in forecast 2, the southern plains are also likely to be abandoned. Moreover, abandonment
follows the major European roads that cross Arges County from the southeast to the
northwest and from the southwest to the northeast. Cropland expansion was concentrated in
the hilly areas in both periods. Forecast 1 shows that non-cropland pixels which were
adjacent to existing cropland are more likely to convert to cropland. In forecast 2, we see
additional potential for cropland expansion in more remote areas of northern Arges County.

4. Discussion: From retrospective causal analysis towards future
developments
4.1 Advantages and disadvantages of the coupled modeling approach

The spatial logistic model focused on exogenous, underlying variables that determine land
change. Such models are valuable for ranking the importance of factors and testing
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hypotheses about the underlying processes of land change (Munroe and Miiller, 2007), and
thus provide a means for retrospective causal analysis. The knowledge gained from the
exploratory spatial statistics helped us determine the calibration of the neural networks
which relied on a similar statistical technique, i.e., logistic regression. Variables that turned
out to be significant in the logistic regressions were therefore expected to have a bearing on
the outcome of interest.

Yet the inclusion of insignificant variables should not affect the results of the neural
network to a considerable extent. One important advantage of neural networks is the data-
driven approach, based on machine learning. This approach enables modeling across space,
time, and datasets; hence, the networks are a generalization tool that are not constrained by
the requirement of considering incorrect sampling, multicollinearity between variables,
spatial or temporal autocorrelation, or the insignificance of single variables (Bishop, 1995).
This is an obvious advantage for integrated land use modeling of coupled human-
environment systems, which necessitate a large number of different data, often from
different sources and of varying quality.

However, neural networks also have some drawbacks, most of which are related to their
data-driven approach. Neural networks do not require a priori knowledge about underlying
processes; on the contrary, they are designed to recognize patterns that result from such
processes. However, this requires a considerable amount of computing time, which is a
limiting factor for analyses that require large amounts of data and myriads of potentially
influencing factors, as is often the case in land change research. Apart from that, in almost
every LUCC study, a priori top-down knowledge is prevalent; hence, the benefit of the
neural networks’ data-driven approach is less important. This is particularly so because it is
the knowledge of the processes, not of the resulting patterns, which modelers and decision-
makers are aiming for. This black-box approach assumes that the user does not know how
the data is processed in detail, nor is the weighting of the included driving factors
accessible. In this study, we address this issue by selecting the statistically most significant
underlying factors by using the spatial logistic model. Furthermore, dynamics in processes
and underlying factors in the coupled human-environment system are not explicitly
integrated in the modeling approach. For example, in rapidly changing areas the neglected
dynamics of population migration might result in misleading future development
trajectories. Here, we tried to avoid processes dominated by the transformation phase from
1990 to 1995 by calibrating the models with the subsequent time period, which we expect
to be more representative for likely future developments. A further extension, the artificial
neural network, is not able to learn from evidence which contains previously un-introduced
variables without a new network being created and trained, such as is the case with
Bayesian networks (Aalders and Aitkenhead, 2006).

Hence, the coupling of the two modeling techniques — logistic regression and neural
networks — addressed two issues of concern for land-change scientists: the exploration of
underlying causes and the forecasting of likely future developments. Moreover, the
selection of input variables for the neural networks was based on empirical grounds. This
reduced the time required for training and testing the networks, which is a considerable
advantage when dealing with large data sets.

4.2 Need for an integrated human-environmental system approach

Studying cropland dynamics requires an integrated approach that explicitly addresses the
coupled human-environment system of land use (Turner II et al., 2007). Changes in the
extent of cropland are important for understanding the impacts of these changes on the
multifunctional nature of agricultural production (OECD, 2001). Cropland dynamics also
mirror large-scale socioeconomic alterations such as migration or changing economic
opportunities that are reflected in the landscape (Miiller and Munroe, forthcoming).

The two modeling techniques employed here allowed us to integrate various types of
economical, social, and ecological data. The results of the spatial logistic regressions
revealed retrospective causal influences on land-use decisions regarding cropland usage.
The neural networks allowed us to use this information to predict likely future cropland
changes for each location in the entire county. Taken together, these spatial insights may
prove more useful for decision-makers than would a single-method approach (see Fig. 3).
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Abandonment Expansion Legend

Abandonment:
1995-2005
Abandonment:
forecast 1
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- forecast 2
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1995-2005
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forecast 1
Expansion:

forecast 2

Arges county

Figure 3. Observed and forecasted spatial patterns of cropland abandonment (left) and
expansion (right)

However, there are several drawbacks that both models have in common when striving for
an integrated model. One major limit is that they are not able to explicitly model the
feedbacks between variables which should be an inherent characteristic of integrated
modeling techniques of complex human-environment systems. The integrated approach of
the complex human-environment land use system is only rarely pictured in the modeling
techniques. Temporal changes of the influencing factors are not incorporated within both
modeling approach. Yet, more holistic modeling approaches often require much more
complex computational approaches and are more data-demanding. We believe our ad-hoc
integration of models yielded exploratory and predictive findings that are important to
understand and deal with processes in regions where empirical evidence on the local
driving factors and possible future developments is scarce, such as in the case of most post-
socialist countries. Several extensions are possible, such as a larger extent of the area to
have a greater variety and exploit the computational advantages of the modeling
techniques. One major benefit would the inclusion of external information about future land
use demand was available to produce more realistic forecasts of future spatial patterns
(Castella and Verburg, 2007).

5 Conclusions and outlook

Our approach of coupling two modeling techniques combined the benefits inherent in
explorative statistics with the advantages of pattern recognition. This proposed multi-
method modeling approach allowed us to generate causal inferences and to develop land
use change scenarios that can offer new insights for decision-making support. The
integrated spatial analysis of socioeconomic and environmental data may support spatial
planning, environmental monitoring, and biodiversity conservation efforts to areas that are
under the most eminent threat of land change. This is important because agricultural
extensification and cropland abandonment are expected to be the largest land-use changes
in the enlarged European Union, particularly in marginal areas (Verburg et al., 2006).
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Abstract: In this paper we present a model of urban growth and its preliminary application to a
case study of the phenomena of residential development in the setting of the eastern periphery of
Rome, Italy’s capital city. The modeling approach we use synthesises the two typical paradigms
widespread in the community of quantitative urban planning: the traditional one, based on cellular
automata (CA), and the (relatively) new one, which is agent-based. In particular, our multi-agent
system (MAS) is in-between a reactive MAS, with agents carrying out a two-staged decision pro-
cess in a complex environment, and a model of statistical physics, since we use populations of
agents in order to reduce the number of degrees of freedom of the system. While we explicitly
model the consumption of agricultural and undeveloped land due to urban growth, our model
may be easily integrated as a socio-economic part into a wider decision support system for envi-
ronmental planning, e.g. our simulations can produce indicators of environmental impact of the
growth of the city: electricity consumption, waste production, etc.

Keywords: Urban growth impact, Multi-agent system, Cellular Automaton, Rome, Model inte-
gration.

1 INTRODUCTION

It is now a matter of fact that the complex systems perspective has been fully accepted in urban
and regional planning studies. Since their introduction, the two major bottom-up approaches, the
one of multi-agent systems (see Batty and Jiang [1999]; Benenson [1998]) and cellular automata
(see White and Engelen [2000]; Engelen et al. [2003]) have contended for the lion’s share of the
literature, with the current trend to synthesize the best from both approaches. The work we present
in this paper is based on one recent attempt to provide such an interpolation (see Vancheri et al.
[2008] for a primer to this methodology, and the references therein) and deals with the develop-
ment of a major urban area characterized by sprawling phenomena and unregulated residential
growth for many decades. From a methodological point of view, connecting MAS with CA is at-
tractive because it turns out to be very easy to model a urban or geographical system with such a
combination of approaches. The baseline is to identify “mobile” entities in the cognitive agents,
such as the inhabitants of a city and to subdivide, on the other hand, the urban area in a regular
lattice. One then models more or less faithfully the behaviour of the agents, usually at the cogni-
tive level, while assigning to each cell a label describing the urban typology of the part of territory
assigned to it. This procedure usually takes the form of the analysis, design and implementa-
tion of a software simulator of the complex interactions between agents and the cells, and the
simulations produced with such a tool may provide valuable informations of the phenomena one
wants to investigate. It is widely accepted that the introduction of multi-agent systems solved the
problem of providing a meaningful description of the processes of land use change undergoing in
817



Ciampaglia et al. / Go East: A Residential Land Use Model for the Periphery of Rome

the system, without the need to describe these in terms of abstract interactions between the cells
of a CA: it is much more convenient to describe in terms of the agents those socio-economical
interactions that — at least one empirically assumes — drive the urban transformations of a city,
rather than account for the existence of an ubiquitous process of “update”, only indirectly based
on the same interactions, and only explainable in terms of the local state of the neighbourhoods on
the lattice of cells. However, this combined approach has disadvantages, no matter the degree of
fidelity on can achieve with a well engineered software simulator. It is in fact difficult to calibrate
and validate the simulations produced with it, and many times a proper sensitivity analysis is only
able to identify critical parameters of the model, but not to truly assess what the uncertainty in the
simulations’ measurements is due, especially in presence of bifurcations or phase transitions of
the original system. It seems thus important to provide a modelling framework that gives a proper
mathematical definition of the entities one is going to model, and that at the same time contem-
plates the possibility to build a software simulator that cheaply outputs interesting scenarios about
the future evolution of the city.

The work we present in this paper is an attempt to go in this direction. The structure of the paper
is the following: in section 2 we introduce the main mathematical features of our model, and in
particular in 2.1 we detail respectively how the collective decisions of the agents can produce the
stochastic dynamics for the evolution of the cellular automaton, and in section 2.2 we look at
how it is possible to synthesize a description of the city that enables each agent to take realistic
decisions about urban events. In section 3 we discuss the preliminary results we got from running
simulations under the assumptions of a stationary dynamics for the configuration of the system.
Finally, in section 4 we discuss how the integrated approach to the production of computer tools
for environmental assessment and decision making could benefit from our simple methodology.'

2 A SPATIAL MODEL OF URBAN GROWTH AND INTELLIGENT AGENTS

To a first approximation, with the CA we model the land uses of the urban system. As is usual
for this kind of models, each cell of the CA is a 2-dimensional representation of a given piece
of land belonging to the urban area. Our choice was to consider each cell corresponding to an
administrative zone, as used in the master plan of the city; thus, we have an irregular lattice
I', with adjacency relations between cells given by the actual geographical boundaries between
zones. Figure 1 shows the cellular decomposition of the CA used in the case study of Rome.

We take a state space which is real-valued
and multidimensional, with each cell ¢ € T°
described by a vector of dynamical variables
v(c,t) € RP, subject to the update rule of
the automaton, and by some control vari-
ables that follow an exogenous dynamics,
w(c,t) € R?. Dynamical variables are cho-
sen to have a clear urban and geographi-
cal meaning. Examples include: number of
households, total surface area of residential
buildings, total surface area of empty land.
In w there are instead variables that are not
directly subject to the update rule of the au-
tomaton: distances from hospitals and ser- Figure 1: Cellular subdivision of the urban area in
vices, access points to the transportation net-  the case study of the eastern periphery of Rome,
work, and other features related to infras- Italy.

tructure. The variables in w(c, t) can be used to define exogenously the settings for a simulative
scenario. Taking v and w together for each cell ¢, the system is described by a n by d matrix
X (t) where n = |I'| and d = p+ ¢. The rule that updates the state of the cells of the automaton is
not specified as a deterministic function, with fixed adjacency neighbourhood, as in the classical
specification of CA. Instead, the updates of the cells’ state are performed by decisor agents: the
basic idea is that social entities interact locally with the city — that is, agents interact with cells

I For additional material on this model, please see the follovging: http://www.inf.unisi.ch/phd/ciampaglia
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Variable Description Update rule
N Total number of free available flats in the cell N + An
S Total undeveloped surface in the cell Su — (Asy + Ass)
Sy Total built surface due to residential use Sy + Asy
Sp Total built surface due to parkings and paved use Sp + Asy

Table 1: Update rule of the state of a cell due to the construction of an apartment building

— with possible interactions stereotyped by the elements of a set A of kinds of interactions.? in
modeling the elements of A, we have in mind classes of events with a clear urban meaning and
scope, e.g.: construction of houses, malls and offices, changes in zoning regulations of free lots.
It is thus possible to model very easily the effects of these simple interactions; see table 1 for an
example of the update rule used to model the construction of an apartment building.

More formally, each o € A defines an incremental stochastic dynamic of the form:
v (e, t + At) = vg(e, t) + mr(w, ¢, t) (D)

fork € V,, C{1,...,p}, e.g. for some of the variables that make up the components of v(c, t).
We take the standard assumptions so that the counting variables N, p(c,t) of the number of
events of kind «, with increments m € B C R™() and occurring in ¢ during the time interval
[t,t + At), have law defined by the Poisson distribution with parameter A\, 5(c, t). Thus we need
to compute the intensity of a non-homogeneous Poisson process (see Kingman [1993]); the idea
is to define it in terms of a density \“:

Nalest) = / (e, t)dm @)
B

where A%(c, 7, t) is the density of probability that in [t,¢ + At), with At small enough, one
interaction of kind « with increments in [, 7+ A7) occurs in ¢. We then introduce the conditional
probability 3% (¢, m,t), that one event has increments in |7, 7 + Ar), given it actually occurred.
Then obviously A*(c, 7, t) = A\*(c, t) - B%(c, 7, t), where

A% (e, t) = /}an A (e, t)dm 3)

This means that we are able to decouple the problem of modelling an interaction of kind « into
two sub-models: the first accounts for how many interactions occur in a cell during a small time
interval, the second allows us to generate the values that characterize the event that results from of
an interaction between an agent and a cell. If we consider At to be the time unit, then A, g(c, t)At
is the average number of events per time unit. Of course, in the spirit of CA modeling, this quantity
has to depend on the local configuration of the system, where the concept of ‘locality’, for any
given «, plays the same role of that of neighbourhood in the classic definitions of CA. A reasonable
assumption for this class of systems is that, for values of At small enough, the information about
the events occurring in a cell during At does not change the configuration of the system, so
that the intensities are constant during the time interval. This assumption let us to recover a time
homogeneous process for each step of update of the system, which is of great aid in the simulation
of the process.

2.1 Decision dynamics of the multi-agent system

We now briefly detail the first of the two sub-models, which enables us to compute \*(c,t).
Each « has a population of decisor agents. Unlike those MAS where each agent is equipped with
a complex agenda and models faithfully a given sociological class of individuals, we take the
opposite approach and reduce the degree of freedoms of the system by describing populations
of temporary and anonymous agents. An agent may be inactive, or may be active and locatable
in a specific zone, e.g. resident in a cell. The decision process of an agent is composed of

2we say “social entity” since an agent may also be e.g. an enterprise looking for a venue where to open a new office.
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four actions or steps: activation (A), diffusion (D), update (U) and leaving (L). After activation,
an agent ‘enters’ into the automaton and is placed in a cell. From there it may either diffuse
— that is, jump — to another cell, update the state of the cell by realizing an event of kind «
(and subsequently become inactive and ‘exit’ the CA), or leave the decision process and become
inactive, with the same consequences of the update step. We define four processes, at the global
level of the whole automaton, for the above actions. Let these processes have each intensity AS,
fori € {A,L,D,U}. This means that, as an example, A% is the average number of agents
belonging to the population of agents « that become active in any cell of the CA per time unit.
The idea is to consider the global intensities A as parameters of the model and then, thanks to
the property of composition of Poisson processes, distribute (or, generally speaking, assign) the
overall rate of activations, diffusion, etc. among the cells. The following four formulas explain
how this idea is put in practice:

[e% . « . FQ(C’ t) « . a Fa(c7 t)
Aale,t) = A4 (1) Zc’el“ Fo(dt) Aplet) = AD Zc/el‘ Fe(c,t) 4
A2 (er8) = Ag Ay (e 1) = AF - G2 (e 1) )

The first formula says that the intensity for activations of agents in a cell ¢ is distributed propor-
tionally to a global ‘attractivity’ force F'*(c, t). Intuitively speaking, F*“(c, t) models how much
the cell c is favorable to the occurrence of interactions of kind « due to the regional context in
which c is: it integrates informations at a macroscopic or regional level, such as residential cen-
trality in the case when « is the interaction of renting a flat; a similar definition has been used in
the second formula for the intensity A% (c, t), of jumps that have cell ¢ as a target, that is, regard-
less of the origin cell. The effect of these two definitions is to bias the exploration of the urban
space, that the agents do during their life cycle, towards those areas of the city that exercise more
force of attraction than others. The dependency of A% (¢) on time, as we shall see later, lead us
to manipulate the number of events of kind « that actually occur during a simulation. The third
formula defines the average time an agent spends in the active state to be 1/A¢. The intensity
A& (e, t) is proportional to another attractivity force called G* (¢, t), which integrates information
on the state of ¢, as usual with respect to «, at a more local and detailed level.

Before getting into the discussion on our approach to the modeling of the configuration of the sys-
tem, that is, on the definition of F'“ and G, we have to explain how, starting from the intensities
of the local processes, the above definitions are brought together and give the overall dynamics of
the MAS along a simulation’s step [t, t + At). In turn, this let us to compute the intensities A*(c, t)
of the non-homogeneous processes of update events of the CA’s state. If we analyse the number
of agents entering and leaving a cell due to the four actions just introduced, we can derive a first
order differential equation for the probability P“(c,t) on the space of the states of an agent:

dP*  F°(c,t)

it~ 1o (POTLH) MG + (- PATL1)-AB) +

(6)
— P(c,t) - ( & LAY+ AL - GOc, t))

Where T%(t) = > F%(c, t) is the normalizing factor, and P®(T, t) is the probability that an agent

is passive and thus not in any cell of I'. It is then possible to find a solution, for the stationary case

dP%/dt = 0:

Fo(c,t) - (Pa(i £) - AG(t) + (1 — P(T, ) - A%) )
Te(t) - (Ap + AF + Ay - G (e 1))

P%(c,t) = (7
The assumption of stationarity is motivated by the fact that the configuration of the system is
determined by variables that, with respect to P, have a slow dynamics. Now, since we are
dealing with Poisson processes, Af;(c, t) approximates the probability that one event occurs in a
small time step of duration At; thus A% (c,t) - P(c,t) gives the probability that an active agent
performs the update step in the cell — that is, that an event occurs — and if we multiply that by the
number of agents in the population, we obtain the average number of events of kind « occurring
in [t,t + At). For this construction to work properly, it is important to ensure that the number of
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events does not fluctuate too much around this expected value. This condition is satisfied, thanks
to the law of large numbers, in the limit of the number of agents growing to infinity. In practical
simulations, this condition is usually fulfilled with a number of active agents on the order of the
thousands.

2.2 The urban configuration

As already stated, G*(c, t) is the piece of information with which active agents decide whether to
make an update in the current cell or not. In Vancheri et al. [2005], from which our work inherits
the basic modeling framework, there is not a single and general model for such a force; instead,
the authors use fuzzy decision theory and develop several models of G, one for each kind of
event o € A, by refining and aggregating multiple indicators — by and large, demographic and
geographic data — with the aid of fuzzy ¢-norms and ¢-conorms. This approach is very powerful
when empirical models of the different « are available: in such cases fuzzy modeling is indeed a
suitable tool for the translation in the formal language of mathematics.

The definition of the force of attraction G*(c, t) we give is inspired by principal component anal-
ysis (PCA). PCA is a widely used technique for multivariate analysis (see Kent et al. [2006]), and
can be also viewed as a simple form of unsupervised learning.> A common data analysis task
that can be done with PCA is the identification, for each principal component, of a subset of the
original variables that have highest correlation in absolute terms with that component, beyond a
certain threshold (see Everitt and Dunn [2001]). Usually human experts are able to synthesize
meaningful indices using the principal components. In our case, if we look at how a kind of in-
teraction « is defined, there’s already a subset of variables having a special status with respect to
a. These variables have their dynamical behaviour influenced by interactions of kind «, that is,
those with index k € V,, in equation (1). One can compute the cell’s scores, for these variables, in
the space spanned by the principal components, and assess the cell’s attractivity towards the kind
of interactions « by looking at those scores. This is, conceptually, the opposite of the operation
of principal components’ identification stated above: we choose to model the force of attraction
in terms of a fixed subset of variables, and then PCA automatically synthesizes an index that mea-
sures how much any cell is attractive, with respect to those variables. This technique has some
disadvantages — which we’ll discuss later — but it allows for a simple and general purpose model
of the urban forces G*.

Let X = X (t) be the dynamic matrix of multivariate data we apply PCA to.* X is constituted of
n = |I'| samples or data points, one for each cell ¢, and of d = p+ g observations of demographic
and economic variables, that is, the concatenation of vectors v(c,t) and w(c,t). The principal
components are standardized linear combinations of the urban variables, y, = a;CX . Since
the variables have different units of measure, we compute the coefficients aj, by diagonalization
of the sample correlation matrix R of the data, R = ADA’: the a are then the orthogonal
columns of A. Since the sample points are centered around their mean g, for the i-th cell it
is possible to compute the projection on the k-th component component as y;; = a.(x; — p).
In the terminology of PCA, v;1,...,¥y:q are called the scores of the ¢-th sample. These ‘raw’
scores, however, are not suitable for computing an index. First, the original variable we take
into account might correlate negatively with the component. Since our data are centered, and the
transformation induced by the PCA is just a rotation of the space, values of that variable that are
less than the mean have actually negative score on the component, while we want them to give a
positive contribution to the total score of the cell. A symmetric argument holds if the correlation
is positive. Moreover, it is desirable to take into account how much of the variance of the original
variable the principal component is able to explain. Finally, since we are going to use this index

3 A very good review is Roweis and Ghahramani [1999], in which PCA is presented as a learning problem in a linear model
with latent variables, under the assumption that the hidden state is constant and constituted of independent normal variables
and that the linear dependency of the observations on the state is affected by additive Gaussian noise with infinitesimal
variation.

4Matrices are denoted by upper case bold letters, vectors are always column vectors and are denoted with bold lower case
letters; thus a’b is the scalar product of two vectors. When referencing matrices, 4, j are the row/column indices for the
original data, while h, k always refer to the principal components.
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to define an intensity, which is positive definite, we want each score to give a positive contribution
as well. Since it is possible to compute the correlation between the j-th variable and the k-th
component as [j; = a;,+/Ag, then the above considerations lead us to define the contribution that
each score gives as:

Yo = 1 can=1 (l]k Yik — Myk) n 1 ®)

T Ojk 2

so that 0 <y, < 1. p1 ), and 0, are the sample mean and standard deviation of the raw scores
of the cells of the j-th variable with respect to the k-th principal component. Now let us consider
the ¢-th cell ¢; and the kind of interaction «v. Let us denote with g the weighted sum of the scores
(8) on the first r < d principal components:

9% (cit) = > >y ©)

JEVa k=1

where, as stated, j is restricted to range in V,,, the subset of variables whose dynamics is affected
by the update rule of «. r is chosen so that the first » components explain at least 50% of the
variance of the original data. Finally, to define the dynamics of the force G*(¢;, t), we introduce
a temporal delay to smooth the changes of the term in (9):

G(ci,t + At) = (1 — €) GY(¢3,t) + € g%(ci,t + AL) fort >0 (10)
G“(¢;,0) = g%(¢;,0) (11)

where 0 < € < 1 acts as a learning rate.

The definition of F'“(c,t) ‘averages’ G*(-,t) over the regional context of ¢:

F(c,t) =Y i(c) h(d(c,c)) G*(c,1) (12)
c'el’
h(z) = hazm,n, ho) = m(1— =) (13)

In (12) the regional context of a cell generalizes the concept of neighborhood of a CA by means of
a simple gravitational model: the contribution of each cell ¢’ is proportional to G*(¢/, t) (e.g. its
mass), and since (13) is a monotonically decreasing step function, decreases with a measurement
of the distance between the cells. Such a measurement, which should be taken with respect to the
transportation network of the city, is modeled by the term i(c')h(d(c, ¢')). Usually, the network
is explicitly modeled as a labeled digraph, and one takes a suitable graph-theoretic measure of
integration of a node in a graph; however, the only data we had for our case study were the
distances, from the center of mass of the developed areas of the cell, to the nearest access point to
the transportation network (d,,.¢), hospital (dp,s), university or school (d.4,,) and major shopping
or service center (ds.,). If we allow k to range in {net, hos, edu, ser}, our integration measure
is:

i(c) = Hh(dk(c);Q,n,uk) (14)
k

The parameter n = ny, can be set so that the k-th factor ~ 3/2 when ui — di(c) ~ ok, which
equals to reward those cells that are better integrated, and conversely to weight less those that are
‘distant’ from hospitals, schools, etc. Finally, note that, by using in (12) the euclidean distance
d(c, ') between the centers of the cells, we are taking the gross assumption of a homogeneous
transportation network.

3 SIMULATION RESULTS

The model has been implemented for a case study on the eastern area of the city of Rome, Italy.
The CA has |T'| = 40 cells, each grossly corresponding to an administrative zone,> and each cell

5According to the Italian law, the zones we take into account are called “zone urbanistiche” and constitute a refinement
of the subdivision of the urban area into municipalities. In our model, we decided to further subdivide some bigger zones
into smaller parts, in order to keep them as homogeneous as possible. This subdivision has been made with the aid of
planners; see Arcirdiacono and Bagnasco [2006].
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Figure 2: (a)—(e): Initial configuration of the CA. In each figure, the interval between the min-
imum measurement of the variable and the maximum is mapped on a colormap, such that the
relative distribution of values on the cells is portrayed in terms of the difference between “warm”
and “cool” colors. (a): Initial level of the housing stock. (b): Initial amount of residential surface.
(c): Initial amount of surface due to agriculture or free land. (d): Initial resident population. (e):
Initial amount of undeveloped or interstial surface.

is described by d = 21 + 6 demographic and economic variables. Figure 2 shows the initial
configuration of the system, taking into account the subset of the dynamical variables in v related
to the phenomena of residential growth. We performed multiple simulations to see if the model
was able to show a plausible behaviour with respect to the phenomena of residential growth of
the area under study. In these simulations we set A% (t) = A%(0) for every ¢ and for every
a € A, so we expect to see a stationary dynamics for the variables of the configuration of the
system, a condition easily checkable by inspecting that the trajectory of G%(c, t), after a transient
growth, reaches a steady level. The parameters A}, A%, Af; are set to constant values so that
agents from any population have, on the average, three jumps to explore the CA before passing to
the inactive state. The overall rate of events occurring during a simulation is controlled by setting
A4 =) A4 to a constant value, and then taking fixed ratios to define the global intensity of
activation for each population of agents: e.g. 20% of all activations are from the population of
agents looking for a house, etc. We varied A 4 from 0.1 to 10, and for each value we executed
multiple simulations and averaged v(c,t) over the simulations. We deem this strategy for the
determination of the activation rates to be reasonable, since the city is far from being in a period of
expansion, and thus the balance between the rates of activity of the different processes is unlikely
to change significantly. On the other hand, by varying A 4 we can explore the parameter space
in a consistent way and test the dynamics of the systems at different levels of activity. Figure
3 shows some of these results. The quantities in 3(a)—(e) are aggregated over all cells of the
city. These plots clearly show, with the exception for the population, phenomena of saturated
growth or consumption of the plotted variables. Moreover, as A 4 grows it is possible to see a
clear convergence to a stable trajectory. For (a), (b) and (c) we computed the confidence intervals
at 95% probability for the parameters of a logistic growth / consumption model: while for the
parameter corresponding to the saturation threshold we get < 1% error for A4 > 3.4, the best
we can do to estimate the intercept of the logistic is an error of 12% for A4 = 6.7. This doesn’t
surprise us, since the city is already at a late state of growth and thus we cannot hope to give a
good estimate for a parameter that is meaningful for an earlier period. The scatter plots (f)—(i)
instead give substantial informations about the patterns of residential expansions occurred. They
refer to A 4 = 10, and each point is a cell. It seems clear that new houses are built in zones with a
high residential density or in zones with a substantial presence of local infrastructures. Since we
deal with Poissonian diffusion processes, agents explore a portion of the urban space, on average,
only 3 jumps deep, starting from the most attractive cells. Thus the patterns expressed in (f)—(i)
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Figure 3: (a)—(e): comparisons of time series of global variables; different curves in each plot
correspond to different values of the parameter A 4, the global intensity of activation of agents.
(f)-(@1): scatter plots of land use densities for residential building and local infrastructures versus
initial stock level and new housing starts; in these graphs A 4 is taken to be equal to 10.

give good evidence that PCA, on which the urban and regional forces of attraction are defined,
provides a good model of residential centrality.

4 INTEGRATION FOR ENVIRONMENTAL IMPACT ASSESSMENT

It is possible to simulate the dynamical behaviour of the MAS with an asynchronous algorithm that
takes advantage of some properties of Poisson processes, namely that the time between two jumps
is exponentially distributed, and that the sum of independent processes is still a Poisson process (a
sketch of the algorithm is given in Vancheri et al. [2008]). Since the assumption of independence
holds only for a time step of length At¢, we recover an evolution schema familiar to that of a
CA. This means that the model could be integrated very easily in an environmental decision
support system (EDSS), even as a simple routine call. At each time step, either the configuration
of the system may be updated by running the PCA, and thus producing new values of the force of
attraction F' and G, or the value of the dynamical state v(c, t) of each cell ¢ can be retrieved as
an output, (or both). Moreover, interaction issues with other subsystems — such as the biophysical
component of an EDSS — arising from a different time scale of simulation, can be reduced by
decoupling those two operations. Integration at the data level can be done in a straightforward
manner if the model has to produce only output values to be fed into other components. In this
case it is worth to note that we explicitly model the dynamics of the population of the system (see
figure 3(d)), as well as the number of workers in local facilities of each cell (not shown in the
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figures). This just to name a few examples. These can become the inputs to compute measurable
indicators, and thus evaluate the significance of the growth of the city on the environment. A more
pondered approach - instead - should be taken if data integration contemplates the possibility to
feed variables describing the status of the environment into our model. A very simple operation
would be to change (9) to allow a sum on more variables than those in V,, and thus it would
be only needed to apply PCA to an augmented data matrix X (¢) with a new column for each
environmental indicator one would like to consider. As an example, for the event of buying a
house, agents could then take into account also informations about air and noise pollution in a
cell.

S CONCLUSIONS

The results we have discussed in this paper stem from a calibration that makes several highly
idealized assumptions, namely the choice of the values for A%, A, Af;, which result in homoge-
neous decision process of the agents with respect to the kinds of interaction «, and the dynamics
of the global rate of activation A 4, which lead to a stationary dynamics of the system, which is
motivated by the fact that the city in our case study is already in a late stage of development.
Nonetheless, our model was able to show a meaningful urban dynamics of growth, with key fac-
tors such as saturation due to depletion of resources (see figures 3(a), (b), (c) and (e)), and realistic
decision processes of urban agents. We thus believe that this model has the potential to produce
quantitatively precise scenarios of growth — given enough data to perform a proper calibration.
A shortcoming of our approach is the fact that PCA does not define a probability density model,
and thus doesn’t allow one to compute the likelihood of data, which can be problematic for the
calibration of the forces of attraction F'“ and G“. We will have to reflect about a proper calibra-
tion technique for this part of the model. Some benefits of our approach are: (i) the dynamics of
our MAS are mathematically well defined so that one could study effects due to bifurcations or
phase transitions analytically, and not only through simulation, (ii) the asynchronous algorithm
we use can simulate many thousands of agents at once, (iii) this approach doesn’t have to create
coherent identities for various social classes of interest, (iv) update rules of the CA have a clear
urban meaning and are built up from simple events (e.g. building a house), (v) we generalize a
CA to have a real valued multidimensional state space, and this allows a very easy integration in
an EDSS and (vi) the cells of the CA correspond to real administrative zones which would make it
easier to policy makers and other stakeholders to assess the model’s outputs.
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Abstract: Processes of land use change and their drivers take place at different spatial and
temporal scales. The fact that these processes are very often interacting with each other
throughout these scales provides major challenges to modellers. Xplorah is a tailor made
Spatial Decision Support System for the three major islands of Puerto Rico. It aims to
assess the impact of different scenarios on the development of the island. The system
encompasses an integrated set of dynamically linked models working at different scales and
incorporating knowledge from numerous disciplines. This paper describes the integrated
model as well as its individual components. It focuses on the integration between the socio-
economic and bio-physical processes and models, and discusses how the system can be
used to assess the impact of different policies relevant to and defined by the user of the
system, Puerto Rico’s Planning Board.

Keywords: Spatial Decision Support System; Impact Assessment; Land use modelling,
Model integration, Integrated spatial planning.

1. INTRODUCTION

Puerto Rico is a very special island because of its vibrant cultural life, the architecture of its
towns, the remnants of its past, and its natural marvels: coral reefs, beaches, caves, and
tropical forests. With a population just below 4 million living on an area less than 10,000
km?, it is also a densely populated place (Engelen, 2003).

Puerto Rico has many of the generic problems that islands, and small islands in particular,
experience: an open and relatively small economy, a rugged landscape with a concentration
of activities in the coastal zone, fragmentation and loss of high quality land, pressure on the
coastal wetlands, deforestation, flooding, pollution, scarcity of drinking water, etc.
Moreover, the island is located on the path of many tropical storms entering the Caribbean
seas. Some of these gain hurricane force and cause tremendous damage. If global warming
causes an increase in both the intensity and the frequency of tropical storms, Puerto Rico
should be prepared and implement integrated spatial planning practices to minimise the
potential damages (Engelen, 2003).

The Xplorah Spatial Decision Support System (SDSS) has been developed with the aim to
support integrated decision making on the island of Puerto Rico. It allows the user to
explore the impact of a wide range of scenarios —consisting of a combination of external
factors and policy options— on policy-relevant indicators by simulating future developments
in the region over a time span of 20 to 30 years. It comprises an integrated model in which
the processes at stake on the island are incorporated.

The main aim of Xplorah is to assist policy makers in (1) understanding the important
processes in the region and their interaction, (2) indicate current or future problems on the
island, (3) assess the impact of possible policy measures, (4) evaluate the different
alternatives and (5) stimulate discussion and improve communication between the different
actors involved in the decision-making process.
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Rather than focusing on all elements that are important in the initialisation, design,
development and implementation process of the Xplorah SDSS, we limit ourselves in this
paper to describing the different elements of the system, their interaction and the way it can
be used for impact assessment studies. More insight in the development process of
integrated spatial decision support systems as well as their practical applications and use
can be obtained from Hurkens et al. (2008), Van Delden et al. (2007), Rutledge et al. (2007)
and Van Delden and Engelen (2006).

2. AN INTEGRATED MODEL

Throughout the design and development of the Xplorah SDSS integration has always
played a crucial role: integration between disciplines, integration between scales and
integration between (scientific) knowledge, information technology and policy-making.

Where sectoral models often focus on the detailed representation of the processes at stake,
Xplorah aims to create dynamic feedback loops between the different sectoral models
included. For this reason it uses, to the extent possible, existing disciplinary models. For the
integration Xplorah makes use of the GEONAMICA software environment that is
specifically designed for the development of spatial decision support systems that integrate
a number of non-spatial and spatially explicit models (Hurkens et al., 2008).

Due to the non-linear character of the model and the high degree of linkage among the
variables, the set of equations cannot be solved analytically; rather their simultaneous
solution is computed numerically in discrete time steps. The temporal resolution of the
system is a year, its temporal horizon 2030.

Global and <
National level: "
1 region, Puerto Rico

Regional level:
78 Municipalities

Regional level:
401 Transport zones

Local level:
225000 cellular units,
250 x 250 m each

Figure 1. Different interlinked spatial scales in the Xplorah SDSS.

The models that are incorporated in Xplorah simulate activities that take place at four
spatial scales: global, national, regional and local. At the global level, climate change has
an important impact on the national economy by influencing tourism, agriculture and the
demolishment and reconstruction of buildings as a consequence of hurricanes and changes
in rainfall and temperature.

A national macro-economic model is tied with an age-cohort model that simulates
structural demographic changes and population levels. This model incorporates
immigration patterns and provides the labour force supply. Economic conditions, in turn,
have an impact on migration and mortality rates.

At the regional level, socio-economic changes take place based on the relative attractivity
of regions and the costs required to travel from one region to another. These costs are
provided by the transport model that uses information from the regional and local models to

828



H. van Delden et al. / Xplorah, A multi-scale integrated land use model

generate trips. This provides the basis for the distribution of national growth as well as
migration of jobs and people over regions.

Furthermore, on the local level, land use demands from the regional model are allocated in
cells based on several elements including local accessibility, physical suitability, zoning
regulations and the attraction and repulsion between different land use functions. The local
bio-physical and socio-economic characteristics, finally, feed back into the attractivity at
the regional level.

The different components and their interactions are schematised in the system diagram of
the Xplorah SDSS in Figure 2. The processes modelled in the components are described in
the paragraphs below.
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Figure 2. System diagram of the Xplorah SDSS.

2.1 Models at global and national level

At the highest levels of the model there are components representing climate change,
macro-economics and demographics. We have incorporated the impact of (global) climate
change as a set of relations that impact different sectors of the economy on the island. At
national level models to describe the macro-economics and the demographics are closely
linked through mutual feedback loops. Part of the output of these models is used as a driver
for the regional models: national population and jobs in main economic sectors.

The climate sub-system consists of a set of linked relations expressing the change in time of
temperature and its effects on precipitation, storm frequency and, secondarily, external
demands for services and products from Puerto Rico. This component is not a true model,
rather a set of linked hypotheses representing current knowledge and assumptions, which
the user is free to change. Clearly, this component is a very strong simplification of reality.
However, and in the absence of more elaborate models, this representation has the great
advantage of enabling to test hypotheses in a relatively straightforward manner.

The economy of Puerto Rico is modelled by means of a macro-economic model (Gutiérrez,
2007) linked to an input-output model, forecasting all final demand components and
employment by sectors. In combination these models describe the economic situation on
the island over time and also show the impact of changes on the main sectors of the
economy —agriculture, construction & mining, manufacturing, services and government— in
various levels of detail. Growth in the economic sectors is the result of changes in the final
demands for goods of these sectors. On a yearly basis, the final demands of the input-output
model change in response to information generated by the macro-economic model:
aggregate demand changes in response to an increased demand for consumption driven by
changes in population figures, the population’s buying power, public and private
investment, and exports. Puerto Rico is a very open economy. Thus, changes do take place
as a result of external and policy drivers captured in scenarios. Exports change in response
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to changes in the US economy and other markets. Furthermore, output from the climate
sub-system can influence certain sectors, such as tourism, agriculture and construction.

In turn, the outputs of the macro-economic system interact with demographic trends.
Jointly, these forces influence changes in sectoral production. The latter affects the regional
activity (jobs in the main economic sectors and population) as well as the demands for land
at the local, cellular level.

An age-cohort model generates population figures at yearly intervals by sex and age, on the
basis of births, deaths and net migration. Fertility, mortality, and net migration rates are
each assumed to be characterized by trends. In addition, it includes features that capture the
effects of changing economic conditions (as calculated by the macro-economic system).
While the structural component represents the long-term underlying demographic trends,
the economic component captures changes that may weigh in on demography due to
changes in the wealth of the population. The economic component is particularly important
in the case of migration, since the flow of migrants generally responds to changes in
relative economic conditions. Initial birth, mortality, and migration rates are taken from US
census statistics; number of births and deaths are provided by the Commonwealth Health
Department. Migration rates are inferred from census data. All of these rates can be
explored in their consequences on land uses, through scenarios entered by the user of the
model.

2.2 Models at regional level

At regional level three model components are incorporated: a spatial interaction model that
distributes national totals for population and jobs over the municipalities, a transport model
that represents the travel behaviour and calculates the main transport flows and distances
between the different regions and a land use demand component that converts the regional
levels of activity in different socio-economic sectors, expressed in number of jobs or
people, to land use demands for the local model.

The first component of the regional model in Xplorah uses the 78 municipalities of the
island as regions and provides information on population as well as the five main economic
sectors. The migration of activity between regions uses the concept of a gravity or spatial
interaction model (Fotheringham & O’Kelly, 1989). From the levels of activity in each
region and the migration flows, we can derive the demand for activity in each region in the
next time step. Moreover, the demand for activity also incorporates other factors, such as
the national growth of activity, which is calculated by the national demographic and
economics models. If we incorporate these three factors, the demand for activity can be
derived from the inert activity in that region, the activity that migrates to that region and the
national growth that ends up in that region.

The measure of distance that we use in the spatial interaction model is very important. In
fact, it is the determining factor of this model for the accuracy with which migration flows
can be modelled. We know from experience and literature —see for example Fotheringham,
et al. (2000)- that Euclidian distance, or distance measures derived from this, are a
relatively inappropriate measure of distance for modelling population migration. Modelled
travel times provide much better results. For this reason we have incorporated a transport
model that can calculate travel times based on activities, travel behaviour and the road
network.

The transport model incorporated in Xplorah is based on a classical four step approach:
production-attraction, distribution, modal split and assignment. Like the spatial-interaction
model it works at regional level, although its regions are transportation zones. They are
generally smaller than municipalities and their sizes depend on the activity that can be
found within the zone. Since urban and rural areas have different characteristics and
behaviour regarding transport, a classification of the urbanization level of the different
transport zones is used throughout the model.

In its first step the model calculates the production of trips from each zone to each other
zone based on the activity levels in each zone and the travel behaviour of different groups
in society. This generation of trips is not uniform in space but varies with the degree of
urbanisation. Over time the number of trips per unit of activity can also change, as the
general level of mobility changes. Furthermore, the model accounts for car sharing and
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cargo transport, where the first decreases the impact of trips on the network and the latter
increases it since trucks use more space than regular cars.

In the distribution step, production and attraction levels in different zones will be linked
together. In other words, it is decided which pairs of origins and destinations form trips.
Actors select their destinations and their mode of transport as a function of the associated
generalised costs. It takes time however for actors to change their behaviour and
preferences. Therefore a major factor determining the selection of destinations and modes is
the existing transport pattern. It is here where we have made a modification to the classical
equilibrium based transport model in favour of a more dynamic approach. The result of the
distribution step is an origin-destination matrix (OD-matrix) specifying trips for each
transport motive.

In the modal split it is decided which trips are made by car or public transport based on the
generalised costs of each decision. These generalised costs include travel distance, travel
time, parking costs, toll costs and the aversion for one or the other mode. The latter
includes the preference a lot a people have to go by car because of the freedom that it gives
them. The travel time component is heavily determined by the congestion on the network
and therefore this step requires a strong interaction with the assignment step.

In the assignment step, actors make decisions based on the same generalised costs as in the
modal split step. This time however they aim to find the cheapest route from A to B and
therefore need information from the transport network. Their behaviour and route selection
has a direct impact on the intensity and congestion of the road network and might influence
others to take a different route. The result of the assignment step is the allocation of all trips
over the road network and the calculation of the intensity, congestion and travel speed on
each road element.

We have stated above that the levels of activity form a restriction on the land use demands
of the local model. To be more precise, the demand for activity is converted to a number of
cells that needs to be allocated in a region. Cell-productivity expresses the amount of
activity in a sector that is located in one cell. The average cell-productivity in each region is
modelled differently for economic and population sectors and for natural sectors. In the
latter case, the activity is defined in terms of surface area, so the productivity is equal to the
surface area of one cell. In the former case, the activity is expressed in terms of the number
of jobs or people. For these sectors the average cell-productivity in a region will rise as the
total level of activity in that sector rises, even if there is enough space for the sector to
expand. If the amount of space available is also a critical factor, the average cell-
productivity will rise even more. We term this the crowding effect.
We can distinguish two growth factors that can cause a rise in the average cell-productivity
in a sector and region, complemented by the crowding effect and a growth coefficient.
These five factors are:

e The growth in the level of activity. This is defined as the ratio of the demand for

activity and the current level of activity.
e Changing conditions at the local level related to the physical suitability of
locations, the zoning regulations, the accessibility and the neighbourhood effect.

The number of cells that needs to be allocated to each sector in each region is equal to the
ratio of the demand for activity and the average cell-productivity.

2.3 Models at local level

At the local level, the main island of Puerto Rico is subdivided in 225,000 cellular parcels
of 6.25 ha each (250 x 250 m cells). Each cell represents the dominant land use of the cell.
In Xplorah, 19 land use categories are incorporated of which residential, industry, trade &
services, agriculture, forest and natural are the most important.
A cellular automaton based land use model is used to determine the state of a cell within
the overall growth for each of the 78 municipalities calculated by the regional model
(White and Engelen, 1993, 1997). Changes in land use at the local level are driven by four
important factors that determine the potential for each location for each actor (see also
Figure 3):
1. Physical suitability, represented by one map per land use function modelled. The
term suitability is used here to describe the degree to which a cell is fit to support a
particular land use function and its associated economic or residential activity.
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2. Zoning or institutional suitability, represented by one map per land use function
modelled. For different planning periods the map specifies which cells can and
cannot be taken in by the particular land use.

3. The accessibility, represented by one map per land use function modelled.
Accessibility is an expression of the ease with which an activity can fulfil its needs
for transportation and mobility in a particular cell, based on the transportation
system.

4. Dynamic impact of land uses in the area immediately surrounding a location. For
each land use function, a set of spatial interaction rules determines the degree to
which it is attracted to, or repelled by, the other functions present in its
surroundings; a 196 cell neighbourhood.

If the potential is high enough, the function will try to occupy the location, if not, it will
look for more attractive places. New activities and land uses invading a neighbourhood
over time will thus change its attractiveness for activities already present and others
searching for space. This process constitutes the highly non-linear character of this model.

Sl“tablllty Land use
& Interaction weights

£l
s R

Transition
Accessibility Potentials

Figure 3. Schematic representation of the model at local level.

3. PROVIDING SUPPORT TO IMPACT ASSESSMENT

For any system to provide support to impact assessment it has to provide the possibility to
enter the crucial driving forces on the input side and show the impacts on relevant
indicators on the output side. The Xplorah SDSS is designed in such a way that scenarios
can be set up that include a combination of external factors and policy options, which can
be entered or changed by the user. External factors included in Xplorah are amongst others
climate change; macro-economic drivers like interest rates, oil prices, growth rates in the
US and money transfers from the US to Puerto Rico; and demographic drivers like fertility,
migration and mortality rates. Xplorah also includes a wide range of policy options such as
government consumption, public investment, development of public housing units, road
prices, zoning regulations and construction of infrastructure.

To provide support to the decision making process the system is equipped with several
policy relevant indicators. An indicator in this context is a measure to make a particular
phenomenon perceptible that is not —or at least not immediately— detectable. On the other
hand, indicators can also be set up to verify legislative guidelines or policy goals. Indicators
are in fact small sub-models that generally simplify model results in order to make complex
phenomena quantifiable in such a manner that communication is either enabled or
promoted. Indicators in Xplorah are provided as (non spatial) numerical values and as maps
with a resolution similar to that of the local model (250 x 250 m). Examples of numerical
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indicators are GDP in main economic sectors, proportion of population employed, total
population, number of jobs per municipality and housing stock. Examples of spatial
indicators are urban clusters, distance from residential locations to work locations, flood
damage and habitat fragmentation.

By running the model under different scenarios, future developments of the island can be
explored and evaluated using a number of selected indicators. Different alternatives can
either be compared against each other, or against a ‘baseline scenario’ that assumes similar
behaviour in the future as in the past. Furthermore also the temporal developments within a
scenario can be investigated and compared to initial conditions or any other selected point
in time.

4. CONCLUSIONS AND RECOMMENDATIONS

Real world problems and processes are not limited to a specific sector or discipline, but are
interacting with each other throughout different domains. Models attempting to represent
the real-world system should therefore incorporate the different disciplines and their
dynamic feedback loops. To be able to represent real-world phenomena in their true
complexity, the Xplorah SDSS has been equipped with a fully dynamic model that
integrates climate, economy, demography, transport and land use.

Spatial Decision Support Systems that comprise an integrated model are able to assess the
impact of (sectoral) policy options on a wide range of indicators. Xplorah is equipped with
a number of policy options and its strong feedback loops between the different sectors
allow the user to assess the impact of a policy option not only on his or her own discipline,
but also on the other disciplines incorporated. Understanding those impacts can prevent the
occurrence of unexpected and unwanted side-effects after the implementation of new
policies.

In the development of an SDSS it is important to create links between user-relevant drivers
and model inputs as well as between model outputs and user-relevant indicators. Moreover,
the user should have the possibility to set up a scenario that consists of (a combination of)
external factors and policy options, since this facilitates the creation of different scenario
alternatives and the assessment of their impacts.

Xplorah has been developed in an iterative manner. Initially it started with the local land
use model and over time a range of components has been integrated into the system. During
such a development process it is very important to evaluate the system against its required
capabilities for impact assessment. At present, the main points for attention are:

e The climate component incorporated in the system consists of simple and direct

relations between a few variables and is as such a very strong simplification of
reality. In more elaborate versions of the model, the relations used could be
replaced by dedicated sub-models describing the underlying processes at deeper
levels.
Moreover, the natural sub-system is represented in a very limited manner as a
measure of the physical suitability of the land for receiving the activities included
in the model. The climate sub-system could be complemented with a natural sub-
system including models describing the dynamics of natural systems such as
forests, coral reefs, mangroves, river systems, beaches, etc.

e The input-output model describes the economy of the island as a set of linear
equations. This approach has the advantage of ensuring that the output of the
economic model is internally consistent. In addition, it captures the
interdependencies between economic sectors and thus represents well the
multiplier effects by which changes in one sector propagate through the entire
economy. On the other hand, the method is based on an assumption of constant
technical coefficients, so that changes in the underlying structure of the economy,
due to, for example, technological innovations, import substitution, or factor
substitutions in response to changes in relative prices, are not represented. This is
not a problem for short run situations, but becomes much more of a concern when
the modelling period runs to several decades (which is the case in the present
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model). Ideally, in the context of the present model, the technical coefficients
would evolve in response to substitution and changes in productivity generated by
the local model.

At present, the Xplorah system is being implemented in Puerto Rico’s Planning Board. A
group of around 50 staff members, ranging from technicians and middle managers to
executives, are following an extensive training course to become expert users in the system.
During this implementation phase the system is also evaluated on its capability to provide
support to actual planning problems on the island. In this process it will be a challenge to
create awareness not only on the capabilities of the system, but also on its limitations. The
system helps to understand how different processes are related and explores the impact of
different external factors and policy options. Xplorah, like any model, is however a
simplification of reality and will not give exact predictions of the future. Its strength is in
supporting learning, analysis and communication, not in making decisions. The
responsibility of the latter lies with the decision-makers.

We expect that the current phase will provide some important recommendations for the
further development of the system to improve its usefulness as well as its usability.
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Multi-Agent Models for Teaching, Extension
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Abstract: This paper describes an agent-based land use modeling approach, called MP-
MAS, developed at Hohenheim University. The main focus of this approach is the
integration of economic decision-models with biophysical models of water supply and soil
fertility at a fine spatial resolution. Short-term production and consumption decisions of
agents are represented as mathematical programming problems, whereas longer-term
decisions, for example investment and migration, are represented using heuristics. Here, we
position the approach in relation to alternative agent-based models of land use and water
management and describe empirical applications to Chile, Uganda, Ghana, and Thailand.
Based on these practical experiences, we discuss the use of MP-MAS as a tool for
collaborative learning and participatory research.

Keywords: Natural Resource Use; Participatory Simulation;, Mathematical Programming

1. INTRODUCTION

Multi-Agent Systems (MAS) are increasingly used as a tool to disentangle and explore the
complex relationships between land use including water resources, policy interventions and
human adaptation. The development and application of these tools has been made possible
by the rapid increase in computational power available at modest cost. The strength of
agent-based land use models lies in their ability to combine spatial modeling techniques,
such as cellular automata or geographical information systems (GIS), with biophysical and
socioeconomic models at a fine resolution.

MAS are flexible in their representation of human land use decisions and therefore appeal
to scholars from diverse backgrounds, such as sociology, geography, and economics
[Schreinemachers and Berger, 2006]. The behavior of individual actors can be modeled
one-to-one with computational agents which allows for direct observation and interpretation
of simulation results. Large part of their fascination—especially to scholars who are
otherwise skeptical of any attempt to quantify and model human behavior—rests on this
intuitive and potentially interactive feature. Scholars combine MAS with role-playing games
in which a group of resource users, typically farmers using some common-pool resource,
specify the decision rules of computational agents and observe how these rules might affect
both people’s well-being and their natural resource base [Bousquet et al., 2001; D’ Aquino
et al., 2003; Becu et al., 2003].

In this paper we reflect on the interactive use of multi-agent models not only for
participatory simulation of land-use change but also for teaching, extension and
collaborative learning in general. At Hohenheim University, we use our MP-MAS software
for teaching at M.Sc. and Ph.D. levels, teach training courses for water resource managers
in Chile and parameterized the MP-MAS model for empirical applications in Thailand,
Uganda, Chile and Ghana [Berger, 2001; Berger et al., 2006; Schreinemachers 2006;
Berger et al., 2007]. MP-MAS distinguishes itself most clearly from other agent-based land
use models in its use of a constrained optimization routine, based on mathematical
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programming, for simulating agent decision-making. Apart from describing the rationale
behind this modeling approach, this paper reports on various case study applications, and
the use of the model for collaborative learning and research.

2. MULTI-AGENT SYSTEMS FOR LAND USE MODELING

Multi-Agent Systems for land use modeling couple a cellular component that represents a
landscape with an agent-based component that represents human decision-making [Parker et
al., 2002]. Models of this type have been applied in a wide range of settings (for overviews
see Janssen 2002, Parker et al., 2003] yet have in common that agents are autonomous
decision-makers who interact and communicate and make decisions that can alter the
environment. Most multi-agent systems applications have been implemented with software
packages such as Cormas, NetLogo, RePast, and Swarm [Railsback et al., 2006].

The philosophy of agent-based modeling has always been to replicate the complexity of
human behavior with relatively simple rules of action and interaction. In empirical
applications to the complexity of land use changes, the question arises how simple these
rules need to be? Most applications have used relatively simple heuristics to represent the
economic decision-making of agents. Schreinemachers and Berger [2006] argued that
agents in such applications might have too limited heterogeneity and adaptive capacity, and
henceforth preferred implementing agents with goal-driven behavior based on mathematical
programming.

The use of mathematical programming has a long tradition in agricultural economics
[Hazell and Norton, 1986], and the precursors of today’s agent-based models — so-called
adaptive macro and micro systems — were implemented with mathematical programming
[Day and Singh, 1975]. Examples for agent-based land use models using mathematical
programming are Balmann [1997] and Happe et al. [2006] who analyzed structural change
in German agriculture with software called AgriPoliS. In applications to Chile and Uganda,
Berger [2001] and Schreinemachers et al. [2007] developed software called Mathematical
Programming-based Multi-agent Systems (MP-MAS), which we will present in the
following.

3. THE MP-MAS APPROACH
3.1 Model features

In Berger [2001], Schreinemachers et al. [2007] and Berger et al. [2007] we described in
detail the model components, parameters and equations of MP-MAS. Our approach shares
many characteristics with bio-economic farm household models (see for example, Ruben et
al., 2000]. There are, however, three important additional features that distinguish MP-MAS
from the independent, representative farm modeling approach:

o  Number of farm models: Each real-world farm household is individually
represented by a single agent in the model; that is, there is a one-to-one
correspondence between real-world households and modeled agents. Monte Carlo
techniques have been developed to generate alternative agent populations from
random sample surveys [Berger and Schreinemachers, 2006].

e  Spatial dimension: The MP-MAS model is spatially explicit and employs a cell-
based data representation where each grid cell corresponds to one farm plot held
by a single landowner. Sub-models of water run-off and crop growth are linked to
this cell-based spatial framework.

e Direct interactions: Several types of interactions among agents and their
environment are explicitly implemented in MP-MAS such as the communication of
information, the exchange of land rights and water resources on markets, the return
flows of irrigation water, the irrigation of crops, soil nutrient management and crop
growth.
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This one-to-one MAS representation is able to capture biophysical and socio-economic
constraints and interactions at a very fine spatial resolution. Including this heterogeneity of
constraints and interactions of farm agents and their biophysical environment broadens the
scope of land-use modeling significantly. Phenomena that conventional models cannot
easily address—such as local resource degradation, technology diffusion, heterogeneous
policy responses and land-use adaptations—can now explicitly be modeled.

MP-MAS is freeware software developed at Hohenheim University and can be downloaded
from http://www.uni-hohenheim.de/igm/. A detailed user manual is available from the same
website. MP-MAS was written in C++ and is available for both Unix and Windows
operating systems. MP-MAS works with a set of input files that are organized in Microsoft
Excel workbooks.

3.2 Applications

MP-MAS has been applied to a variety of case studies in Chile [Berger, 2001], Uganda
[Schreinemachers et al., 2007], Ghana, and Thailand (Table 1). Other applications to
Vietnam and Germany are in the pipeline. Applications to Uganda and Thailand have been
small-scale applications at village or micro-catchment level including relatively few agents,
while applications to Chile and Ghana have been large-scale applications at the level of
watersheds and including thousands of agents.

Table 1. Case studies using MP-MAS

Application No. of Spatial Type of
Temporal dimension
agents dimension agriculture
extent resolution  duration time step
(km’]  [m] [years] [days]
1 Chile, 3,592 5,300 100 20 30 Market-oriented and
Maule basin commercial
2 Ghana, 34,691 3,779 100 15 30-365 * Semi-subsistence
‘White Volta basin
3 Uganda, 520 12 71 16 365 Semi-subsistence;
southeastern maize, cassava, bean

and plantain

4 Thailand, 1,229 140 40 15 30-365 *  Commercial
northern uplands vegetable and fruit
production

Note: * Components of the model have different time steps. The decision-making follows an annual sequence
while crop water requirements, irrigation water supply, and rainfall are specified on a monthly base.

In all case studies, research questions related to the interaction between the economic and
biophysical sub-systems at the farm household level (Table 2). For example, the objective
of the Uganda application was to assess the effect of high-yielding maize varieties on soil
nutrient dynamics and economic well-being. The agent-based approach gave a detailed
assessment of distributional consequences and let to the conclusion that although poverty
could be substantially reduced, the incidence ratio of households below the poverty line
would still be 20 percent.

3.3 Empirical parameterization

Robinson et al. [2007] compared five empirical methods for building agent-based models in
land use science: sample surveys, participant observation, field and laboratory experiments,
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companion modeling, and GIS and remotely sensed spatial data. The empirical base of MP-
MAS is mostly random sample surveys of farm households and GIS data, both of these are
used to define the initial conditions of the model [Berger and Schreinemachers, 2006].
Additional parameters, mostly related to the dynamics of the model, are based on secondary
data, qualitative data from field observation, and feedback from stakeholders. For instance,
fertility and mortality levels are obtained from statistical agencies, crop yield response from

field experiments, while agent interactions can be based on qualitative field observation.

Table 2. Model features of each application

Application  Objective Economic Biophysical
component component
1. Chile Provide information to water Detailed production functions  Crop growth under water
resource managers (small and  especially on irrigation deficits. Spatial distribution
large-scale infrastructure methods (agent decision of surface water flows.
projects) model with 1119 activities,
224 constraints).
2. Ghana Land and water use mostly Agent decision model Model simulates the water
under rainfed conditions. Test ~ contains 752 activities and supply and water
the profitability of irrigated 250 constraints. Includes a distribution with a feedback
agriculture detailed expenditure system to crop yields
3. Uganda To disentangle the Detailed production Availability of soil nutrients
relationship between functions; 2350 activities, and organic matter is
technology adoption, soil 560 constraints. Includes a endogenous and affects crop
nutrients, and poverty levels. detailed expenditure system. yields.
4. Thailand The ex-ante assessment of Based on gross-margin Model simulates the water

technology adoption and

analysis; 53 activities and 60

supply and water distribution

sustainability strategies. constraints. with a feedback to crop

yields.

4. COLLABORATIVE RESEARCH AND LEARNING

As argued above, one of the key advantages of agent-based modeling is the one-to-one
correspondence of real-world and computational agents, which facilitates participatory
simulation and model-enhanced learning [e.g. Becu et al., 2007]. Applying agent-based land
use models effectively—so that model users receive early warnings, share their system
understanding and improve the outcomes of their land-use decisions [Hazell et al., 2001]—
poses a number of challenges that have not been fully resolved yet (see for example von
Paassen [2004] who reports mixed success for applications of mathematical programming
models in developing countries). Based on our first practical experiences of applying multi-
agent simulation with stakeholders, we reflect on the following critical issues: (i)
participatory techniques for model validation; (ii) building trust in model results; (iii) using
MP-MAS for agricultural extension; and (iv) development of teaching and training
programs. More formal results will become available soon from our monitoring and
evaluation system that we implemented in Ghana and Chile.

4.1 Participatory techniques for model validation

According to our recent experiences in the CGIAR Challenge Program on Water and Food
(see project website http://www.igm.uni-hohenheim.de), MP-MAS has a clear advantage
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over other integrated modeling approaches we have applied before, for example, aggregate
regional land use models. Single-agent models for representative farm households can be
constructed and validated jointly with stakeholders in interactive model validation rounds.
First, we collected farm-specific data on factor endowments such as labor, land and water,
and processed these data for a standalone version of MP-MAS. Then we calibrated each
single-agent model to replicate current land use decisions and performed sensitivity tests
together with stakeholders. Through what-if scenarios, for example, how do you adjust your
land use if you receive less irrigation water, we could elucidate additional constraints the
farmers actually faced and that were originally not included in the model. The single-agent
models were then gradually improved until sufficient model fit for each of the representative
farm households was reached. In a second step, the full agent model for the study area was
calibrated and validated, using the Monte Carlo approach as described in Berger and
Schreinemachers [2006]. In our experience, the use of standardized questionnaires is an
efficient way of collecting basic agent data on agricultural land-use. The alternative of
stakeholder group interviews, as used by other scholars [see Robinson et al., 2007] is much
more time-consuming.

4.2 Building trust in model results

The interactive modeling rounds for parameter testing and model validation can help
building trust in the simulation results of MP-MAS. Since farmers and water managers are
directly involved in compiling the model database and performing the sensitivity analyses,
they become familiar with the model and its interfaces. Results from special model
computations, for example of individual water shadow prices, can be compared with local
data and experience and create confidence in the model if the results are plausible.
Typically, testing and calibrating of MP-MAS requires more than one modeling round and
might demand additional time if unforeseen behavioral constraints need to be included. Our
impression from applying multi-agent simulation with many feedback rounds is that
stakeholders and potential model users are prone to losing interest if these rounds consume
much of their time. The interactive modeling rounds should therefore generate information
that is perceived as immediately useful by stakeholders. In case of market-oriented farm
household such information typically involves estimates of crop yields, farm profitability,
and household income; in case of water managers it involves minimum river flows, average
water uptake and water use efficiency per irrigation section.

4.3 Using MP-MAS for agricultural extension

Mathematical programming is part of planning methods taught in farm management schools
and is used in agricultural extension. Standard farm decision problems such as partial
budgeting, investment and income analysis can be directly addressed by the tools
incorporated in MP-MAS, making use of the database that has to built up for the model
application. Our experience is that workers in farm extension programs can therefore be
convinced with relative ease of using the single-farm features of MP-MAS. The practical
challenge, however, is the maintenance and adaptation of the MP-MAS input files, which
requires some minimum knowledge in database management and MP. To address this
challenge, we use the ubiquitous software MS-Excel for input/output operations and have
formed a group of advanced model users that are trained in using MP-MAS.

4.4 Development of teaching and training programs

MP-MAS requires, as all other software, teaching and training. We started developing
specific programs targeted at various potential user groups, ranging from introductory
demonstrations of a few days to a series of workshop sessions held over one year. At
Hohenheim University, we offer consecutive courses on Farm-Level Modeling and Land-
Use Economics at MSc level and Advanced Techniques for Land-Use Modeling at PhD
level. The inclusion of agent-based modeling in the curriculum of the Master Study
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Programs Agricultural Economics and Agricultural Sciences in the Tropics and Subtropics
in Hohenheim has added young scientists to the model developer group and increased the
number of empirical research applications as part of dissertation projects. Currently, we are
planning to develop on-line resources to be inserted in distance learning programs.

5. CONCLUSIONS

MP-MAS is a software for agent-based modeling that through the use of mathematical
programming represents goal-driven behavior of farm agents. Biophysical models
simulating soil fertility dynamics, water supply, or crop yields have been spatially integrated
with agent decision-making through the use of GIS layers. The method is suitable for
research questions related to the interaction of economic and biophysical sub-systems and to
assess distributional consequences of policy and environmental change. MP-MAS has been
applied to case studies in Chile, Uganda, Ghana, and Thailand and valuable experiences
have been gained about using MP-MAS in participatory settings. Research is ongoing; the
evaluation of the effectiveness of the MP-MAS approach in improving land-use decisions as
envisaged in the CGIAR Challenge Program on Water and Food is still not completed. Our
conclusion is that initial results form using MP-MAS in interactive settings are promising
but more methodological research is needed to fine-tune and insert MP-MAS as an effective
tool into land-use planning and farm extension programs.
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Abstract: We have previously reported on a variety of modelling methods and decision
support concepts that can assist with various aspects of river rehabilitation planning and
management. Here, we bring all of these tools together into an Integrative River
Rehabilitation Model (IRRM) that links management actions, through morphological and
hydraulic changes, to the final ecological and economic consequences. The IRRM is
formulated as a probability network and represents the relevant cause-effect relations
among important biotic and abiotic factors, leading to attributes (model endpoints) of
concern to river system stakeholders. Together with a model of the stakeholders’ preference
structure for different levels of these attributes, the IRRM is intended to provide a
comprehensive basis for supporting river rehabilitation decisions. While many
opportunities for further model improvement and uncertainty reduction exist, we believe
that the present version of the model provides a flexible framework that can be adapted and
refined according to local project-specific needs and data availability. We exemplify model
application to three large planned or recently completed rehabilitation projects in
Switzerland.

Keywords: Bayesian Network; Uncertainty; Decision Analysis; Stakeholders; Integrated
Assessment; Restoration; Morphology and Hydraulics; Benthos; Fish; Economics

1. INTRODUCTION

In recent years, rehabilitation of channelized river systems has become increasingly
common, with some countries spending billions of dollars to improve flood protection for
adjacent land uses while enhancing ecological condition. Often, rehabilitation involves the
creation of localized ‘river widenings’ in which levees are moved back to allow a more
natural channel movement within a limited area [Rohde et al., 2005]. Within the widened
reach, the river might shift and adjust, possibly re-establishing the range of riparian habitats
that were found prior to channelization.

As rehabilitation becomes more common, integrative modelling tools are essential to help
stakeholders understand the morphological, economic, and ecological consequences of the
rehabilitation activities. Such predictions can provide the basis for planning and
management efforts that attempt to balance diverse interests [Reichert et al., 2007]. In
previous publications, we have described a variety of submodels and decision support
concepts applicable to river rehabilitation planning and management. Here, we bring all of
these tools together in the form of a probability network [Pearl, 1988]. The resulting
Integrative River Rehabilitation Model (IRRM) links management actions, through
morphological and hydraulic changes, to the final ecological and economic consequences.
Together with a preliminary model of the stakeholders’ preference structure for different
levels of these attributes [Hostmann et al, 2005], the IRRM is intended to provide a
comprehensive basis for supporting river rehabilitation decisions.
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2. PROBABILITY NETWORKS

Probability (or belief) networks have been used in a variety of settings to compile
knowledge from multiple sources to generate probabilistic predictions. A key element in
their use is a graphical representation of the causal relationships described by the model.
The interesting feature that is made explicit by the graph is the conditional independence
implied by the absence of connecting arrows between some nodes. These independences
allow the complex network of interactions from primary cause to final effect to be broken
down into sets of relations which can each be characterized independently [Pearl, 1988].
This aspect of belief networks significantly facilitates their use for representing multi-
disciplinary models such as the IRRM.

Characterization of the relationships in a probability network consists of constructing
conditional distributions that reflect the aggregate response of each variable to changes in
its immediate “up-arrow” predecessor, together with the uncertainty in that response. It is
often convenient to write these conditional relationships in a functional form that includes
uncertainty in the model’s parameters and an error term capturing unexplained variability.
This method of expressing conditional probabilities is consistent with the perspective of
most process-based modeling and facilitates computer simulation. Once all relationships in
a network are characterized, probabilistic predictions of model endpoints can be generated
conditional on values (or distributions) of any “up-arrow” causal variables. These predicted
endpoint probabilities, and the relative change in probabilities between decision
alternatives, convey the magnitude of expected system response to management while
accounting for predictive uncertainties.

3. MODEL DESCRIPTION
3.1 Model Endpoints

A model designed to support rehabilitation management decisions should have endpoints
that address the key concerns of system stakeholders. Therefore, our model development
started with the identification of river stakeholders and their rehabilitation objectives. Key
stakeholder groups include recreational organizations, forest managers, industry
representatives, environmental organizations, farmers, local communities, and federal or
regional administrations [Hostmann et al, 2005]. A stakeholder elicitation exercise in
Switzerland found that the objectives held by these groups could be organized into broad
classes related to physical river integrity, chemical water quality, biological integrity, and
economic value, including minimization of project cost and maximization of ecosystem
services [Hostmann et al, 2005; Reichert et al., 2007]. Some objectives, such as those
related to water quality, are usually not strongly impacted by local rehabilitation actions
and were therefore not considered further in our project. The remaining objectives were
assigned attributes, which are measurable variables that can be used to assess attainment of
objectives (Table 1). These attributes, which were understood to represent long-term steady
state conditions over a reach scale, were used as endpoints of the predictive model.

Table 1: Key stakeholder objectives and corresponding attributes used as model endpoints.

Category Objective Attributes
Physical River Natural river morphology Morphological type (braided, alternating, or straight)
Objectives Natural river hydraulics Joint distribution of velocity and depth

Percent area riffles, runs, and pools
Gravel movement and siltation

Biological Abundant benthic organisms Summer density of periphyton
Objectives Summer density of invertebrates
Abundant shoreline fauna Summer density of beetles
Summer density of spiders
Abundant fish Density of salmonids
Density of cyprinids
Economic High flood protection Estimated flood frequency
Objectives Low project costs Implementation costs

Maintenance costs

Positive impact on local employment ~ Net change in short-term service and construction
jobs due to project implementation

Net change in long-term agricultural and service
jobs due to changes in land and recreational use

843



M. E. Borsuk et al. / Addressing stakeholder concerns using the Integrative River Rehabilitation Model (IRRM)

3.2 Physical River Objectives

The physical characteristics of a river reach are important stakeholder concerns on their
own and are also fundamental factors influencing most biological and economic attributes.
To predict how these characteristics would change as a function of local river widening, we
developed a synthesis model based to a large degree on the results of work published by
other research groups [see Schweitzer et al. 2007a for details].

3.2.2. River Morphology

To predict whether a river will tend towards a braided or single-threaded morphology after
the release of lateral constraints, we used the logistic regression model of Bledsoe and
Watson [2001], in which the probability, py, of a multi-thread pattern can be estimated as,

exp[3.00+5.71-log10(\]v - lQa)—2.45~Iogm(d50 )} (1)
m 1+exp[3.00+5.71~|ogm(\lv~ lQa)—2.45~Iog10(d50)}

where Jy is valley slope (-), Q. is mean annual flood discharge (m3s™), and ds, is median
gravel diameter (m). This probabilistic expression could be used directly as a conditional
distribution in the probability network model.

p

To determine the effects of any remaining width constraints on final morphology, we used
the pattern diagram of da Silva [1991] which predicts whether a river section will be
braided, meandering, alternating or straight, conditional on gravel size, width constraints,
and mean depth at bankfull discharge. Finally, gravel transport calculations based on
Meyer-Peter and Mdller [1948] (for a single-threaded morphology) and Zarn [1997] (for a
braided river morphology) were implemented to determine whether there is sufficient
deposition in the widened reach to form the gravel structures required for a braided or
alternating gravel bar morphology.

Gravel movement and substrate siltation is a crucial ecological attribute because fish and
benthic species depend on the interstitial gravel zones for shelter and egg development. We
modeled siltation as a process of fine sediment accumulation that occurs over time at a rate
which depends on hydraulic and bed characteristics [Schalchli 1995]. This process is
disrupted by high floods accompanied by high bottom shear stress. This disturbs the gravel
bed matrix and clears it of fines. The threshold shear stress for bed movement can be
calculated according to Gunther [1971] and converted to a critical discharge using
Strickler’s formula for single-thread rivers and Zarn's (1997) formula for braided rivers.
The frequency of river bed clearance can then be determined from the hydrograph. This
frequency together with the rate of fine sediment buildup determines the temporal extent
and severity of clogging.

3.2.2. River Hydraulics

To predict the joint distribution of flow velocity and depth in a rehabilitated reach after
widening, we developed a statistical model based on point data from 92 stream reaches [see
Schweitzer et al. 2007b for details]. We found that, for reaches with a braided or gravel bar
morphology, the bivariate distribution of relative velocity and relative depth could be
described by a mixture of two end-member distributions, one normal and the other
lognormal, each with fixed parameters. The contribution of each shape for a particular
reach at a particular discharge could then be related to the reach mean Froude number, the
reach mean relative roughness, and the ratio of the survey discharge to the mean discharge.
For straight morphologies, we found that the joint distribution of relative velocity and
relative depth could be described by fixed beta-distributed marginals correlated with a rank
correlation coefficient of 0.94.

The proportions of a reach consisting of pools, runs, and riffles can be calculated directly
from the predicted bivariate distributions, using quantitative definitions of these hydraulic
units in terms of point depth and velocity. Following Jowett [1993], we defined pools as
having values of the Froude number less than 0.18 and a velocity/depth ratio less than 1.24
s?, riffles as having Froude numbers greater than 0.41 and a velocity/depth ratio greater
than 3.20 s?, and runs as having intermediate values.
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3.3 Biological Objectives
3.3.1 Benthic Organism Abundance

Periphyton and invertebrates dominate the first levels of the trophic pyramid in many small
and intermediate size rivers and therefore can influence the complete ecosystem of running
waters. They also influence water colour, clarity and odour by utilizing nutrients and
organic material. Finally, anglers also rely on macroinvertebrates as the main source of
food for sport fish.

To predict periphyton and invertebrate density in rehabilitated rivers, we used simple
models that were mechanistically motivated but have lower data requirements than detailed
simulations [see Schweizer et al. in review for details]. They describe the density of
periphyton and various invertebrate functional feeding groups based on days since the last
bed-moving flood, mean water depth, substrate size, mean flow velocity, and day of the
year. Model parameters were estimated using a combination of literature results and
statistical fit to survey data from a set of Swiss and French rivers (Figure 1). Considering
their simplicity, the models show a remarkably good fit to time series measurements. For
periphyton, total invertebrates, collector-gatherers, and predators, R? values ranged from
0.52 to 0.71. Scrappers were modelled less well (R?=0.26), and shredders and filterers were
too scarce in our data sets to be modelled.
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Figure 1. Example fits of benthic model to data on periphyton (left) and total invertebrates
(right). Solid lines represent best estimates, dashed lines bound the 50% predictive intervals, and
dotted lines bound the 90% predictive intervals. Solid circles represent measured data. Data from
the Necker Aachsdge (left) [Uehlinger 1991] and Sihl (right) Rivers [Elber et al. 1996].

3.3.2 Shoreline Fauna Abundance

Riparian arthropod density is an important indicator of shoreline fauna abundance.
Arthropods contribute significantly to overall riverine biodiversity and represent a
functionally important component of river ecosystems. Our model focuses on predicting the
abundance of three major arthropod groups (spiders, ground beetles, and rove beetles) as
well as total arthropod abundance

We used multiple regression analyses to relate the variation in each species’ abundance to
the river morphology and shoreline embeddedness (Figure 2) using data from twelve,
differently-impacted, river sections of seven, mid-size to large, rivers in Switzerland and
Northern Italy [Paetzold and Tockner, in review]. We used a backward stepwise regression
procedure to assess which variables and interactions explain most of the variation. All
regressions were performed using the square root transformation of abundance data to
improve the normality of model residuals.
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Figure 2. The dependence of arthropod density on shoreline embeddedness and river morphology.
Circles and solid lines represent the data and model fit, respectively, for natural (braided or gravel
bar) rivers. Squares and dashed lines represent the data and model fit for channelized rivers. Data
from [Paetzold and Tockner, in review].
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We found that for all species there were significant differences between natural and
channelized river sections. Additionally, embeddedness reduced the abundance of all
species similarly in both types of morphologies, except for spiders at channelized sites
which were already so low that embeddedness had no further effect. Rove beetles were the
most precisely predicted, with an R,q” value of 0.80, and ground beetles were the least
precise with an Ryg;” of 0.29.

3.3.3 Fish Abundance

Salmonids and cyprinids are two key families of fish in many large rivers. They are fished
and farmed for food across Eurasia and are the major species of fish eaten in many land-
locked countries. Salmonids are also an important recreational species for anglers.

To model an important salmonid, brown trout, we started with a dynamic, age-structured
population model [see Borsuk et al. 2006 for details]. This model is characterized by
population parameters, such as growth, survival, and reproductive rates, which were linked
to external indicators of habitat quality and anthropogenic influence using experimental and
field data, literature reports, and the elicited judgment of scientists. Important influences
relevant to river rehabilitation included physical habitat conditions (e.g. % riffles, depth and
velocity variability, and substrate size), flood frequency, stocking practices, and angler
catch. Effect strength and associated uncertainty were described by conditional distributions
directly encoded in the probability network model. The model was tested using data from
populations at twelve locations in four Swiss river basins. First applications of the model
involved predicting the effect of candidate rehabilitation measures at these twelve sites.

A model for cyprinids is still being developed. Because this family is less well studied than
salmonids, it is likely that this model will be more empirical than mechanistic in its
structure. We anticipate using habitat suitability data as the basis for model relations.

3.4 Economic Objectives
3.4.1 Flood Protection and Project Costs

In most river rehabilitation projects, flood protection level is specified as a constraint on the
minimal expected return period of a flood for which adequate protection must be provided.
Project costs then follow from this flood protection level as well as the project design.
Costs include both the initial construction cost, as well as ongoing costs for maintenance.

3.4.2 Local Employment Impacts

To estimate the impact of river rehabilitation on short-term employment in the construction
sector and long-term employment in the service and agricultural sectors, we used an input-
output model parameterized for the local economy [see Spdrri et al. 2007 for details]. This
type of model uses an input-output table of the goods and service flows between different
sectors of the economy to calculate the change in output and jobs per sector resulting from
a specified demand change (in the construction or service industries, for example) [Miller
and Blair 1985]. Reductions in agricultural employment caused by changes in land use are
accounted for by assuming that the agricultural sector is constrained by the land available
and that the residual local demand for agricultural goods is compensated by imports.

3.5 Model Implementation

The submodels described in the above sections were implemented using the software
package Analytica (Figure 3), a commercially available program for evaluating probability
network models [Lumina, 1997]. The inputs to the model can be determined for a river
system of interest from historical data, and the decision variables can be set to values
corresponding to various rehabilitation alternatives. A large sample of realizations is then
drawn for each marginal and conditional probability distribution using random Latin
hypercube sampling. These samples are propagated to model endpoints to generate
distributions of results which represent uncertainty and natural variability. When combined
with a model of stakeholder preferences, these endpoint distributions provide a rational
basis for stakeholders to decide among rehabilitation alternatives or to improve a certain
alternative. [Reichert et al. 2007].
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Rehabilitation Design
and Other Model Inputs

Morphology and
Hydraulics
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and Employment

Shoreline Benthic Fish
Arthropods Organisms

Figure 3. Schematic of the Integrative River Rehabilitation Model. The rectangular box
represents rehabilitation design variables (e.g., river width constraints, flood plain and levee
height, distance between levee) and other model inputs (e.g., slope, gravel size). Hexagons
represent submodels predicting key endpoints. Arrows represent causal influences.

4. CASE STUDIES
4.1 Site Descriptions

We present three case studies to demonstrate application of the IRRM to different locations.
The first is a rehabilitated section of the Moesa River in the Swiss canton of Graubiinden.
This section was originally channelized in the years 1896-1912 to protect the Rhatischen
train line and to provide agricultural area. After the region was listed as an area of national
importance, a rehabilitation project was financed in 1999. Along a section where it would
not present an immediate risk to adjacent populated areas, the river was relieved of its side
constraints for 600m along the right bank and 280m along the left bank. The river is now
free to expand and run its natural course along this section. We will use the model to
generate predictions of the current rehabilitated status and compare these predictions
against actual conditions.

The second and third case studies concern two rehabilitation projects (one accomplished
and one planned) along the Thur River in the Swiss canton Thurgau. Historically, annual
floods of the Thur prevented settlement along its banks. In 1890, a first correction of the
river involved straightening meanders and building levees on either side. However,
occasional large floods continued, and riverbed erosion worsened on the majority of the
river course. The monotonous channel also impaired breeding grounds for birds, fish and
other aquatic organisms. To overcome these problems, the Thur has been rehabilitated in
some places over the past 10 years. In 2004, a widening was conducted near
Niederneunforn at the border with the canton of Zirich. In this 1.5 km section, where mean
discharge is 49 m35'1, the river was widened from 50 m to 120 m. For this location we will
also compare model predictions to actual conditions.

Finally, we will generate predictions for a planned widening of the Thur between the towns
of Weinfelden and Birglen. This is a 4 km long, 30 m wide section, with an average
discharge of 41 m®™. It is being proposed to widen this section to up to 200 m. We will
evaluate the potential of such a widening to meet stakeholder objectives.

4.2 Model Predictions

Model results show very different predicted outcomes of widening at the three locations
(Table 2). The Moesa is most likely to take on a braided or alternating gravel bar form,
with a mix of riffles, runs, and pools and an associated variety in velocity and depth. This
is predicted to support abundant periphyton, invertebrates, and arthropods, as well as an
abundant brown trout population. For comparison, after rehabilitation this section of the
Moesa has indeed taken on a blend of braided and alternating gravel bar morphologies, with
about 33% of the area classified as riffles, 33% as runs and 33% as pools. Unfortunately,
there have not been measurements of periphyton, invertebrate, or arthropod densities,
however brown trout surveys have revealed densities between 123 and 192 ind/ha.
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The Thur at Niederneunforn is predicted to be alternating or straight, with a predominance
of runs and a less diverse depth structure. The resulting high frequency of bed-moving
floods leads to a low predicted periphyton density, although invertebrate and arthropod
densities are predicted to be fairly high. The river at this location is too large and warm to
support brown trout. Observations show that this section actually has an alternating gravel
bar morphology and has about 25% riffles, 60% runs and 15% pools. There are no post-
rehabilitation measurements of periphyton, invertebrate, or arthropod densities against
which to compare predictions. Fish population surveys have found maximum brown trout
densities of only 19 ind/ha.

After widening, the Thur at Weinfelden is predicted to remain straight, primarily because
there seems to be insufficient gravel input to develop braided or alternating gravel bar
structures. Therefore, velocity and depth are expected to stay fairly monotonous dominated
by runs. Construction costs of 31 million CHF are expected to lead to short-term
employment of about 49 full time equivalents (fte), while changes in land and recreation
use will only add about 1 or 2 long-term fte. The Thur at Weinfelden in not expected to
support brown trout after rehabilitation.

Table 2. Summary of model predicted outcomes for three implemented or planned river
rehabilitation projects.

of braided, alternating gravel
bar, or straight)

0.34 alternating,
0.20 straight

0.56 alternating,
0.44 straight

. Thur - Thur -
Attribute Moesa Niederneunforn Weinfelden
Morphological type (probability 0.46 braided, 0.0 braided, 0.29 braided,

0.08 alternating,
0.63 straight

Coefficient of variation of
velocity and depth®

0.7 velocity,
1.0 depth

0.7 velocity,
0.7 depth

0.38 velocity,
0.55 depth

Percent riffles, runs, and pools

43% riffles, 45%
runs, 12% pools

12% riffles, 63%
runs, 25% pools

4% riffles, 96%
runs, 0% pools

Summer density of periphyton

employment (fte)

(g AFDM m™) 26.0 + 18.5 75+38 6.5+9.1
Summer density of total

invertebrates (g dry wt m?) 209+7.8 186+ 7.2 74+43
Summer density of arthropods

(beetles+spiders, ind m?) 26.5+5.7 265+7.4 141+7.0
Density of adult brown trout 180 + 132 0 0
Implementation costs b
(million CHF) 0.8 99 31
Net change in short term NAC 16.1 + 0.8 49+ 2.6
employment (fte) - -
Net change in long-term NAC 3+05° 1+1.3

% this result and those for all lower rows are reported for the most likely morphology only

® rough cost estimation for demonstration purposes only

¢ relevant economic data not readily available as model input for region surrounding Moesa
d employment predictions made using economic data from the region surrounding Weinfelden

5. CONCLUSIONS

Additions and improvements are still being made to the IRRM, however the present version
provides a coherent and flexible framework for predicting the ability of river rehabilitation
projects to meet many important stakeholder objectives. Because of its modular structure,
the model can be easily adapted as necessary for project-specific needs. Unfortunately, very
few data are available to test the model’s predictive accuracy. Collection of such data is
recognized to be an important need for assessing rehabilitation project success [Woolsey et
al. 2007].

To form a more complete and quantitative basis for rational decision making, probabilistic
model predictions can be combined with a formal description of stakeholder preferences in
the form of multiattribute utility functions [Keeney and Raiffa, 1993]. Preliminary such
functions are reported by Hostmann et al. [2005], and we are currently working to elicit
more detailed preference structures from stakeholders and scientists.
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Abstract: This paper describes the practical application of a participatory approach used in
developing a model for assisting water resource management in the Kongulai catchment in
the Solomon Islands. In collaboration with local water resource managers, the Kongulai
was selected as the study site as it provides up to 60% of the water for Honiara, the capital.
Management of this resource is complex, with potentially competing uses for the water and
the catchment, including drinking, domestic, agricultural and industrial uses, as well as
multiple threats from contamination, changing land-use and variable hydrology. Additional
system considerations come from the multifaceted socio-economic and institutional
arrangements.  Stakeholder consultation was a key element in the model development
process. The three main stakeholder groups, the customary landowners, the government,
and non-governmental organisations, were consulted separately in May 2007, to ensure
openness in identifying stakeholder concerns and to elicit each groups’ understanding of the
catchment and how it worked with respect to water resources. During a further visit in
October 2007 all stakeholder representatives were brought together and preliminary results
combining outputs from the May consultations were presented for discussion and feedback,
and prioritisation of concerns and issues to be included in a quantitative model. Because of
its intuitive graphical basis, a Bayesian belief network was considered an appropriate tool,
and is being developed based on the stakeholders’ conceptual diagrams. Involvement of
representative stakeholders and accounting for their concerns as well as using their local
knowledge of the system was intended to build trust in the model development process and
in any outcomes, as well as facilitate relationships between the different groups affecting,
and affected by, the catchment. Inclusion of local knowledge is also essential to model
development in cases such as this, where little quantitative data is available.

Keywords: Participatory Approaches; Conceptual Model; Catchment; Water Resources.

1. INTRODUCTION

This paper describes the practical application of a participatory approach currently being
used in the development of a model for assisting water resource management in the
Kongulai catchment in the Solomon Islands. Local water resource managers identified the
Kongulai as the priority catchment, as it provides up to 60% of the water for Honiara, the
capital. Management is complex due to multiple uses for, and threats to, the water, and as
managers need to evaluate, prioritise and find solutions to the multiple, potentially serious
hazards, a risk assessment approach was deemed appropriate [e.g. Hart et al. 2006]. As part
of this approach, a quantitative model is needed to integrate these issues and allow
prioritisation of on-ground management actions. Quantification will also provide a more
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solid comparison against competing interests (for example, logging) for funding improved
water management.

Transfer of modelling technologies to environmental managers and ensuring their
application in improving management is a challenge [Matthews et al. 2006], and much of
the process described in this paper was intended to address this. Stakeholder consultation is
a key element in model development processes. Increasing the involvement of on-ground
managers and local communities in developing models of a particular system is an
important factor in encouraging uptake of models and their outputs [Castelletti and Soncini-
Sessa 2007]. Because of its intuitive graphical basis, a Bayesian network (BN) is intended
as an appropriate tool to develop, based on the stakeholders’ conceptual diagrams.
Bayesian techniques are also appropriate in this case because of the scarcity of data,
incomplete understanding of the relatively inaccessible system, and the high uncertainties
involved [Cain 2001]. The quantitative model development is currently underway.

2. METHODOLOGY

2.1 Study Site

A situational analysis of the Solomon Islands and discussions with local water managers
indicated that Kongulai catchment, just west of Honiara, the capital of the Solomon Islands,
on the island of Guadalcanal, was an appropriate study site [Wairiu and Powell 2006]. The
catchment is under traditional, or customary or ownership. It is approximately 50 km?, and
is mainly comprised of mountainous forest, although there has been some logging, and there
is subsistence agriculture near the settlements that occur toward the coast. In addition to the
values, threats and catchment complexity being of interest, the accessibility of the site and
considerations of data availability were also important in site selection.

2.2 Ecological Risk Assessment Problem Formulation

and
I of values threats other factors: Conceptial diagram

A catchment-based Ecological Risk [ _Revew |

Assessment (ERA) approach simila_lr _t:] Risk Analysis

to that used by Hart et al. [2006] is u g S| et Comarsionot cunoapbosimap o querinies mock
i H [T o Model traming calibration

being used to ggldg development of a &" g EE O e

model to quantitatively assess threats o3| €3 {Exposure) ! (Eftacts)

and hazards to water in the catchment § ;‘a; %3 |—1—]

and to fit into the managemer_n "-g == Risk Characterisation

process. The ERA approach is N on: Sy sneres;

illustrated in Figure 1. It can be  [onitoring ] L]

considered to be made up of two | ,RiskManagement

On-ground action

primary  phases, the Problem
Formulation phase and the Risk
Analysis and Characterisation phase.

Figure1l. The Ecological Risk Assessment
Process

The Problem Formulation phase involves consulting the stakeholders to determine the scope
and focus of the risk investigation and ensure the relevancy of the project. Stakeholder
consultation gives stakeholders an understanding of the risk assessment process, encourages
their input, and provides a basis for ownership of the project and its outcomes. Group
discussion and selection of the key value helps the stakeholders gain consensus on the
management objectives and narrows the project scope, and discussion of the threats in the
region identifies the primary risks that should be considered. Diagrams of stakeholder
understanding (“conceptual diagrams™) of the system can be constructed around the key
values, incorporating the primary threats/hazards, and revealing what the stakeholders
consider important and also how they understand the system to work.
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The Problem Formulation is then used as the basis for the Risk Analysis and
Characterisation phase of the ERA, analysing the consequences and likelihood of each of
the risks identified in the Problem Formulation. These are then combined (in this case, by
conversion to a Bayesian network, which is being done based on work done by Cain [2001])
to compare, rank and prioritise the risks on the basis of seriousness relative to management
objectives. This phase is iterative, as understanding of the catchment improves during
analysis and characterisation of risks, the model can be improved.

The Risk Analysis and Characterisation then feeds into Risk Management, involving
identification and implementation of the best on-ground management actions. Monitoring
and review of any management actions implemented makes the entire ERA process iterative
and cyclic. Once the risk in the current cycle is successfully managed for, a next iteration of
Problem Formulation can identify the next focus for management to address, i.e. the process
results in adaptive management.

This paper focuses on the role of the participatory process in the risk assessment project,
primarily occurring in the Problem Formulation phase, and how it assists in model
development. It should also be noted that because of the developing and foreign context,
the environmental/ecological aspects of the region were secondary to human health issues
and needs.

3. STAKEHOLDER PARTICIPATION

Participatory processes are the key element of the Problem Formulation phase, which
determines the scope of the risk investigation and the type of management information it
needs to provide. This also provides the basis for the quantitative modelling of the
following phase. Part of the interdisciplinary research team also focused on the qualitative
aspects of the stakeholder input to gain an integrated qualitative system understanding of the
catchment. The initial situational analysis reviewed the relevant literature, particularly local
studies and reports, to prevent repetition of effort, and to provide an idea of the issues and a
basis for discussion with stakeholders. This review also provided a first step in
identification and mapping of the stakeholder groups and possible representatives.

3.1 Stakeholder engagement

An initial site visit in September 2006 built relationships with local partners, the Solomon
Islands Water Authority (SIWA) and the Division for Water Resources, and helped identify
further interest groups within three main areas: government and resource management, non-
governmental organisations (NGOs), and the catchment community. A list of potential
stakeholder groups and representatives was gathered from contacts in the Australian Agency
for International Development (AusAID) and the local partners. Discussions with these
organisations and individuals identified further potential stakeholder representatives, which
subsequently revealed yet more parties of interest. The preliminary discussions with these
networks of people were very important in identifying the most appropriate stakeholder
groups and representatives. The discussions also helped delineate appropriate methods for
culturally sensitive initiation of contact. Finally, this networking put us in contact with a
respected government employee who was also related to the Kongulai landowner clan, and
who was willing and able to act as a cultural interpreter, and facilitate our contact and
interactions with them as well as act as translator where necessary.

There is a history of tension between the three main stakeholder groups, and as a result,
three separate sets of stakeholder consultations were held in May 2007, firstly with the
customary landowners, secondly with representatives from the relevant government
departments and water management groups, and finally with non-governmental
organisations (NGOs). Separate consultations also ensured openness in identifying
stakeholder concerns and in elicitation of each groups’ understanding of the catchment and
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how it worked with respect to water resources. As these sessions progressed, perspectives
and information from the other stakeholder groups were also introduced and discussed, and
the common aspects between groups emphasized to set the stage for combined consultations
in October 2007.

3.2 Community consultations

Two large information sessions were held with the two sub-tribes of the Kongulai
customary landowner group (30-35 people each). Although almost all participants
understood and spoke English, some felt more comfortable in their local dialect, particularly
when speaking, so the community facilitator also translated each way where necessary. The
procedure for these consultations began with our community facilitator introducing us to the
community group. The research team then introduced the project, with pauses for
translation, setting out our ethics procedures, describing our aims in identifying how to
improve management of the catchment, how they could help us, how the project might help
them, and how it might be generally useful. We were explicit that we were independent
researchers and not working on behalf of the local authorities with whom they might
normally interact on land and resource issues. We also explained that we had no say over
further funding beyond this particular project. Questions and discussion followed. Subjects
discussed included: whether it was in their interest to be involved, the problems and tension
they have with the local authorities, and possible compensation for their time. These large
information sessions were vital in clarifying what the project was about and allowing the
stakeholders to air their concerns. Much of the discussion was within their group and did
not require input from the researchers. Finally, over a communal lunch, each of the sub-
tribes selected male and female representatives with a range of ages for four subsequent,
small-group consultation sessions (6-9 people each).

The small group discussions were held with male and female representatives separately, at
times and venues convenient to them over the following week, and were based around a
large map of the catchment with only a few primary features displayed. The participants
were asked what more they knew about the catchment, particularly with regard to water.
Additional features were gradually added. Note that although mapping by the Department
of Lands covers this area, much of the official detail has not been ground-truthed. The
landowners are the only people who regularly visit the area and a number of discrepancies
from the official map were revealed by this exercise. Questions were used to encourage
further discussion, these included prompts about catchment features and landuse; how water
moved through the catchment; the location and behaviour of rivers, springs, sinkholes and
runoff; personal water collection and use; other local uses for water; threats to water; what
they valued in the catchment and any associated threats; and what relationships they saw
between different factors.

A primary finding was the significant differences in identification of the location and extent
of logging operations by those familiar with the area, which when combined by a lack of
government monitoring is of concern. Additionally, some rivers thought to be perennial
were discovered to be intermittent, and there was significant uncertainty in the location of
sinkholes and springs affecting the water supply.

3.3 Government and NGO consultations

The government and NGO consultations were more structured because of the educational
and work backgrounds of the participants, and there was more time available due to less
remote venues and because there was no need for translation. In addition to discussions
similar to those described for the community consultations, elicitation of explicit conceptual
maps or influence diagrams for how these groups understood the Kongulai Catchment to
work, also occurred.
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Government (19 representatives) and NGOs (16 representatives) each had a one-day
workshop. After project and team introductions, ethics clearances and catchment map
discussions to elicit details as described in 83.2, discussion of values for water in the
Kongulai was followed by a formal (blind) vote to identify the priority value.

Discussion of the threats to water was followed by discussion of known or suspected
sources of data for any aspects of the Kongulai. Smaller groups of 5-8 stakeholders were
formed (3 groups for the government workshop, 2 for the NGOSs) to construct conceptual
diagrams of how the stakeholders understood the water in the catchment to work, based
around the priority value selected earlier, and including those threats they thought were
most significant for the Kongulai, as well as any additional factors they considered
important. The conceptual diagrams were then presented and discussed in the larger group.

3.4 Stakeholder conceptual diagrams

The small-group conceptual diagrams were merged for government and NGO groups, and
community stakeholder variables and linkages added where these were not already included,
producing the diagram shown in Figures 2 and 3. This overall stakeholder diagram is too
complex for direct use as a Bayesian network structure, and also requires refinement where
certain aspects may have been overlooked because they were too obvious, e.g. lack of a link
between rainfall and water quantity, or because of the limited timeframe of the stakeholder
consultations. However there are several elements of interest in these diagrams.

Figure 2 highlights the differences in the views and focuses between the stakeholder groups.
There is a strong government focus on infrastructure such as leakage, pipes and pumping;
technical aspects such as geology, and also on the problems they see with end-users, such as
overuse (the blue variables). In contrast, the NGOs (in red) focused more on socio-
economic aspects such as the costs to end-users and community values, and political factors
such as leadership. The landowner focus (in yellow) was more at small-scale use and
impacts of water. Additionally, because of the shorter consultation time with the
landowners (see §3.3), fewer variables were obtained from them overall, although as
discussed below, many of the central features of the diagram were shared with the other
stakeholders.  Differences in perspective were acknowledged and discussed with the
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Figure 2. Stakeholder conceptual diagram with differences highlighted. Government-only
variables are in blue, NGO-only variables in red, community-only variables in yellow.

854



T. Chan et al. / Participatory processes in Developing a Model to Assist in Water Resource Management in ...

stakeholders to get them to think about whether outlier variables were vital factors, and
understand why certain factors may not be included in further model iterations.

The overlap in the viewpoints of the different stakeholder groups is highlighted in Figure 3.
A number of elements are common to all groups (in grey), including the most central
aspects (linking directly to the priority value) water quality, water quantity, sustainability
and availability, and affordability. Additionally, all groups regarded the key threats as
population growth, the impact of geological change such as earthquakes and landslides, and
the landuse impact of logging and agriculture. These similarities were emphasized in the
separate consultations to build common ground, and to make it more difficult for some
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Figure 3. Stakeholder conceptual diagram with similarities highlighted. Variables
common to all three groups are in grey, variables common to government and NGOs in
purple, to government and community in green, and to NGOs and community in orange.

groups to dismiss the viewpoints of others as coming from ignorance rather than from
different priorities. Additionally, these common variables represented consensus on the
important factors in the catchment, to be used in the next model iteration.

3.5 Stakeholder follow-up and variable prioritisation

During the subsequent visit in October 2007, a selection of the original stakeholder
representatives (28 people) were brought together and preliminary results from the May
consultations were presented (note, the fully merged diagrams were not yet complete),
emphasizing commonalities while acknowledging the different priorities amongst
stakeholders, and also providing reassurance that the problems they’ve encountered are
common to water resource management around the world. A series of small-group tasks,
combined with a gradual remixing of the initially self-selected groups, was used to
encourage interaction between the different stakeholder groups. The exercises also
provided an opportunity for the exchange of views (for example on the relative importance
of different factors to water), and also to discuss valid alternative conceptual models of the
same system, while promoting consensus and collaboration.

One of the tasks was to simplify the overall conceptual diagram. As there were too many
stakeholders to directly go through the network and pare/restructure, clusters of variables
were organized into categories such as: water quality, water quantity and human activities.
Six mixed sub-groups of three to five stakeholders ranked up to three clusters of variables
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each in order of importance to water resources in the Kongulai. The rankings were then
averaged across groups, and some of these results are presented in Table 1.

Table 1. Variable prioritisation.

Rank Water Quality Water Quantity Human Activities
1 Sanitation Rainfall Population increase
2 Logging Sinkholes/springs Water management
3 Pollution/rubbish/waste Geology/natural disasters Land management
4 Animal waste Season Pollution/rubbish/waste
5 Agriculture Pipes/infrastructure Sanitation
6 Flooding Climate Logging
7 Natural disasters Logging Agriculture
8 Agriculture Climate change

This prioritisation is intended to allow paring of variables in different sections of the
diagram and allow conversion to a Bayesian network. The further steps required for this
process are proposed in §4.

3.7 Ancillary Benefits

There were a number of ancillary benefits observed throughout the participatory process. A
primary positive outcome was the re-establishment of contact and communication between
government and community landowners, via the simple act of officially bringing together
the different groups and providing an independent forum and facilitator to discuss water
resource issues. This improved relationship was made concrete with funding provided by
government for meetings between landowners to discuss water and catchment issues.
During the May consultations there was recognition amongst the separate stakeholders that
a partnership between government/resource managers and the landowners was needed, and
during the October consultation the authors facilitated an initial brainstorming with the
stakeholders on how to implement a shared management plan. In July 2007, logging in the
Kongulai was halted, and one landowner working for the main logging company in the
catchment claims it was a direct response to the May consultation, and that the landowners
are waiting for the outcomes of this research before allowing logging to resume. Saw-
milling of previously logged wood continues. Finally and unexpectedly, the community
facilitator who works in the public health field recognized potential uses for the conceptual
diagram in showing colleagues and patients the connections between what occurs in the
catchment to water quality and human health.

4 FURTHER WORK

Streamlining of the conceptual diagram for conversion to a Bayesian network is currently
underway, based on the variable prioritisation. It should also be noted that the development
context of the Pacific region necessitated care in the selection of tools appropriate to the
resources of the local community. The science or engineering educational background of
many of the local managers was an important factor in deciding Bayesian networks were
feasible. Additionally, the research team made arrangements with Norsys, the creators of
the Bayesian network software Netica, to provide software access to the on-ground
managers.

Further steps required to complete the Risk Analysis and Characterisation phase will
involve a further site visit in May 2008, and consultations with a small group of water
managers and local experts to confirm model structure plausibility and proposed measures
and variable states. Expert elicitation is also required for initial conditional probability
tables. A similar procedure to that suggested in Cain [2001] will be used. The available
quantitative data for the Kongulai has already been sourced and will then be used for
network learning. The trained network will be used to provide an assessment of risk from
the potential threats. An analysis of network sensitivity, consequences to key values, and
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comparison of different management scenarios will be run past the resource managers for
plausibility and usefulness before presentation to the wider stakeholder group.

5 CONCLUSIONS

Involvement of representative stakeholders and accounting for their concerns as well as
using their local knowledge of the system built trust in the model development process and
facilitated relationships between the managers and others affecting and affected by the
catchment. Inclusion of local knowledge is essential to model development in cases such as
this where little data is available. A further field trip is planned in May of 2008 for final
model refinements and testing with the on-ground managers, and to update the wider
stakeholder group.

Lessons from the participatory process include:

= Stakeholder input will require interpretation (model refinement). Ideally, this
interpretation should be checked with the participants, firstly to ensure the
interpretation still represents their thinking, and secondly to bring them along the
process of model development so all stakeholder views develop concurrently.

= Relationship building is important in addressing problems of management and
model use/uptake — possibly more than specific model-building processes.

= Expectation management of the participants is important — models are
simplifications of reality, not everything can or should be represented.

= A wide range of stakeholders is important — e.g. the few stakeholders who knew of
logging sites could easily have been missed in the consultation process.

= However, the larger the stakeholder group, the more unwieldy the results and the
more difficult to reconcile different worldviews and aims. A balance is needed.
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Abstract: Decision making in spatial planning often takes place in a complex and ill-
defined context. It includes a large number of actors, factors and —often uncertain—
relations. Each of the actors or stakeholders has his or her individual perceptions, values
and priorities. This paper presents the TOPIC system, which aims to support this process by
interactively collecting and managing the information in a participatory stakeholder
process. We focus on a specific version of TOPIC — named COHESIE — which includes
functionality for qualitative, participatory modelling. By representing actor perspectives in
an explicit and transparent way, the modelling process facilitates the discussion and
improves the communication between the different parties. This paper will illustrate the use
of TOPIC-COHESIE with a practical example related to urban planning in the Netherlands.
The participants of the case study have evaluated TOPIC_COHESIE a useful tool for early
stakeholder involvement, and obtaining a more integrated plan.

Keywords: Participatory modelling; Urban planning; Qualitative modelling; Fuzzy
Cognitive Maps; Planning Support System.

1. INTRODUCTION

Good communication is crucial in participatory planning processes. Far too often problems
arise because stakeholders:
e have their own interpretations of the terminology used,;
have implicit knowledge, which they assume everyone has;
reason from fundamentally different perspectives;
lack a shared understanding of the problem and possible solutions;
have different goals, values and core assumptions; and
have hidden agendas.

TOPIC (Thematic Orientation of Problem definition in an Interactive Context) has the
explicit aim to provide support for interactive planning and decision-making. It improves
communication through structuring information, by making implicit knowledge explicit and
individual thoughts transparent. Its main focus is on the support of the first phases of the
planning process: the development of a well-defined problem definition, a set of objectives,
an inventory of possible alternatives and a first assessment of the impact of those
alternatives.

This paper focuses on a specific version of TOPIC named COHESIE. TOPIC-COHESIE
extends the TOPIC toolbox by including a module for qualitative modelling. It was
developed and applied as part of the COHESIE project (ICIS, 2006; ICIS, 2003) supported
by the Netherlands Ministry of Housing, Spatial Planning and the Environment (VROM).

858



H. van Delden et al. / Improving communication in urban planning using TOPIC-COHESIE

We illustrate its application for a case study of city planning in the city of Kerkrade, The
Netherlands, in which the system and the accompanying methodology have been used and
evaluated. The paper serves as an example of applying participatory qualitative modelling
in practice, and aims to illustrate the potential for TOPIC-COHESIE for supporting
participatory planning processes. It is to a large extent a summary of the final report of the
project (ICIS, 2006).

2. THEORY
2.1 Participatory modelling

In the application described in this paper use is made of ‘participatory modelling’ (Van
Asselt, 2002), also known as ‘group model building” (Vennix, 1996). In this approach
model users are actively participating in the model development process.

The main objective of participatory modelling is to provide insight in:

e The system: Because of the inherent complexity of the real-world system, most
participants have difficulties to oversee the whole system in which they are
operating; relevant (weak and strong) relations, possible feedback loops and sight-
effects of actions are often unclear. The aim of the modelling session is to create a
mutual understanding about the real-world system. The wide input of stakeholders
can very well be used to include different elements of this system.

e Each other’s opinions: Participatory modelling facilitates a structured dialogue
between stakeholders. The process contributes to an improved understanding of
each others objectives, problems, position and perception and stimulates trust
amongst the participants. In doing so it can help to reach consensus within the
group and can play a significant role in the process of social learning (Ridder,
2005).

Modelling in general, and participatory modelling in particular, encompasses objective and
subjective elements. Through participatory modelling, subjectiveness is made explicit since
the different perspectives of the participants form the basis of the model. Moreover,
uncertainties and differences in opinions become apparent.

In a participatory modelling process different types of models can be used, ranging from
conceptual to quantitative. The approach used in TOPIC-COHESIE lies in between those
two extremes and can be expressed as qualitative modelling. This technique combines the
advantages of transparency and ‘soft” elements in conceptual modelling with the possibility
to carry out what-if analyses as is normally done in quantitative modelling.

2.2 Qualitative modelling

The methodology for qualitative modelling in TOPIC-COHESIE is based on the concept of
Cognitive Mapping (Axelrod, 1976). A cognitive map is a graphical representation of (the
interpretation of) a system and an example of a conceptual model. System variables are
represented as boxes; relations between variables are represented by arrows. The term
‘cognitive’ is used to indicate that the ‘map’ represents the cognitive interpretation of the
system. This can be an interpretation of a scientist, a stakeholder or a policy-maker. Despite
of a certain degree of compatibility, the interpretations of complex systems will generally
differ from each other at essential points. This should not be seen as a weakness of the
approach, it rather is its strength to make those differences explicit.

Fuzzy Cognitive Mapping (Kosko, 1986) is an extension to Cognitive Mapping that allows
to qualitatively calculate the impacts of changes in the system. The term ‘Fuzzy’ is used
because the value of the variables is neither numeric nor exact, rather it is interpreted in a
linguistic way. The state of a variable is therefore not expressed in absolute values, but is
provided in an ordinal scale. In TOPIC-COHESIE, the safety of a neighbourhood is, for
example, represented on a scale of seven classes, ranging from ‘very safe’ (+3), via
‘neutral’ or “average’ (0), to “very unsafe’ (-3). The strength of the causal relations between
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the variables is expressed on the same ordinal scale from “very positive” (+3), via ‘slightly
positive’ (+1) and ‘slightly negative (-1) to ‘very negative’ (-3).

The traditional Fuzzy Cognitive Mapping methodology only uses causal relations. In
practice, however, other relations can be important as well. The housing corporation could,
for example, indicate that they will support the plan if there is a minimum number of new
housing units being developed. This statement then takes the form of a threshold. To model
these relations TOPIC-COHESIE is equipped with an ‘if-then’ feature (ICIS, 2006). This
feature is in line with the concept of Rule Based FCM (Carvalho, 2000).

3. TOPIC-COHESIE

3.1 The system

TOPIC-COHESIE is a software instrument developed to support participatory, qualitative
modelling. It can be used in every interactive policy-making process, decision-making
process, planning process or management case with multiple stakeholders. The domain and
context of a new case can be set-up easily and can be adapted at any time. The information
gathered in discussions with stakeholders (during interviews and workshops) can be stored,
ordered, accessed and displayed easily. Moreover, it can be linked by making use of
relations. Besides textual information, also other data like documents, drawings, photos and
media recordings can be added as information. Structuring the information in this way leads
to more insight in the implicit knowledge of stakeholders, deepens the level of information
and facilitates a common understanding of the definitions and terminology used.

! COHESIE - Demonstration. dgm
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Initial value ¥
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Initial wal H m S
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inade Output value
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Output value ﬂ
waton el ol H—‘ m—‘
4 Output value
Analysis 01:50

Figure 1. Comparison functionality in TOPIC-COHESIE: the screenshot shows the
results of two alternatives -the neighbourhood and run 1- on the indicators facilities,
image, public space and safety.

Besides storing and accessing the information in a textual way, it can also be represented in
a graphical, conceptual model. Based on this conceptual model, simple qualitative
calculations can be made. Stepping through the results of the calculations the stakeholders
can see the first, secondary and higher order effects of proposed measures and compare the
impacts of different alternatives. From this graphical model, the stored textual information
can be accessed and adapted. Furthermore, the perception of different stakeholders towards
various alternatives can be visualised. As an extension to the qualitative calculations, an
optimization algorithm, a visual comparison module and a sensitivity analysis module are
available. The system is complemented with a reporting functionality for quick generation
of custom designed reports from the entered information, ready for further editing in word
processors.

Although the system is developed for policy-makers and decision-makers at local, regional,

and national administrations, also (project) managers, researchers and modellers can benefit
from the functionalities of the system. It can be used to provide support in different phases
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of the decision-making process, but —because of its systemic approach and focus on causal
relations— also as a starting point for the development of quantitative integrated models.
More information about the TOPIC-COHESIE system can be found in RIKS (2006). RIKS
is also the contact point for any inquiries about the system.

3.2 Modelling city planning with TOPIC-COHESIE

For TOPIC-COHESIE we have developed a standard model for neighbourhoods (ICIS,
2003; ICIS, 2005). This model was developed using expert interviews and experience from
previous case studies. It is used as a template when developing specific applications.

The standard model consists of two parts: the physical neighbourhood model and the actor
model. The model for the physical neighbourhood includes the main elements that have an
impact on the image of the neighbourhood such as: the participation of inhabitants, the
fraction rental houses, the safety on the streets, the amount of public space, the availability
of facilities, the prices of rental and private properties and the number of vacant houses. In
the actor model we have included the various elements that a stakeholder takes into account
before giving his or her approval to a plan: the extent to which the plan meets the
objectives, its costs and the trust of the stakeholder towards the process and the other
stakeholders.

The model development process follows the following procedure: First, the standard
neighbourhood model is used as a starting point. Next, we make an inventory of the actors
involved and their objectives. Then, we investigate how the neighbourhood system
functions, based on the perceptions of the different stakeholders. We discuss with the
stakeholders what measures and alternatives can be proposed as part of the plans for
restructuring the neighbourhood as well as the costs for each of the stakeholders associated
with these measures. Finally, we investigate what is important for the different actors to
agree to a measure. Based on all the information above a case specific model can be
developed. This model can be fine-tuned by running model simulations and by further
interaction with stakeholders.

4, PRACTICAL APPLICATION

Dohmenplein is a neighbourhood in the municipality of Kerkrade in the Netherlands.
Although the neighbourhood was characterised as a pleasant living environment a few
decades ago, it now experiences problems: a poor living quality, bad image, low quality
housing and limited social coherence between residents. Recently, the housing corporation
has taken the initiative to revitalise the neighbourhood. It thereby aims to establish broad
support for the revitalisation plan amongst the stakeholders involved. In this context, the
specific aim of the case study described here was to reach a common view on the problem
and its solutions among the key stakeholder group: the housing corporation, the city of
Kerkrade and the association of inhabitants.

4.1 Process

The process followed for participatory modelling with TOPIC-COHESIE is presented in
Figure 2. The design of this process is derived from an existing methodology developed by
Vennix (1996). The elements in bold (problem definition, interviews, analysis and model
development and workshop) are part of the process. The other elements (individual models,
joint model, conclusions and evaluation) are results of the process.

The methodology starts with individual interviews and participatory modelling (mapping

diversity, diverging), followed by a common stakeholder workshop to bring views together

in an integrated assessment, and to reach consensus (consensus building, converging). This
set up has the following advantages (see also Vennix, 1996):

e Mapping diversity: In personal interviews a stakeholder can express his or her
views without being influenced by the other parties;
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e Getting acquainted with the methodology: During the interview session
stakeholders became familiar with the system and the process of model
development;

e Preparing input for the workshop: The models developed during the individual
sessions are valuable input for the workshop.

We carried out two individual interviews per stakeholder. In the first interview (~ 2 hours)
we presented a short questionnaire to collect the main objectives, problems and social
network relations. Furthermore, the interview contained an interactive modelling session
which was used as a first step to develop the individual model. The first interview provided
a wealth of information that was
processed as part of the analysis

and model development phase and Problem definition
resulted in a first version of the Selection of case
individual models. In a second Selection of stakeholders
interview (~ 1 hour) this model

was brought back to the *

stakeholder with the aim to ensure
that the stakeholder maintains .
ownership of his model and to +— Interviews
reflect on the model, make final *

changes, ask for definitions of
variables included and discuss if-
N Individual models
Joint model (draft)

then relations. After the second
session the models formed a
representation of the perception of
the individual stakeholders. They
were also perceived by the
stakeholders in this way.

¥

“— Workshop

4

At the final workshop all
representatives of the stakeholders
were  present.  During  this

Analysis and model development

workshop the three separate » Joint model (final)
models, developed by the

individual ~ stakeholders,  were v

presented, resulting to an improved

understanding of each others Conclusion & evaluation

perceptions.  Subsequently  an
integrated model was presented
based on the communalities. Figure 2. Methodology for participatory
Moreover,  bottlenecks  were modelling with TOPIC-COHESIE.

defined and discussed. Through the

discussion some conflicts were resolved and for others the impact on the overall system
was made explicit. At the end of the workshop a model was developed that included all
elements relevant to the problem at hand as well as their causal relations. With this final
model different alternatives for restructuring the neighbourhood can be assessed on a
common platform agreed upon by all stakeholders.

4.2 Results

In this section we describe the most important results of the case study: the models
including the three individual models and the joint model as presented in figure 3, an
integrated problem analysis including agreements and fundamental disagreements
(“bottlenecks) amongst the stakeholders involved, and the social relational results of the
modelling process.

Models

The individual models are a clear reflection of the perspective of the respective
stakeholders. In the model of the municipality, for example, the revitalisation process is
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seen in the larger picture of the development of the city. Besides general objectives of
quality, affordability and image, the municipality also aims for a lower housing density and
puts the focus on age appropriate housing.

The housing corporation has to ensure that new plans fit within her mission as well as her
business perspective and financial constraints. Regarding the first, the quality and
affordability of the housing stock together with the quality of life are seen as important
objectives. To obtain the necessary financial benefits it is important to have a low vacancy
rate and a good rental price. In the ideal plan of the corporation there will be a balance
between social housing and houses in the private sector.

The perspective of the inhabitant is that of quality of life and affordability. In this model
two aspects become apparent. First of all it points out the problem of public nuisance: trash
on the streets, noise pollution and gatherings of teen-age groups. Secondly the inhabitant is
the only actor that has included trust in its final approval of a plan. At present, trust is low,
because of the long duration of the process and the poor communication of this duration.
The corporation and the municipality were not aware about the inhabitants’ feelings and
this was a learning point during the case study.

The objectives of the different stakeholders are summarized in table 1.

Table 1: Objectives of the stakeholders.

Corporation Municipality Inhabitant
Quality of the housing stock + + +
Affordability + + +
Image + + +
Quality of the public space +
Age appropriate housing +
Housing density -
Vacancy rate
Rental price +

Based on the agreements between the models of the different stakeholders a first joint
model was developed and presented during the workshop. Using this as a starting point,
differences in terminology and points of view were discussed and in an interactive process
the model was gradually expanded to its final version (see Figure 3). This version,
however, does not yet present a complete consensus between the stakeholders. Although
there is agreement on the variables and relations, the relative weight and strength of the
relations is not always the same. An example of this is the image of the neighbourhood,
which is dependent on the visual appearance, the quality of life and the affordability. The
stakeholders agree on these components but give a different weight to the relative
importance of these elements.

Problem analysis

The modelling process conducted so far served to clarify, both agreements and fundamental
disagreements amongst the stakeholders. It became clear, for example, that all stakeholders
shared the opinion that the main focus areas should be housing quality, affordability and
image. There is also consensus about the statement that 1) the quality of the housing stock
has to improve, to improve the image of the neighbourhood, and 2) a balance has to be
found between the prices of the rental properties and the quality, to ensure the affordability
of the houses.

Bottlenecks that became clear during the workshop discussions were:

e Mission versus business perspective: The housing corporation in general
experiences a tension between her mission (building according to needs of social
housing and cheap private housing) and her business perspective. Housing
development solely in the social sector does not provide sufficient financial
benefits.

e Reducing the housing stock: The first bottleneck is exacerbated by the desired
reduction of the housing stock caused by the expected population decline.
Reducing the housing stock has negative impacts on the financial benefits for the
housing corporation.
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o Insufficient insight in the housing needs: Although both the corporation and the
municipality value a differentiated population, a clear definition of the target
group is missing.

e Lack of trust: the low level of trust of the inhabitant forms a bottleneck in the
redevelopment process. According to the inhabitant this problem has occurred
because of the long duration of the process. The other stakeholders realise this and
will strive to improve the communication about the duration of these types of
processes.

e Improvement of public space: While the municipality saw a solution in placing
lampposts and benches, the inhabitant agued that this would attract nuisance by
teen-age youth and thus aggravate the feeling of unsafety.
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Figure 3. The joint model of the neighbourhood and its processes, agreed
upon by all stakeholders. Variables are grouped into those linked to the
housing stock (hs), the inhabitants (inh), the neighbourhood (nb) and
exogenous (ext).

Social relational results

The participatory process in the case Dohmenplein has been too short to expect major
social relational results. However, we would like to describe some initial findings:

e Improved understanding of the core problems: With the support of TOPIC-
COHESIE it was possible to present individual perspectives in a transparent
manner. Based on this, the main bottlenecks could be identified.

e Changes in perspective: In our opinion, a better understanding of the problems has
not —yet— lead to a change in perspectives. In a more elaborate process this could
however be an important result.

e Relations and trust: the open and transparent discussion seems to have contributed
to improved relations and trust between the stakeholders.

5. CONCLUSION

At the end of the workshop, the participants engaged in an open discussion to evaluate the
TOPIC-COHESIE approach. Overall, this evaluation was positive. They see the tool as a
useful instrument to include stakeholders in an early stage of the planning process, start the

864



H. van Delden et al. / Improving communication in urban planning using TOPIC-COHESIE

communication between the stakeholders in an efficient manner and —as a result- obtain an
integrated plan. In particular, the graphical modelling functionality —defining variables,
providing definitions, creating relations— has proven to be an added value. The bilateral
development of the model, as a joint effort of the stakeholder and the modeller is a good
step to obtain insight in the position and objectives of the individual stakeholders and
brings stakeholders closer together. The workshop session in which the individual models
were discussed led to an improved understanding of each others position and objectives.

Critical notes have also been made. According to the stakeholders the tool is too abstract,
which might lead to misunderstanding instead of transparency, especially when using it
with inhabitants. Secondly, the qualitative calculations have to be interpreted with care.
Especially for complex case studies involving a high number of variables, it takes time and
knowledge to develop a consistent model in TOPIC-COHESIE. Interactive model building
and model explorations during a participatory modelling session can therefore be
problematic. The development of illustrative sub-models might be a good way forward in
improving the consistency of the qualitative computational models. Third, the TOPIC-
COHESIE approach does depend on stakeholders that are willing to cooperate in a
transparent and open dialogue. Stakeholders with serious ‘hidden agendas’ are most
probably not eager to participate.

Overall, the use of TOPIC-COHESIE in a participatory setting has been successful. Even
though it will never be able to solve all communication problems mentioned in section 1, it
has shown its added value as a tool that improves the communication. TOPIC-COHESIE
increases the efficiency of the communication process (by coming directly ‘to the point’),
the transparency (because the models reveal the actual perceptions and objectives),
stimulates reflection (because the participants reflect on their own perceptions), supports
reaching consensus (by creating a common understanding of the system, making each
others perceptions and aims explicit, creating trust and stimulating an open discussion) and
is useful for the documentation of the individual perceptions and objectives as well as the
shared understanding of the system. To further develop the tool and the methodology, it is
recommended to carry out more practical exercises to experience what users find difficult
or inconvenient and to discuss if and how those problems can be solved.
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Abstract: The outcomes of a series of tests of the ARDI (Actors, Resources, Dynamics and
Interactions) method in complex cases or conflict-ridden situations is presented. ARDI is
part of a companion modelling approach that makes it possible to engage a broad spectrum
of stakeholders in the design and development of land and water management plans. It is
essentially based on participatory workshops that set out to collaboratively imagine a future
open, dynamic management system, capable of adaptation and anticipation, by gathering
the various affected stakeholders in a partnership dedicated to preserving the natural
resources and promoting a sustainable development. Its originality lies in the co-
construction of a “conceptual model” of the functioning of the territory, according to a main
negotiated development question.

The approach is based on the collective articulation of the key elements of a territory and
context by affected stakeholders such as managers, representatives, socio-professional
technicians, NGOs, experts and scientists, and local policy makers. This sharing of
representations is done by means of a series of collective workshops during which Actors,
Resources, Dynamics and Interactions (ARDI), making up the stakes of the territory are
identified and clarified. This work of co-construction is conducted within a precise
methodological framework that we present in a step-by-step format. The method is also
illustrated with concrete examples gleened from the tests carried out by the authors during
the last 5 years. Finally, the need for skills development and pitfalls to avoid when applying
the method are discussed.

Keywords: Participatory modelling, co-construction, conceptual model, natural resources
management, facilitation

1. INTRODUCTION

The application of simulation models in collaborative decision-making for the management
of natural resources is one of the characteristics of adaptive management (Holling, 1978;
Walters, 1986). But the use of these models to stimulate the participation of stakeholders in
the development of management scenarios is much rarer (Costanza and Ruth, 1998;
Bousquet et al.,, 2002). The progressive shift from management plans based on an
authoritative or rationalist model towards tools for mediation based on a democratic
approach (Van den Belt, 2004) calls for the emergence of new tools of co-construction and
sharing of information and understanding.

Following a series of tests of a method, implemented in complex cases (natural areas with
multiple use, Biosphere Reserves, Regional or National Parks) or in conflict situations
(Heritage Sites, urban-forest interfaces), a companion modelling approach making it
possible to involve stakeholders in the design of land and water management plans was
developed (Etienne, 2006). It is based on participatory workshops set up to imagine a more
open, dynamic management, capable of adaptation and anticipation, by gathering the
various stakeholders together to preserve natural resources and promote sustainable
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development. Its originality lies in the co-construction of a “conceptual model” of the
functioning of a territory, according to the negotiated main development question.

The approach is based on the collective articulation of the key elements of a territory and
context by affected stakeholders such as managers, representatives, socio-professional
technicians, NGOs, experts and scientists, and local policy makers. This sharing of
representations is done by means of a series of collective workshops during which Actors,
Resources, Dynamics and Interactions (ARDI), are identified and clarified. This work of
co-construction is conducted within a precise methodological framework that we present
and illustrate by means of concrete examples resulting from the tests carried out by the
authors during the last 5 years.

2. KEY QUESTION AND KEY PARTNERS

The success of the participatory modelling process depends on three key points being
directly addressed when initiating the process. These points have to be discussed during one
or more preparatory meetings among the mandatory partners and the facilitators of the
approach. The first point involves identifying the different types of stakeholders and clearly
defining the territory under question. Secondly, one or several facilitator(s) must be
identified and their aptitude and legitimacy to carry out the debates during the process of
design-validation-use of ARDI tools will have to be appointed. Thirdly, it is necessary to
pay special attention to the convocation of the working group: choice of the partners, place
of the meetings, periodicity of the workshops, modality of invitation. This is mainly
because the representativeness of the participants and thus the richness and relevance of the
conceptual model depend on that point.

The ARDI method was tested under a varied set of conditions, questions and territories. It
was mainly applied by French researchers working in the field of companion modeling
(Collectif Commod, 2006) but several agents of regional natural reserves were trained to
apply it in France, and mediators are currently being trained in Western Africa Biosphere
Reserves. The success of this approach to natural resources management lies in the relative
independence of an external scientific agent, and the familiarity and skill of such a person
in the handling of the methodological aspects. However, there is a distinct advantage to
engaging a researcher as facilitator who is skilled in both the ecological sciences and social
sciences with basic experience in facilitating debates between researchers and managers.
But a communication expert can also easily play this role.

Finally, several criteria have to be considered when choosing participants for the exercise.
Even if this choice is flexible (it is possible to invite a new participant in the course of the
exercise), the process gains from having access to an initial “core group” that will be
present throughout the process of co-construction. Three types of situations were
confronted during the testing process:

1 - priority given to a global understanding of the system: the participants chosen from
extension services of the territory whose local experience legitimizes their position to speak
on behalf of the stakeholders that they frequently come into contact with. It is important not
to forget any relevant activity according to the defined question, and to avoid over-
representing an activity (for example inviting three foresters because there are three forest
companies working in the territory).

2 - priority given to the involvement of local stakeholders but by maintaining a global view
of the system: the participants are sorted from local stakeholders representatives chosen for
their legitimacy (elected democratically, leader of a professional organization) and for the
relevance of their activity in relation to the initial question.

3 - priority given to the involvement of local stakeholders whilst seeking to appreciate the
diversity of the system: the participants are local stakeholders selected for originality of
their practices compared to classical or formal stakeholder groups.

The position and status of researchers in the process is variable and is still being debated

amongst the companion modeling community. The general rule is that researchers carrying
knowledge of the context and major processes (social, technological, economic, ecological,
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and political) be engaged. Some bring expertise to the initial stage whilst others will be
integrated at a specific workshop, (frequently the discussion on system dynamics or the
design of the interactions diagram), if the participants feel there is a need for an expertise
on a particularly topic. As much this differentiation is relatively easy in the field of the
ecological sciences, it is problematic in the field of social sciences where the researcher
may play the role of the expert who holds a global vision of the social relationships or
economic flows. The choice of the venue, the duration and the periodicity of the meetings
depend on many factors external to the exercise itself (availability, schedules of obligation,
levels of responsibility). But some principles should be negotiated and respected if the
method is to be successfully applied. For example, the method is facilitated if the place is
easily accessible to participants, and on neutral ground. If not, it must be clearly identified
as the legitimate place of the partner who convenes to the exercise or raises the question.
Each meeting must at least last 2 hours and the participants must remain centered on the
collaborative exercise. The ideal is to conduct all the workshops over a period not
exceeding 1 month and the meetings may take the form of: a) a 2-day and a half workshop,
b) one half-day per week, c) three separate days.

3. THE ARDI METHOD

3.1 Co-constructing a common representation

The first step of the companion modeling approach follows the ARDI method (or any
similar one), in collectively identifying the principal stakeholders concerned with the key
question, their management entities, the resources used and the main processes driving
changes affecting these resources. With this intention, the group that takes part in the co-
construction of the model must answer the three following questions (the formulation of
which is adapted here to the establishment of a sustainable development project):
1. What are the principal resources of the territory and what is the key information to
guarantee a sustainable use of these resources?
2. Who are the main stakeholders involved in the use or duty to decide the
management practices of this territory?
3. What are the main processes that drive strong changes in resource dynamics?

Dependent on the extant and complexity of the territory concerned, the collective response
to each of these three questions can take between 1 and 3 hours. Depending on the level of
detail required, this can be between one half-day to one day and a half workshop. It is
important that the order of questions be respected and the facilitator must take care that
each one participant has the opportunity to deliver an opinion. In the sessions we facilitated,
the following simple procedure was adopted: a) a drawing, on an interactive white board,
easy-to-see by all the participants, b) for each element of ARDI, each participant has, in
turn, the opportunity to respond, c) only one concept to be proposed at a time.

To facilitate sharing mental models and representations, the answers to the questions are
formulated as lists of words, with a minimum of coding making it possible to easily classify
the information. The workshop is generally led by two people: a facilitator and a secretary.
The role of the facilitator is essentially the “hand” of the group and intervening only when
the response is formulated either in a too generic form (i.e. to refuse systematically the term
manager to define a stakeholder), or with a polysemous word or a term that can lend to
confusion (i.e. wood can be the place where trees stand but also the material resulting from
the exploitation of these trees). The role of the secretary is to keep track of the exchange
between members of the group, or between one participant and the facilitator. Among the
key aspects to monitor, three are particularly important: attitudes of the participants to each
other as a way to reveal social links, arguments developed to support a proposal or to
contradict it as a way to measure the strength of the assessment, and reasons advanced for
changing a previously accepted proposal or terminology as a way to follow up the group
dynamics. The first will permit to identify social networks, the second to better understand
individual mental models, and the third to keep the track of the path followed to reach an
agreement.
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3.2 ldentifying key stakeholders (“A for actors” in ARDI)

The first stage of the ARDI process culminates in the “actors” diagram (“A” from ARDI)
which is composed of the list of stakeholders and the corresponding management entities
and the links between them (Figure 1). The exercise proceeds in 3 stages. Initially the
participants simply list the stakeholders whom they consider associated with the question.
As long as new suggestions for stakeholders are proposed, the facilitator goes on with the
next participant or begins a new round from the table. Each “actor” proposed must be a
direct stakeholder (people who use or whose practices have a direct impact on key
resources of the territory), or an indirect stakeholder (people whose actions will encourage
the direct stakeholders to change their practices). Each input is added to the interactive
board by the facilitator as a new label, using colors to distinguish the category to which
they belong (black case for the direct ones, blue for the indirect ones). The facilitator may
suggest to precise certain types of actors (i.e. farmers be subdivided into stockbreeders and
wine growers) or challenge the assignment to a category if there is not consensus in the
room. A typical example of this type of intervention is the status given to the entity "herd".
Certain participants will position it as a resource, others will regard it as an actor. When the
grazing impact on grassland dynamics is a significant process, the facilitator may ask
whether participants think that the herd is autonomous (it decides where, when and how
much it will graze), or if it depends mainly on the decisions of the shepherd. In the first
case, one will retain the herd as a stakeholder, in the second case, it will be listed as a
resource managed by the shepherd.

Next, the organizer will ask the participants to specify the links which exist between the
identified stakeholders and to clarify in a simple way this relationship. Progressively, the
facilitator adds arrows according to suggestions made by the participants. He also
progressively shapes the diagram by bringing closer the stakeholders who have many
relations and moving those away that do not have any. When the participants consider that
the main interactions between actors are represented, the facilitator can put the finger on
incongruities and gaps (i.e. no link between the stockbreeder and the shepherd) or point out
stakeholders without any relation with any other. The facilitator then launches a discussion
on the relevance to retain this “actor” in the diagram, while the secretary keeps record of
the decisions taken by the group and the justification for the decision (the landowner is the
typical example of a stakeholder who does not have a link with anybody but that is often
retained in the diagram because he can easily block the development of the activities of
another stakeholder).

Lastly, always according to the principle of the negotiatin, the participants must identify
and clarify the management entities used by each direct stakeholder. Those can be spatial
entities (forest plot, grazing unit, water catchment), or not (herd, cash).

‘ Irrigation farmers ‘ ‘Commercial farmers ‘ Industry ‘

Private Foresters Corperate Foresters

‘M‘ ‘ Tourism operators ‘
Developer

‘ Local authorities ‘ ‘ N & P authorities ‘ Urban resident

‘ Subsistance farmers ‘

Changes proposed during the co-construction process:

when Water abstraction was located on the interaction diagram Rural community was questioned as
not being an important stakeholder since the amount abstracted seems unsignificant

Irrigation farmers is splitted into 2 categories in order to set apart Commercial farmers that consume
much less water

Foresters is also splitted into 2 categories according to the level of compliance to the Water Act...but
this decision was reconsidered when drawing the interaction diagram

National and Provincial authorities are aggregated because one is the arm of the other

Two new stakeholders appeared when debating on the action « pollute » in the interaction diagram:
Developers and Urban residents

Figure 1: ARDI step 1 at Crocodile River « What are the main stakeholders that
seem to be able to or need to play a decisive role in managing the river flow »
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3.3 ldentifying key resources (“R” in ARDI)

The second stage consists of listing the relevant resources of the territory according to the
key stakeholders previously identified, the word resource applying exclusively to goods or
products used by any of the stakeholders (Figure 2). During the collaborative construction
of the list, the principal types of resources are often gathered within five main categories
(infrastructure, water, minerals, plants and animals). For each resource mentioned, the
speaker is brought to justify his/her choice and is encouraged to specify which indicator
seems to be the most relevant to make management decisions regarding that resource.
Participants are encouraged to explain which characteristics of the resource they evaluate
before taking a decision on that resource. This indicator can be quantitative or qualitative
and if there is debate or non-agreement, several indicators may be applied to a particular
resource. As certain resources are temporary, one may have to specify the period of
existence (season, favorable year) and/or long-standing (lifespan of a building, time for
filling of a dam). The resources functioning as exogenous variables but whose
characteristics are critical in operating the system can also be mentioned (i.e. the rainfall in
arid or dry zones). This set of indicators will be used afterwards, during the model
implementation and the development scenarios steps, to visualize and compare the
stakeholders’ points of view (Etienne et al., 2003).

_ * Text in red means that the proposal was a feedback from the following steps
Comments and changes proposed during the co-construction process:

Not sure on ranking 3.

When the process Nutrient Leaching is adopted, the animals farmed near to the river such as trouts,

crocodiles or ostriches are added.
Difficulty to find a generic word, finally the facilitator’s suggestion Farmed animals is retained.

Figure 2: ARDI step 2 at Crocodile River « What are the main resources of the
catchment and the key information needed to support their management »

3.4 Ildentifying key processes (“D for dynamics” in ARDI)

The third stage consists of listing the main processes that drive change in the territory in
relation to the question (Figure 3). These processes can deal with ecological dynamics (i.e.
vegetation transitions or water flow), economic dynamics (i.e. market price-changes,
subsidies amount) or social dynamics (i.e. social cohesion, knowledge transfer). If the list is
large, the facilitator asks the participants to rank the 10 main processes giving 10 to the
most important one and 1 to the least. Then he sums up the scores given by each participant
and selects the 5 processes that get the highest score. For these processes, diagrams are
drawn to explain what forces are driving changes, with respect to which resources.

When dealing with ecological dynamics, participants may agree to the successive states
taken by the vegetation and specify the factors which cause the transition from one state to
another including the time required to move from one state to the next. The diagram can
either be designed “in situ”, or be a response to a proposal designed by an expert. In the two
options, it must clearly distinguish the dynamics related to the human actions (effect of the
techniques currently implemented), from natural dynamics (consequence of the
abandonment of the uses). A similar diagram can be applied to the dynamics of water.

At the end of this phase, it is advised to review and revise the diagrams and to identify
possible gaps. Three types of gaps may be identified. 1) An activity or a resource was
identified but no participant carried enough knowledge about it. The group then agrees to
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call upon an expert and nominates the person charged to identify and mobilize the expert.
2) An important actor was forgotten at the time of the preparatory phase and the group is
concerned by this absence. The group then agrees to invite the person to the next phase. 3)
An actor, a resource or a dynamic process are the subject of a total disagreement between
two or several participants. The group then agrees on the choice of an expert and the type of
information required from him in order to solve this dead-lock.

DF Drought frequency SFRA stream flow reduction activity
CP Crop production FR flow regulation
NL Nutrient leaching (N) WP water purification

WH Water heating

CM Chemical modification

UPI Urban population increase LS life support
WA water abstraction

* Text in red italics means that the term comes from the facilitator

Comments and changes proposed during the process:

When eliciting the impact of afforestations on river, the acronym SFRA is chosen because it
corresponds to the terms of the law.

When arguing on the importance of Wetlands in the interaction diagram, 2 new processes arised: FR
and WP

No way to elicit the process that makes sense with Fauna and Flora, after a long discussion, the
facilitator’s statement Life support is accepted

Figure 3: ARDI step 3 at Crocodile River « What are the main processes that drive
changes in the Crocodile Catchment that affect the river flow »

3.5 Eliciting interactions

The last phase of the ARDI method consists of synthesizing answers to the three preceding
questions by stressing the interaction between users and resources. It is a pivotal of the
exercise since it leads to the conceptual model representing all interactions related to the
tackled question. It is advised to devote more time to this phase since it generally takes one
half-day for a simple diagram (3-4 direct actors, 3-4 resources), and one day for a more
complex diagram (5-8 direct actors, 5-10 resources). The group must then answer the
following central question:

How does each stakeholder use the resources and modify the processes?

The facilitator will begin this stage by distributing and summarizing the diagrams carried
out during the previous stages, by making a particular effort of clarification if new people
were integrated to the group. When the diagrams are relatively simple, he directly invites
the participants to collectively construct an interaction diagram. For that, the facilitator puts
the main resource in the middle of the diagram and proposes to position the direct
stakeholders related to this resource. Each participant chooses, in turn, to add an interaction
between a stakeholder and a resource or between a stakeholder and another stakeholder. He
can either add a link on the collective diagram, or ask to add one of the stakeholders of the
list not yet included on the collective diagram. Each new interaction suggested must include
a verb which specifies the type of action that generates the link. The proposer must justify
his choice and indicate, when he knows them, the type of information used by the actors to
make the corresponding decision (i.e. | authorize a new allotment because the request for
residences exceeded 50; | withdraw my flock from this paddock because it remains less
than 300 kg of fodder; I will look for an agreement with the Regional Park because more
than 30% of the inhabitants complain about the area covered by fallow lands). Finally,
when all the arrows are drawn, the participants locate on the diagram the key processes
identified at the previous stage, by writing down their acronym besides the arrow
representing an interaction that is supposed to strongly affect them.

When the diagrams become too complex, it is preferable to proceed in a segmented fashion
by cutting up the exercise into several phases. Two options are possible. If several stakes
were clearly identified during the co-construction process, the facilitator proposes to carry
out a diagram of interactions for each of these stakes and leads the procedure described in
the preceding paragraph as many times as is necessary to complete the diagram. In this

871



M.Etienne / ARDI: a co-construction method for participatory modelling in natural resources management

case, he must take care that the resources and the stakeholders mentioned by the
participants continue to relate well to the chosen stake, and in case of doubt, to clarify the
considered link. If stakes are not clearly identified, the facilitator proposes to gather the
resources into categories, and then constitutes working groups on the 3 or 4 categories
which appear most important to the participants. In this case, it is necessary to add a phase
of pooling and comparison between the 3 or 4 built diagrams.

The role of the facilitator during the “interaction step” is particularly important and delicate
since he constructs an easily accessible and recognizable diagram at the same time as
facilitating the interactions and inputs (taking care to avoid confusing representations or
crossed arrows, etc). He needs also to ensure clarity of inputs from participants (whilst
avoiding putting them in delicate or uncomfortable positions) and regularly revisit those
inputs that are not integrated into the diagram (i.e. boxes without arrows), without forcing
the participants too much). The facilitator simultaneously assumes three objectives: a) to
gradually prepare a common diagram comprehensible to all, b) to identify clear and
indisputable interactions, and c) to leave the possibility of repairing lapses of memory.
Additionally, the facilitators role are to oblige each participant to reformulate their input so
as to avoid uninformative verbs (i.e. the herd grazes, the farmer farms his field, the manager
manages his budget) or to retain only the interactions which make sense according to the
question (i.e. in an exercise on fire prevention and urbanization, the interaction between the
cereal farmer and his crop field was restricted to ploughing the stubble after harvest,
because it is the only one that impacts land sensitivity to fire).

This phase is generally the richest and most interesting of the co-modeling process, but to
benefit maximally from this richness, it is essential to keep a record of the process of the
construction of the four diagrams. There is specific value to knowing why and how a
particular actor, or particular resource, or particular interaction, was mentioned, retained,
eliminated or transformed. It is possible to use many means to reach this goal: audio
recording (very comprehensive but very time consuming to analyze), a secretary dedicated
to this task (very effective because they can quickly give an account of the sequence
followed and how decisions were justified but it demands an additional person), the use of
an interactive table or a digital camera allowing progressively to take a series of
instantaneous diagrams with their construction (very demonstrative but requires either
particular equipment, or a person partially dedicated to the exercise).

Tourisi operators

llobby feed /
- llute
Authorities NL Irrigation farmers
abstract
pollute& cm ‘}b&@

reticulatelwater to

abstract
Urban residents | —— BoTlute oy Industry
pollute
DE WH
SF#‘A
| ettt
P

Local authorities
Figure 4: ARDI step 4 at Crocodile River « How does each stakeholder use the
resources and modify the processes »

UPI

4. TAKING THE PERSPECTIVES FURTHER

The completion of these four stages leads to the establishment of a conceptual model. This
model is a critical output of the ARDI process as it is a graphical representation of how the
stakeholders perceive the system to function. This has fundamental implications for the
next stages: designing and implementing a management plan for the territory based on the
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collaborative established understanding captured in the diagrams. Two options arise for the
working group: a) to work out a proposal for a management plan based on the conceptual
diagram (concerted research plan, charter of sustainable development), or b) to develop a
computer simulation model that will assist in decision making and dialog. In the first case,
the thinking will be focused on the territory and its priorities of development, education and
research. In the second case, the thinking will focus on the implementation of a computer
model or a role-playing game to help stakeholders to transport themselves to the future and
imagine and vision collectively adaptive co-management scenarios. In both cases, the
ARDI method is valuable and useful as it works with a collectively established
conceptualization of the territory and provides a concrete tool for applying the concepts of
adaptive management.

ARDI method has many similarities with Problem Structuring Methods such as the use of a
model as a transitional object, the emphasis put on the group process and the importance of
facilitation skills (Eden & Ackermann, 2006). But it is concentrated on the preliminary
issue conceptualization stage of modeling and on the visualization of a shared mental
model as other methods developed for systems thinking (Hodgson, 1992; Richardson &
Andersen, 1995).
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Abstract: This paper presents an approach for constructing and testing a decision analysis
process for adaptive water management under uncertainty. Water resources management as
a complex dynamic system contains nonlinearities, feedback loops, and delays. Qualitative
system dynamics modelling (e.g. causal loop diagram) is employed within a participatory
integrated framework (integrating social, environmental and economic elements) to identify
major drivers and their trends, potential evolutionary paths and their interdependencies, and
also possible actions that can be taken to reduce impact of these drivers. An evolutionary
Bayesian belief network-based methodology is developed to guide stepwise decision
making during the transition process taking into account key uncertainties. Causal loop
diagrams, as directed graphs, have no restrictions with feedback loops. Loops in causal
maps are usually the result of dynamic relationships between variables across multiple time
periods. However, Bayesian belief networks are hierarchical acyclic graphs, therefore have
no means of handling feedback loops. The proposed methodology addresses this major
shortcoming of Bayesian belief networks.

Keywords: System Dynamics, Feedback loop, Evolutionary algorithm, Bayesian belief
network, Adaptive management, Uncertainty, Learning.

1. INTRODUCTION

Sustainable management of water resources in light of global and climate changes is one of
the most pressing challenges of the 21 century. This requires approaches that take into
account full complexity of the systems to be managed and the need to develop adaptive and
integrated management approaches (Pahl-Wostl, 2006). This requires planning and
managing water resources in a holistic manner. In order to succeed, it is important to take
into account a wide range of (e.g. physical, environmental, economic, social and political)
factors that impact on the water resources. It is equally important to identify the best way of
linking these factors together and to simulate the interactions between them. Uncertainty is
another important problem, which is an inherent feature of environmental systems. These
systems are rarely well structured (Simonovic, 1996) as there is no definitive formulation,
no true or false solution, and no test of a solution for these problems. This has earned them
the title of wicked problems (Rittel and Webber, 1973). Causal Loop Diagrams (CLD) as
system dynamics tool can provide a framework within which the environmental structure
can be developed and the interactions and relationships among different variables can be
investigated. System dynamics is important in understanding the cyclical behaviour of a
system. In general, a feedback control system exists whenever the environment causes a
decision that in turn affects the original environment (Forrester, 1958). System dynamics
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introduces the possibility that a system may display non-equilibrium behaviour as it flips
between positive and negative feedbacks. The result is much more complex patterns of
movement over time (Stacey, 2002). Nowadays CLDs are mainly used for articulation of
dynamic hypothesis of the system as endogenous consequences of the feedback structure
(Sterman, 2000).

CLDs can be a good start for system modelling, however, in dealing with complex systems
with high uncertainties other tools are required. Bayesian belief networks (BBNs) are used
to simulate domains or systems containing some degree of uncertainty caused by imperfect
understanding or incomplete knowledge of the state of the system (Jensen, 1996). BBNs
have the advantage of dealing with uncertainties while avoiding overly complicated
mathematical methodologies. BBNs are directed acyclic graphs; therefore transformation of
CLDs with feedback loops to BBNSs is not a straightforward process. In what follows, an
evolutionary Bayesian belief network-based methodology is presented. The suitability of the
developed integrated methodology is discussed in facilitating generation of robust
management options as well as the way delayed feedback loops are handled.

2. ADAPTIVE WATER MANAGEMENT

Adaptive management is a systematic
process for improving management policies X3
and practices by learning from the outcomes Participatory ’%Zs’%g/%om
of implemented management strategy (Pahl- assesamen! %Sezof Y
Wostl, 2007). This requires incorporation of
iterative learning cycles in the overall
management approach. Considering and | Monioringand Paﬂfigirﬁjmoﬁslicy
analyzing  different  hypotheses  and evaluation

scenarios about system behaviour under
uncertain future development can be used as
a guiding process in adaptive management.
Figure 1 shows an adaptive management
cycle including consideration of scenarios
and hypotheses as learning process in an Figure 1. Adaptive management cycle
iterative policy cycle.

Management actions,
policy implementation

Adaptive management increases adaptive capacity by shifting linear decision making
process to a cyclic learning process that iteratively integrates problem bounding and
definition, policy formulation, implementation and monitoring in order to track and manage
changes (Sendzimir et al., 2007). This requires a number of decisions along any path of
change, the consequences of which are
uncertain ~ and evolutionary. Such e ppelion AL~
consequences can be modelled in system

dynamics using feedback loops that show &
ways in which a system can unexpectedly f
shift its behaviour. Feedback loop simply g:__.
means that the outcome of a previous action g/

is fed back as information that guides the .

next action in such a way that the

discrepancy between the actual outcome and .,:

the desired one is reduced until it disappears P i

to reach equilibrium state of behaviour fora | ,if. .
o=

system. A number of different forecast P e

scenarios should be prepared to take into CEmINEL e

account unforeseeable events (Stacey, Figure 2. Delayed feedbacks as drivers
2002). A loop can dominate the system’s of policy resistance and learning.

behaviour until accumulating influences
suddenly allow another feedback loop to take over control. Even though feedback loops add
to dynamic complexity of systems, all learning depends on them. As discrepancies between
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desired and actual states is perceived, actions are taken that hopefully will cause movement
towards the desired state (single-loop learning). On the other hand double-loop learning
results in more deep changes i.e. changes in mental models, goals and values (Sterman,
2006).

Figure 2 shows that each intervention has a consequence. Actions not only alter the
environment and the future decisions, they also can have delayed effects that need to be
addressed by other actions in order to restore equilibrium in the system.

3. EVOLUTIONARY BAYESIAN BELIEF NETWORK METHODOLOGY FOR
ADAPTIVE MANAGEMENT

Increasing uncertainties require a more adaptive and flexible management approach to
realise a faster coping cycle that allows the rapid assessment and implementation of the
consequences of new insights. Adaptive management can be defined as a systematic process
for improving management policies and practices by learning from the outcome of
implemented management strategies. Being adaptive thus means being able to constantly
change internal structures in order to respond to external changes. This requires innovative
approaches to facilitate improved learning and adaptation in addition to control (Pahl-
Wostl, 2007). Robustness is a key criterion for good decisions under uncertainty
(Rosenhead, 1993). The most effective form of adaptive management employs management
programmes that are designed to experimentally compare selected policies or practices by
evaluating alternative hypotheses (Gunderson, 1999). In general, there is no single solution
for complex and uncertain problems. There are often trade-offs that require choices.
Scenario planning is a strategic method that can be used to make flexible long-term plans.
Scenarios represent the outcome of the feedback loops with complex interactions and long
delays based on a set of assumptions about key driving forces. They assist in the assessment
of impacts, adaptation and mitigation processes.

To learn effectively in a world of dynamic complexity when evidence cannot be generated
through experiments, virtual worlds and simulation become the only reliable way to test
hypotheses and evaluate the likely effects of policies. The virtual worlds are models or
simulations in which decision makers can conduct experiment, rehearse decision-making
and play. They can be physical models, role-plays, or computer simulations (Sterman,
2006). The proposed methodology, which is based on the integration of evolutionary
multiobjective optimisation algorithm and Bayesian belief, facilitates design of robust and
flexible management strategies through an iterative decision making process. The two
software are linked via Microsoft Excel where all the data exchange takes place. In this
methodology, first different management strategies are identified (Fig.3.a). This is followed
by identification of future states of the system based on scenarios, which has been done by
introduction of new nodes (nodes A’, B’ and C’, Fig.3.b). Scenarios represent possible
consequences and effects of each action solution on other aspects of the system through
feedback loops (Fig.3.b). A Bayesian belief network is set up for each time step. In the
simplest from, on one hand, this is similar to the temporal extension of BBN which means
that the network structure or parameters do not change dynamically, but that a dynamic
system is modeled. On the other hand, as it consists of time-slices (or time-steps), with each
time-slice containing its own variables that are generated using EMO, it resembles single
loop learning where only actions and strategies can be changed. However in complex
systems with a large number of feedbacks, not only it models temporal nature of the
problem, but also introduces changes to the next time step as they are identified in each time
step. Changes here refer to those that will affect structure or parameters of the existing
Bayesian belief network. From decision making point of view, the former deals with
sequential decision making task while the latter, so called dynamic decision making task, is
more concerned with controlling dynamic systems over time.
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Figure 3. Handling feedback loops in BBN

The developed Bayesian belief networks
are  considered simultaneously in AT
identification of robust decision paths
(Fig.4). The outcomes of each time step
are the inputs of the following time step
(Fig.3.c). The trade-offs between different
objectives are evaluated. The stopping
criterion for the algorithm is defined as
identification of a management strategy
that is reinforced by other strategies
enabling its growth and stabilization. The
evolutionary based model facilitates this
and identifies, based on the concept of
survival of the fittest, the robust pathways
in a co-evolving environment. Figure 5
demonstrates the main steps of the
proposed methodology. The algorithm
starts by initialising action or strategy
nodes using randomly generated values from EMO software. This change will then have a
knock on effect throughout all those nodes linked to it. In this way the impact on the whole
system can be evaluated. The criteria for stopping this part of algorithm are that either
several consecutive decisions support similar actions or a predefined large finite time

Figure 4. Decision tree.
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horizon has reached. If the former criterion is not satisfied and depending on the
information provided by additional nodes representing the impacts of the feedbacks, two
possibilities exist. If additional nodes indicate no need for change in structure or parameters
of the system, the next step action plans generated by EMO will be implemented otherwise
the changes will be fed back to latest Bayesian network and the process will be continued.
This process will be repeated for all the solutions generated by EMO. The evaluated results
will be ranked based on their objective function values. The procedure will be repeated until
no improvement is made on Pareto optimal front or maximum number of generations is
reached.
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h 4 boundaries
Governing variables if necessary
values +
goals +
boundaries
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Figure 5. The proposed methodology

The methodology proposed in this work is not only anticipatory but also exploratory.
Anticipatory in a sense that it starts with prescribed vision of the future and then works
backwards in time to visualize how this future could emerge (focusing on long term). On the
other hand it is exploratory as it starts in the present and explores possible trends into the
future. This methodology is similar in a way to transition management (Rotmans et al.,
2001) which involves long-term planning process in small and incremental steps. These
planning and management methodologies take uncertainty and complexity as starting point
rather than as closing entry; they take learning as guide rather than fixed goals and are co-
evolutionary. Evolutionary planning and decision making process is aimed at different
interventions at different levels in time and space (Rotmans, 2006).

Despite our efforts to present the methodology by application to a flood plain management
problem, we were not able to quantify our developed conceptual models due to lack of data.
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We are hoping presentation of it at the conference would results in some interest from
participants and possibly a suitable case study to better illustrate the methodology.

4. CONCLUSIONS

High complexities due to nonlinearities, feedbacks and delays in environmental decision
making problems require more advanced techniques. In this paper an evolutionary Bayesian
belief network methodology is proposed to guide stepwise decision-making during the
transition process taking into account key uncertainties. In the proposed methodology,
complexities are considered as uncertain information and treated as elements of Bayesian
belief networks. The effects of delayed feedbacks are modelled using scenarios and
hypotheses. The outcome of each time step is fed back as input for next time step.
Simultaneous consideration of the all time steps under different feasible interventions using
evolutionary algorithm will result in a set of adaptive decision options that trade-off
between different objectives.

The proposed decision analysis approach allows decision makers to use computer models to
plan a wide range of feasible paths into the long term. Decisions made in this way are robust
because they are adaptive as they are explicitly designed to evolve in response to new
information.
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Abstract: The transition towards an adaptive approach to the water resources management
(AM) is leading to a growing demand of information in environmental decision-making. In
an adaptive approach, monitoring becomes the primary tool for learning about the system
and assessing the management strategies. Nevertheless, professional monitoring faces
several important challenges, especially in countries where financial and human resources
are limited. In our work, the usability of local knowledge to support environmental
monitoring has been investigated. Several shortcomings are hampering the use o