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Preface 
 
 
 
 
 
This volume contains abstracts from the technical program of the Third International 
Workshop on REsource Discovery, held on November 5th,2010. After two successful 
venues in Linz, Austria, joint to IIWAS (2008) and Lyon, France, co-located with VLDB 
(2009), the third International Workshop on Resource Discovery (RED 2010) was 
gathering again with IIWAS in Pontoise, France. 
 
Resource discovery is an exciting field of research where scientists of various 
communities meet to discuss a variety of topics. The workshop covers all challenges 
related to the definition, identification, localization, composition of resources including 
information sources such as a data repository or database management system (e.g., a 
query form or a textual search engine), links between resources (an index or hyperlink), 
or services such as an application or tool. Resource discovery systems allow the 
expression of queries to identify and locate resources that implement specific tasks. 
Because this problem is of particular interest to the bioinformatics community, many 
approaches have been designed to support biomedical applications and the analysis of 
workflows.  
 
We received 24 submissions to the workshop and we composed an exciting program 
including two invited talks on Quality-Of-Service in the context of resource discovery 
respectively given by Joyce El Haddad on “Optimization Techniques for QoS-Aware 
Workflow Realization in Web Services Context” and Laure Berti-Equille on “Assuring 
Quality of Service and Quality of Data: New Challenges for Service and Resource 
Discovery”. We accepted 15 papers organized in four sessions: resource discovery for 
composition, bioinformatics resource discovery, textual resource discovery, and Web 
service discovery. The workshop was concluded by a panel and open discussion on 
“Challenges of Quality-driven Resource Discovery”. 
 
We thank the 17 members of our Program Committee and panelists for their valuable 
contribution to the workshop. We are also grateful to iiWAS organizers for their kind 
support to going over limits to make this meeting successful. We kindly acknowledge the 
National Science Foundation for supporting student travel (grant IIS 0944126), and the 
Translational Genomics Research Institute and DID-USB for their support. 

 
November, 2010 
 
 
                                                                                                                Zoè Lacroix 
                                                                                                                María-Esther Vidal 
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ABSTRACT 
 

The growth of Internet technologies has unleashed a 
wave of innovations that are having tremendous 
impact on the way people and organizations interact 
with each other’s, publish, share, and discover 
resources. In particular, the significant adoption of 
Web services and resource discovery technologies 
demonstrates the effective automation of business-to-
business and interpersonal collaborations with new 
models for automated interactions among distributed 
and heterogeneous applications [1].  
Many available Web resources including services and 
data sources provide overlapping or similar 
functionalities or contents, albeit with different levels 
of Quality of Service (QoS) and degrees of Quality of 
Data (QoD). And a choice needs to be made to 
determine which services are to participate in a given 
service composition or which resources can be 
adequately selected to satisfy the user’s requirements 
both in terms of content and quality [2].   
Quality related aspects relevant for service- and 
resource-based applications cover a broad field of 
research, including work on quality modeling and 
specification, QoS and SLA negotiation, as well as 
constructive and analytical quality assurance (e.g.,  
testing, monitoring and static analysis) [3]. 

 
 

From an overview of related work in the areas of 
quality-aware service modeling and composition, 
resource discovery, and data quality management [4], 
we introduce and discuss recent methods and 
techniques for quality assessment. We also highlight 
new directions for assessing both quality of service 
and quality of content in data-centric service 
discovery. Finally, we discuss the new challenges 
have emerged through the shift from the traditional 
Web to Web 2.0 in the scope of quality of service and 
quality of data management. 

Categories and Subject Descriptors D.2.11 
[Service-oriented architecture (SOA)]: Algorithms 

General Terms 
Algorithms 

Keywords Quality of Service, Data Quality, Resource 
Discovery 
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Realization in Web Services Context

Joyce El Haddad
LAMSADE CNRS FRE 3234, Université Paris Dauphine

Place de Lattre de Tassigny, 75775 Paris Cedex 16, France
elhaddad@lamsade.dauphine.fr

ABSTRACT
With the development of Web services technologies, a lot
has been done to satisfy users’ requirements through ser-
vice composition. Service selection is an important part of
the service composition problem and the Quality of Service
(QoS) of the selected services has an impact on the QoS
of the produced composite service. This paper is devoted
to the presentation of some of the optimization techniques
currently in use in Web service context.

1. SUMMARY
Of particular interest in the context of Web services is the
problem of composition which consist in the realization of a
workflow that creates the functionality of a new value-added
service, called a composite service. As many provider might
provide functionally-equivalent concrete services, multiple
candidates might be available for a task in a composite
service. To distinguish among these candidates, their non-
functional properties are considered such as Quality of Ser-
vice (QoS) properties (e.g., response time, reputation, per-
formance, and availability). With the growing number of
alternative Web services that are functionally similar but
differ in QoS parameters, the QoS-aware service selection
problem becomes a decision problem on the selection of con-
crete component services with regards to user functional and
non-functional requirements.

In the literature many approaches have been proposed con-
cerning the selection of the best set of concrete services in
terms of QoS to execute the abstract tasks of the workflow
while meeting the user’s global QoS requirements, which is
known to be a NP-hard problem. In these approaches, the
service selection problem is formulated as a combinatorial
optimization problem and optimal or near-optimal solutions
are proposed.

The available techniques for solving combinatorial problems
can be classified in two categories : exact and heuristics
methods. Among the exact methods, we distinguished be-

tween linear programming based methods, mixed integer
programming based methods and dynamic programming.
For heuristics methods, we distinguished between construc-
tive methods such as greedy algorithms, local search meth-
ods such as tabu search, simulated annealing, and population-
based models such as ant colony optimization, evolution-
ary computation including genetic algorithms, and particle
swarm optimization.

Several selection algorithms have been proposed to select
service compositions with different composition structures
and various QoS constraints. A taxonomy of theses solu-
tions may be produced based on their objectives and the
way the proceed. In this work, we first give a general clas-
sification of exact and heuristics methods for combinatorial
optimization. According to this classification, we present a
first class of state-of-the-art approaches that aim at deter-
mining the optimal service composition, using exact meth-
ods (e.g., global planning [4], dynamic programming [3]).
These solutions have high computational cost, they can not
provide a solution in a satisfying amount of time for large
sized instances. To cope with this issue, we present other ap-
proaches proposing heuristics-based solutions (e.g., greedy
algorithm [1], tabu search [2]) aiming to find near-optimal
composition.

2. REFERENCES
[1] P. Bonatti and P. Festa. On optimal service selection.

In Proceedings of the 14th international conference on
World Wide Web, pages 530–538, New York, NY, USA,
2005. ACM.

[2] J. Ko, C. Kim, and I. Kwon. Quality-of-service oriented
web service composition algorithm and planning
architecture. J. Syst. Softw., 81(11):2079–2090, 2008.

[3] T. Yu and K. Lin. Service selection algorithms for web
services with end-to-end qos constraints. Information
Systems and E-Business Management, 3(2):103–126,
2005.

[4] L. Zeng, B. Benatallah, A. Ngu, M. Dumas,
J. Kalagnanam, and H. Chang. Qos-aware middleware
for web services composition. IEEE Trans. on Software
Eng., 30(5):311–327, 2004.
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ABSTRACT 

In large-scale Mobile Ad Hoc Networks (MANETs), one of the 
great design challenges is resource discovery due to the lack of 
infrastructure. Clustering the MANET into regions and forming 
virtual backbone will lead to a quick discovery of the services, but 
due to power constraint cluster head maybe out of reach. Re-
computation of cluster heads and frequent information exchange 
will suffer high computational overheads. Therefore, it is clear 
that a more stable clustering architecture will lead to the 
performance improvement of the whole network. In this paper, we 
will improve the service discovery scheme proposed recently by 
L. Dekar et al. through increasing the stability of the network 
architectures. To stabilize the clustering architecture for a longer 
time, we elect the node with maximum power capability to be the 
cluster head, and deploy a secondary cluster head for each cluster 
head. This secondary cluster head, which is a cluster member 
node, is identified and assigned by its cluster head to be the 
backup cluster head. Since the backup for the cluster head is 
known, the cluster leadership is transferred with no need to invoke 
the clustering algorithm. This will increase stability of the 
network and decrease the clustering communication and 
computation overhead. 

Categories and Subject Descriptors 

H.3.3 [Information Search and Retrieval]: Retrieval models, 
Search process; 
H.4.3 [Communications Applications]: Information browsing. 

General Terms 

Algorithms, Design. 

Keywords 

MANETS, Discovery, Service, Cluster, Ad hoc. 

SUMMERY 
In this paper, we propose a new resource discovery protocol that 
improves the resource discovery scheme proposed recently by L. 
Dekar et al. [1] which is a hypercubes-based resource discovery 
scheme for large scale mobile ad hoc networks. Our scheme starts 
by dividing the network into none overlapping clusters then 
hypercubes are constructed in each cluster of the network by 
considering closely its physical topology constraints and the 
hypercube multi-paths property. The constructed hypercubes are 
then connected to form a backbone. A Distributed Hash Table 

(DHT) is processed on these hypercubes to lookup and registers 
the resources.  

Mobile devices are with power constraint, each cluster head acts 
as a coordinator in its cluster, which causes it to consume more 
power. Previously, the criteria of electing the cluster head did not 
consider such issue, thus there is no guarantee for cluster head to 
have more power which may cause it to rapidly deplete its power. 
The continuous re-computation of cluster heads and frequent 
information exchange will lead to high computation overheads. 
Moreover, leaving the cluster head to fail then responding to the 
failure will lead to more overhead; due to the frequent information 
exchange among the participating nodes. Therefore, it is clear that 
a more stable clustering architecture will lead to the performance 
improvement of the resource discovery.  

In our scheme, we improved the resource discovery scheme by 
increasing the stability of the network architectures. To keep the 
clustering architecture stables for the longest possible time, we 
elect the node with the maximum power capability to be the 
cluster head. Afterwards,  we deploy a secondary cluster head for 
each cluster. This secondary cluster head, which is member node 
in the cluster, is identified and assigned by its cluster-head to be 
the future cluster head. Whenever is needed, the cluster leadership 
is transferred with no need to invoke the clustering algorithm 
since the secondary cluster head is defined apriori. Such approach 
will increases the stability of the network and decreases the 
clustering communication and computation overhead. 

Currently, we are conducting extensive simulation, using NS2 
Simulator, to evaluate the performance of our proposed scheme 
and compare it with the existing resource discovery approaches 
and demonstrate its superiority. 

REFERENCE 
[1] L. Dekar and H. Kheddouci, "A Resource Discovery Scheme 

for Large Scale Ad Hoc Networks Using a Hypercube-Based 
Backbone", 2009 International Conference on Advanced 
Information Networking and Applications, 2009, pp.293-300 
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ABSTRACT
We approach the problem of WS composition in distributed
platforms as an optimization problem by simultaneously con-
sidering functional, QoS, and transactional requirements.
We propose a Petri-Net based approach named PT-SAM, and
a utility function that combines QoS and transactional prop-
erties and guides the PT-SAM algorithm into the space of
compositions that best meet the QoS and transactional cri-
teria. Our experiments show that PT-SAM outperforms state-
of-the-art solutions by identifying compositions that better
meet the QoS and transactional criteria, while the compo-
sition time remains in the same order of magnitude.

1. SUMMARY
We address the problem of identifying WS compositions

that best meet a user request. A user request represents
functional, QoS, and transactional requirements; function-
ality is expressed as inputs and outputs, while a set of QoS
restrictions and the risk level define the required aggregated
quality and transactional property that the final Composite
WS (CWS) has to satisfy. We formalize this optimization
problem as the WS Composition problem, and provide a so-
lution based on the Petri-Net formalism. Additionally, we
extend the utility function previously proposed in [?] and
the formalization of transactional properties defined in [?].
This enhanced utility function combines functional, QoS,
and transactional properties to highly rank the WS compo-
sitions that best meet the user criteria.

CWSs are represented as Petri-Nets and the aggregated
transactional property of a CWS is derived from the proper-
ties of its component WSs and the structure of the Petri-Net.

The structure refers to whether there is a path between a
pair of services or not (Sequential or Concurrent execution).
We devise a Petri-Net unfolding algorithm as a composer
guided by our utility function to only consider compositions
that best meet the QoS and transactional criteria. As far
as we know, only few approaches consider QoS and trans-
actional properties at the same time, but none of them pro-
poses a utility function able to highly rank the WS composi-
tions that best meet the functional, QoS, and transactional
criteria.

We conducted an experimental study to compare our ap-
proach with respect to a state-of-the-art solution named
SAM [?]. The experiments were run on dataset of 5,000 ser-
vices and a benchmark of 200 queries. Services were ran-
domly annotated with two QoS parameters and transac-
tional properties; values of QoS and transactional proper-
ties were assigned following a uniform distribution. We mea-
sured time to identify the best composition and the quality
of the composition. We observed that PT-SAM identifies so-
lutions where QoS parameter values are reduced by at least
50% while the transactional criteria are satisfied. Addition-
ally, the composition time remains in the same order of mag-
nitude as SAM and may be reduced by at least 50%. In the
future we plan to compare PT-SAM with other existing trans-
actional based approaches and extend our experiments with
complex service datasets and benchmarks of queries.

2. REFERENCES
[1] S. Bansal and J. M. Vidal. Matchmaking of Web

Services-Based on the DAML-S Service Model. In II
Internat. Joint Conf. on Autonomous Agents and
Multiagent Systems, pages 926–927, 2003.

[2] E. Blanco, Y. Cardinale, and M.-E. Vidal. chapter
Aggregating Functional and Non-Functional Properties
to Identify Service Compositions. IGI BOOK
(Methodologies for Non-Funtional Requirements in
Service Oriented Architecture), 2010.

[3] J. El Haddad, M. Manouvrier, and M. Rukoz. TQoS:
Transactional and QoS-aware selection algorithm for
automatic Web service composition. IEEE Trans. on
Services Computing, 99(PrePrints):1–14, Nov. 2010.

4



Semantic Map for Structural Bioinformatics: enhanced
service discovery based on high level concept ontology

Edouard Strauser1

e.strauser@gmail.com
Mikaël Naveau1

naveau.mikael@gmail.com
Hervé Ménager2

herve.menager@pasteur.fr
Julien Maupetit1

julien.maupetit@univ-
paris-diderot.fr

Zoé Lacroix3

zoe.lacroix@asu.edu
Pierre Tufféry1

pierre.tuffery@univ-paris-
diderot.fr

1 MTi, INSERM UMR-S 973,
Université Paris Diderot (Paris
7) and RPBS, Paris, France

2 Groupe Logiciels et Banques
de Données, Institut

Pasteur,France

3 Arizona State University and
Translational Genomics

Research Institute (TGen),
Arizona, USA

ABSTRACT
International effort on structural bioinformatics has led, in
the last decade, to developments that keep resulting in sev-
eral hundred of new online services a year. Along with the
progress of our knowledge, new directions for research are
opened and new domains emerge while the level of data in-
tegration keeps growing, from molecule to complexes and
complexes to assemblies. Although researchers usually ac-
curately survey the novel methods in their field of expertise,
it becomes more and more complex for bioinformaticians,
and even more difficult for biologists to access an overview
of available existing domains and associated methods. To
address this problem, we have undertaken for several years,
the development of the concept of a Structural Bioinfor-
matics Semantic Map (SBMap) based on the coupling of
a high level concept ontology and a low level map of the
methods (services) as a mean to provide an efficient and
meaningful service discovery tool. While the use of a do-
main ontology has proven to be welcome by the users, the
number of concepts is rapidly too large to be tractable in
a manner similar to that of an atlas, in which possibly the
complete information is displayed and focus will allow the
discovery of the relevant information. In this study, we
address the problem and introduce and discuss a new his-
tory tracking scheme to reduce the visual complexity of ex-
plored graph. For more informations about the project, see
http://sbmap.rpbs.univ-paris-diderot.fr

1. SBMAP OVERVIEW
The ontology is composed of concept classes and relation-

ships expressed in OWL format. The catalog of services is
a database where each service is represented with relevant
informations such as the service URL, the input/output con-
cept and the input/output data type. The service registra-
tion is a process opened to any potential user who wishes
to register a service. The service entry interface is a form
where users describe the services they wish to register. Once
validated by a moderation committee that verifies the cor-
rectness of the description and its consistency with the ex-
isting data, it is incorporated in the map. Main component
of the system, the visualization interface (SBMapViz) aims

at allowing the exploration of the ontology and the services
graphs, the discovery of services that connect two concepts,
the retrieval to their characteristics, and the access to the
selected service.

2. ONTOLOGY EXPLORATION CHANGES
After a few steps of node expansion, the exploration re-

sults in unseasy node identification. To overcome this weak-
ness, the new release of SBMapViz has been revisited thanks
to participative design workshops. Four new features have
been developped to reduce the visual complexity and en-
hance the viewer user-friendliness: (i) reduced node ex-
pansion: this new navigation mode only displays the path
of concepts clicked by the user; previous concepts childs re-
mains hidden, (ii) explicit node selection: node (concepts
or methods) selection can results from a direct text search,
(iii) dynamic colors: concepts associated color gradient re-
veals the navigation history, and (iv) full history manage-
ment: the user can rewind or fast-forward the navigation
history and save or reload his session.

3. CONCLUSIONS AND PERSPECTIVES
Future works for SBMap will mainly focus on two points.

First, a natural navigation session through the ontology will
draw a path with more than a single service. Such a path
could be translated in a standard XML grammar that de-
scribes a workflow and be executed in a workflow engine
such as Mobyle. The second perspective of this work is to
supply the SBMap registred web services with a collection of
concept-related BioCatalogue services, allowing more com-
plex workflows to be designed from the SBMapViz applet.
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ABSTRACT
Finding specific, valid, complete, and up-to-date informa-
tion on the Web is a critical problem experienced daily by
all users, regardless of their expertise. Many Web usage sce-
narios not only have to discover and identify web resources
publishing high-quality information, but also must access
these resources on a regular basis for detecting updates and
new data. A key mechanism now offered by most web in-
formation sources to inform their clients about resource up-
dates is RSS subscriptions. RSS is an XML-based format
for syndicating news articles on the Internet. RSS services
supply their subscribers with feeds of news items summa-
rizing the headlines published by a particular web site. Yet
the purpose of RSS goes beyond standard news publishing
as it allows information providers on the Web to commu-
nicate to their subscribers all updates made on their Web
site or in their data repository. It is a free and easy way
to promote a site and its content without the need to ad-
vertise or create complicated content sharing partnerships.
On the user’s side, RSS feeds are a simple way to create a
personalized information space monitoring a variety of web
resources. Yet one of the weaknesses of RSS is that there is
no easy method or an agreed-upon standard to locate and
agregate feeds. Current RSS registries like GoogleReader1,
Syndic82 or Feedzilla3 are mainly based on simple keyword
search and a non-personalizable set of hierarchically orga-
nized categories for describing and retrieving feeds. Agre-
gation is limited to the visual agregation of widgets in a
web page (Netvibes, Feedzilla) or the creation of collections
(Google Reader). The identification of RSS feeds relevant

1http://wwww.google.fr/reader.
2http://www.syndic8.com.
3http://www.feedzilla.com.

to a question of interest is challenging. The user must know
which resources are relevant to answer the question, if they
provide a RSS subscription, and compose mentally the vari-
ous resources whose scope provide the complete information
domain when combined. We present an approach to support
semantic RSS feed discovery and agregation. Our proposed
approach is the development of a semantic feed registry for
RSS feeds that supports discovery queries as paths in terms
of a domain ontology. This registry is based on a declara-
tive RSS query language and a Semantic Map where RSS
subscriptions are mapped to paths in some internal ontol-
ogy. This approach not only provides a user-friendly access
to RSS feeds of interest but it also allows the agregation of
such feeds as answers to complex semantic questions. For
example, ClinicalTrials.gov provides information on feder-
ally and privately supported clinical trials conducted in the
United States and around the world. Users can subscribe to
various RSS feeds which can be mapped to different concepts
in some ontology such as clinical trial, disease, therapy, and
patient. The same ontology also might specify relationships
between concepts in addition to the isa and is composed of
hierarchies. These relationships may be exploited to anno-
tate RSS feeds in a more precise way that the identi cation
of concepts. For example, ClinicalTrials.gov documents the
relationship Recruits between a clinical trial and a patient
pro le. We will use this valuable information in the annota-
tion process by mapping the resource to the paths, as linear
expressions in terms of the domain ontology, it documents.
Feed discovery queries aim at identifying existing resources
that provide updates via RSS feeds on a topic of interest.
The result of a discovery query is a set of path expressions
which can be rewritten into a union of RSS feed agregation
queries. The nal result is a new feed which aggregates all
news published by the relevant RSS feeds. Future work in-
clude the implementation of this approach on top of RoSeS,
a query-based RSS feed aggregation prototype.
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ABSTRACT1 
Scientific workflows are abstractions used to model and execute 
in silico scientific experiments. They represent key resources for 
scientists and are usually enacted and managed by engines called 
Scientific Workflow Management Systems (SWfMS). Each 
SWfMS has a particular workflow format. This heterogeneity of 
formats poses a complex scenario for scientists to search or 
discover workflows in dispersed repositories for reuse. The 
existing workflows in these repositories can be used to leverage 
the identification and construction of families of workflows 
(clusters) that aim a particular goal. However it is hard to compare 
the structure of these workflows since they are modeled in 
different formats. One alternative way is to compare workflow 
metadata such as natural language descriptions (usually found in 
workflow repositories) instead of comparing workflow structure. 
In this scenario, we expect that the effective use of text mining 
techniques can cluster a set of workflows in families, offering to 
the scientists the possibility of finding and reusing them. This 
paper presents Athena, a cloud-based approach to support 
clustering workflows from disperse repositories using natural 
language descriptions, thus integrating these repositories and 
providing a facilitated form to search and reuse workflows. 

 Categories and Subject Descriptors 
H.4 [Information Systems Application]: workflow management.  

General Terms 
Management, Performance, Experimentation. 

Keywords 
Scientific workflow, text mining, metadata 

1. SUMMARY 
Over the last years, scientific workflows became a de facto 

standard to model in silico scientific experiments [1]. Scientific 
workflows declaratively capture the activities of a scientific 
experiment and the dependencies between them. Such activities 
are represented as components that define the computations that 
should take place. Because scientific workflows are embodied 
knowledge of a scientific domain, scientific workflow modeling is 
a learning process where reuse techniques is a key issue. Although 
there are many available repositories for scientific workflows, like 
myExperiment [2], they do not provide necessary mechanisms to 
allow the effective search for existing workflows, especially in 
different formats to facilitate reuse. Since it is complex to 
structurally compare workflows in different formats and 
repositories, other alternatives should be considered. One 
                                                                    
1 This research was partially funded by CNPq and CAPES 

possibility is to analyze the available natural language 
descriptions. However, another question arises: how do we 
analyze workflow descriptions that are represented using natural 
language? One option is to use Text Mining (TM) [3] techniques, 
to identify a set of workflows families.  

This paper presents Athena, an approach that aims at 
searching workflows in different repositories, analyzing existing 
metadata and creating families of workflows with the same 
purpose using a cloud [4] infrastructure. In this way, Athena 
integrates different repositories allowing scientists to search for 
workflows in different formats and reuse them, avoiding 
unnecessary rework. By grouping these workflows, scientists are 
also able to model experiments using high level abstractions 
representations. Athena has been designed to operate over 
heterogeneous cloud environments, to be independent of the 
workflow repository (any repository can be coupled to Athena) 
and to be able to handle natural language descriptions. Athena 
architecture is composed by five main kinds of components: Web 
Crowler, Execution Broker, Pre-processing components, Cluster 
components and Integrated Resource Repository. Athena was 
evaluated in the Amazon EC2 environment. A first study was 
conducted to evaluate the viability of the architecture. It aimed at 
analyzing the comparison of workflow pairs and identifying 
clusters of workflows. All workflows used for this study were 
downloaded from the myExperiment site. We have evaluated the 
generated clusters with bioinformatics specialists in order to check 
if the workflows are grouped in a coherent form. In general, 
Athena produced coherent clusters that could be used to facilitate 
workflow search and reuse. 

2. REFERENCES 
[1] M. Mattoso, C. Werner, G.H. Travassos, V. Braganholo, L. 

Murta, E. Ogasawara, D. Oliveira, S.M.S.D. Cruz, and 
W. Martinho, 2010, Towards Supporting the Life Cycle 
of Large Scale Scientific Experiments, IJBPIM, v. 5, n. 
1, p. 79–92.  
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[3] R. Feldman and J. Sanger, 2006, The Text Mining Handbook: 
Advanced Approaches in Analyzing Unstructured Data. 
Cambridge University Press. 

[4] D. Oliveira, F. Baião, and M. Mattoso, 2010, "Towards a 
Taxonomy for Cloud Computing from an e-Science 
Perspective", Cloud Computing: Principles, Systems 
and Applications (to be published), Heidelberg: 
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ABSTRACT
Different types of data skew can result in load imbalance in
the context of parallel joins under the shared nothing archi-
tecture. We study one important type of skew, join product
skew (JPS). A static approach based on frequency classes
is proposed which takes for granted the data distribution of
join attribute values. It comes from the observation that
the join selectivity can be expressed as a sum of products of
frequencies of the join attribute values. As a consequence,
an appropriate assignment of join sub-tasks, that takes into
consideration the magnitude of the frequency products can
alleviate the join product skew. Motivated by the aforemen-
tioned remark, we propose an algorithm, called Handling
Join Product Skew (HJPS), to handle join product skew.

Keywords
Parallel DBMS, join operation, data distribution, data skew,
load imbalance, shared nothing architecture

1. HANDLING JOIN PRODUCT SKEW
We propose a heuristic algorithm called HJPS that alle-
viates the Join Product Skew effect. Join product skew
occurs when there is an imbalance in the number of Join
tuples produced by each database processor. HJPS iden-
tifies the skew elements and assigns a specific number of
processors to each of them. HJPS constitutes a refinement
of previous proposed algorithms in the sense that the ex-
act number of the needed processors is defined for each
skewed value instead of duplicating or redistributing the tu-
ples across all the database processors. Additionally HJPS is
advantageous in the case of having Join Product Skew with-
out having redistribution skew. HJPS is as follows: The
number of the needed computations for the evaluation of
the join operation, that identifies the total processing cost
(TPC), is the sum of products of the number of tuples
in both relations that have the same join attribute values.

TPC =
∑

bi∈D |Rbi | ∗ |Sbi |. HJPS deals with the case of the

binary join operation R(A,B) 1 S(B,C) in which the join
predicate is B. Let D = {b1, ..., bm} be the domain of values
associated with the join attribute B. We denote by |Rbi |
(|Sbi |) the number of tuples of the relation R (respectively
S) with join attribute value equal to bi, where bi ∈ D. HJPS
assumes that the quantities |Rbi |, |Sbi | for every bi ∈ D are
known in advance by either previously collected or sampled
statistics. The number of the database processors is de-
noted by n. In the context of the parallel execution of the
join operator, the ideal workload assigned to each proces-
sor, denoted by pwl, is defined as the approximate number
of the joined tuples that it should produce in order not to
experience the join product skew effect. Obviously, it holds
that pwl = TPC/n. HJPS determines whether or not a
join attribute value bi ∈ D is skewed by the number of the
processors dedicated to the production of the joined tuples
corresponding to this value. The quotient of the division
of the number of joined tuples associated with the join at-
tribute value bi (which is equal to |Rbi | ∗ |Sbi |) by pwl gives
the number of the processors needed to handle this attribute
value. In the case that the result of the division, denoted
by vwlbi , exceeds the value of two, HJPS considers the join
attribute value as skewed. The latter is inserted into a set of
values, denoted by SK. Let SK = {ba1 , ba2 , ba3 , ..., bal} be
the set of the skewed values. HJPS iterates over the set SK.
In particular, for the value ba1 , suppose that the number of
the needed processors is equal to vwlba1

. The algorithm
takes a decision based on the number of tuples with join
attribute value ba1 in relations R and S. If |Rba1

| > |Sba1
|,

the tuples of the relation R are redistributed to the first
vwlba1

processors while all the tuples from the second rela-
tion are duplicated to all of the vwlba1

processors. In order
to decide which of the vwlba1

processors is going to receive
a tuple of the relation R with join attribute value ba1 , the
algorithm applies a hash function on a set of attributes. On
the contrary, if it holds that |Rba1

| < |Sba1
|, all the tuples

from the relation R with join attribute value equal to ba1 are
duplicated to all of the vwlba1

processors while the tuples
of the relation S are distributed to all of the vwlba1

pro-
cessors according to a hash function. The same procedure
takes place for the rest of the skewed values. The remaining
tuples are redistributed to the rest processors according to
a hash function on the join attribute.
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Promote, sustain and make available scientific resources, as
computer programs, for multidisciplinary research teams is
often a real difficulty. We propose an ontology-based ap-
proach to manage, share and promote software programs in
a research community. Our proposition takes into account
relations between programs: how they are linked, how they
could collaborate, follow on and be retrieved. We have de-
veloped a new kind of software repository for a team of bi-
ologists, statisticians, agronomists and geneticians.

In the research laboratory LEPSE specialized on studying
plant responses to environmental stresses, dozens of R1 func-
tions are produced every year. As a result, there is an im-
portant turn-over of function authors and users which calls
for understanding, sharing and re-using these functions. In
this context, we have initiated a development to organize
and promote these functions through the development of a
knowledge-based repository.
Given the great diversity of R functions, we have decided
to index them with some formalized knowledge describing
them, in order to retrieve them by formal reasoning. For this
purpose, we developed an ontology providing a controlled
and structured vocabulary that captures the concepts and
properties necessary to describe R functions. This ontology
comprises concepts and properties to describe functions like
”Intention”, ”Argument”and the relations between functions
like ”hasCall” or ”couldBeUsedAfter”.
As a result, functions can be retrieved according to a wide

1R is a software language for statistics and graphics

iiWAS2010 , 8-10 November, 2010, Paris, France

range of criteria: author, graphics type, intentions, func-
tion calls –more generally, it is relevant to generate the
call graph of one function to understand it–, functions from
which they are adapted –this makes easier the maintenance
of the repository–, functions used after or before –this helps
to construct chaining of treatments–, etc..
To formalize both the ontology and the annotations of R
functions, we adopt the Semantic Web models: the annota-
tions are represented into the Resource Description Frame-
work (RDF) and the ontology in the Ontology Web Lan-
guage (OWL). As a result we are able to semantically re-
trieve R functions by expressing queries in the SPARQL
language. We have developed a Semantic Web application
for the repository, annotation and search of R functions. It
relies upon the Corese engine dedicated to ontological query
answering on the Semantic Web.
The architecture of our application is based on a Web Service
and allows to: (i) Upload, download and update R functions
or RDF annotations, (ii) Retrieve functions by processing
SPARQL queries over RDF annotations. The Web Service
allows to be used by heterogeneous clients for different pur-
poses (download to R session, versioning, etc.).
We have also developed a user-friendly Web interface with
dynamic pre-filled forms. Our application provides an envi-
ronment for (1) create and edit annotation: a Web user in-
terface allows authors to upload R functions and to describe
them in a few minutes; and (2) powerful search: based on a
SPARQL queries generator, users can find and get R func-
tions with a global and accurate understanding and receive
suggestions to support their search.

To conclude, we have built a semantic repository of anno-
tated R functions to centralize and share R functions for
biologists. It capitalizes expert know-hows that would oth-
erwise often be lost or become non-usable because of a lack
of documentation and description. We are convinced that
this kind of repository developed for the LEPSE could bene-
fit a much wider community of R function authors and users
and be adapted to handle other programming languages.
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ABSTRACT
Performing bioinformatics analyses requires the selection and
combination of tools and data to answer a given scientific
question. Many bioinformatics applications are
command-line only and researchers are often hesitant to
use them based on installation issues and complex command
requirements. The Mobyle framework aims at providing
a usable interface that offers an access to many bioinformat-
ics tools within a single integrated environment. It includes
a complete set of tools that cover the description, publica-
tion, and execution of bioinformatics software in a full-web
environment.

However, the traditional approach of setting up central-
ized resource centers to aggregate tools and data does not
scale well with the growing diversity of the methods to oper-
ate, which can exceed the skills of the staff attached to such
centers. The MobyleNet project is an initiative to cre-
ate a network of smaller platforms with specific skills. The
services are published on a framework that favors interoper-
ability between the sites, enabling the seamless integration
of resources to run cross-domain protocols.

1. MOBYLE SERVICE DISCOVERY
The description of the services published by Mobyle covers

multiple aspects of the tool or service, describing (1) the sci-
entific task it performs, (2) how to use it (from a user point
of view), (3) the user interface of the submission form and
the presentation of the results, (4) how to call it (how the
system should instantiate it and capture the results). This
description, stored as an XML file, provides an abstract de-
scription of what it achieves, using both natural language
descriptions and controlled vocabularies that provide the
required metadata which is exploited to facilitate service
discovery. It contains the required information to generate

components such as a search-able classification tree and a
search-engine accessible sitemap. Furthermore, the syntac-
tic and semantic description of the data and parameters in
the system provides a solution to guide users in the con-
struction of interactive as well as pre-defined bioinformatics
workflows by performing automatic conversions between se-
mantically compatible (i.e., conveying the same information)
data formats.

2. MOBYLENET RESOURCE SHARING
The technical basis of MobyleNet is the Mobyle Network

functionality. It provides Mobyle server administrators the
possibility to share resources, exporting and importing pro-
grams between servers: while users still access the same
portal, the jobs corresponding to some programs can be re-
motely executed and stored. The administrator of a server
can (1) import programs from other servers, allowing these
programs to be displayed as available (though remotely-
executed) programs, or (2) export programs, i.e. allow ad-
ministrators from other Mobyle servers to import them into
their portal.

3. CONCLUSION
We presented here the Mobyle software suite, and its de-

rived project, the MobyleNet initiative. Both provide solu-
tions to the question of resource integration in bioinformat-
ics, including mechanisms that facilitate the discovery of new
services, which is a key element to address when publishing
bioinformatics resources to biologists.
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ABSTRACT 

In this work two one-class classi fication approaches were 
empirically evaluated and compared for the task of  
identif y ing interesting resource in social tagging 
systems. One-class SVM and Rocchio classi fiers were 
used to learn the user interests starting from di f ferent 
sources, such as the full-text o f resources and their 
social tags. 

Categories and Subject Descriptors  

H.3.3 [Information Search-Retrieval]: In formation 
Filtering-social tagging systems, one-class classification, 
folksonomies 

 
1.    INTRODUCTION 

Finding interesting information in the massive amount of freely 
accessible, user contributed and annotated Web resources existing 
in folksonomies is becoming a time consuming and difficult task 
for users. To alleviate this problem, both content and social tags 
associated with resources annotated by a user can be used to build 
a user interest pro le that, in turn, can be applied to filter further 
incoming information from tagging systems (e.g. RSS feeds). 

In this work we evaluate two classification algorithms as a means 
to distinguish relevant resources. Tag-based classifiers are learned 
using the Web resources users annotate and have in their 
personomies as positive examples of their interests. This is a 
special case of classification, known as one-class classification, in 
which it is necessary to determine whether an example belongs to 
a target class (interesting) when only examples of the target class 
are given. 

 

2.    PROPOSED APPROACH 

User actions of assigning tags to resources are a strong indication 
of relevance about its content. Consequently, positive examples of 
the user interests can be easily collected from folksonomies. On 
the contrary, identify representative negative examples or non-
interesting resources is more complex since users might not tag a 
potentially interesting resource because of multiple reasons. 

 

For the task of determining whether a resource is inter-sting for a 
user basing training only on positive examples one-class SVMs 
(Support Vector Machines) and Rocchio were compared.  

Schölkopf et al. [2] extended the SVM methodology to handle 
training using only positive information. Essentially, one-class 
SVM consists in learning the minimum volume contour that 
encloses most of the data and it was proposed for estimating the 
support of a high-dimensional distribution. Rocchio [1] algorithm 
is a materialization of prototype-based classifiers, which represent 
each class in terms of a prototype vector in the same dimensional 
space as documents, making it feasible to estimate the similarity 
between documents and prototypes of classes. 

 

3.    RESULTS AND CONCLUSIONS 

Experimental results obtained with a set of personomies gathered 
from Del.icio.us site showed that tag-based classifiers 
outperformed full-text classification in identifying interesting 
resources. Tag-based classifiers trained using the top 10 tags 
assigned to resources showed better performance than those 
learned using the full tagging activity associated to them. Thus, 
top 10 tags offers good performance levels and an important 
reduction in leaning complexity given the smaller size of the 
resulting dimensional space. 

 

Both frequency-based (number of users that employ a given tag) 
and binary representations (occurrence or non-occurrence of a 
given tag) of the resulting tag vectors were considered in the 
experiments. In this regard, SVM and Rocchio showed distinctive 
behaviors. Rocchio outperforms SVM when frequency vectors are 
considered, more likely be-cause is a method coming from 
information retrieval area, whereas SVM improves Rocchio 
results over binary vectors. 
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ABSTRACT
Recent studies have revealed there are many more extant
biological resources such as web services and data reposito-
ries than the actual number of such resources that are be-
ing leveraged by life scientists in their work. Life scientists
typically use those resources that they are familiar with to
implement protocols in efficient workflows, which may not
be the best possible way to meet the requirements of the
protocol. They have difficulties to identify the most suit-
able resources to design their workflows and maintain them
as new resources or new versions are becoming available.

Tools that facilitate biological resource discovery and in-
tegration address this issue by helping scientists choose and
compose the appropriate resources for their protocols. This
paper defines five different criteria to classify the available
tools for resource discovery with an emphasis on user inter-
action. Each category is further divided into sub-categories
for finer grain classification. A number of leading scientific
resource discovery tools are introduced and classified accord-
ing to the proposed criteria in this work. An example is also
provided to show how a scientist can use these criteria to
select an appropriate resource discovery tool for his work.

Categories and Subject Descriptors
D.2.11 [Service-oriented architecture (SOA)]: :Algo-
rithms

Keywords
Web Service, Data source, Ontology, Semantic Web, Seman-
tic Map, Resource Discovery, Bioinformatics
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ABSTRACT 
Technology intelligence refers to activity for supporting an 
organization’s decision-making process by collecting and 
forwarding information on new technologies. We have developed 
a Technology Intelligence Service named InSciTe, into which 
Semantic Web and text mining technologies are combined, in 
order to help users to make decisions necessary to establish an 
R&D direction for new research domain. It analyzes relations 
among technologies, research agents and research results and 
provides services in the viewpoint of discovery, combination, and 
comparison. 

Categories and Subject Descriptors 
H.3.4 [Semantic Web], I.2.7 [Natural Language Processing] 

General Terms 
Experimentation. 

Keywords 
InSciTe, Technology Intelligence Service, Semantic Web, Text 
Mining. 

1. InSciTe as a Technology Intelligence 
Service 
InSciTe, a technology intelligence service, supports decision-
making processes to establish R&D strategy. It is designed to help 
users to analyze patents and papers and to achieve the goal. It also 
aims at building fast and automated knowledge, developing 
effective services conducive to making decisions and enhancing 
information accessibility in conjunction with Linked Data. 

The service is based on OntoFrame, which is a Semantic Web-
based service platform providing implementation infrastructure. 
OntoFrame aims to search information and discover implicit 
knowledge in the information for helping users to achieve their 
needs efficiently [2]. It includes a semantic knowledge 
management tool named OntoURI, a commercial search engine, 
and a reasoning engine named OntoReasoner. The ontology 
instances populated by OntoURI are stored and inferred using 
OntoReasoner, which performs rule-based reasoning based on 
RDF Semantics and partial OWL Semantics in ways of forward-
chaining. 

We managed to extract names of technologies and their relations 
from 450,000 papers and patents in the field of green technology. 
We have also extracted various relations among the technologies 
such as element technology, similar technology, competing 
technology, etc. from PubMed data, NDSL, and Wikipedia. These 
extracted technologies and their relations are compiled into 
OntoFrame in RDF format and further utilized for various 
technology-related services. 

Main features of InSciTe are as follows. First, it has a through 
process of extract-transform-load (ETL) and -analysis by 
combining text mining and Semantic Web technologies. Second, 
InSciTe allows verification of search and analysis results by using 
reasoning verification function of OntoReasoner. Third, InSciTe 
offers enhanced information accessibility through connection with 
Semantic Web-based open sources represented by Linked Data. 
Fourth, InSciTe can present multifaceted viewpoints such as 
academic and business views by blending heterogeneous sources 
such as papers and patents. 

InSciTe can be categorized into a composite service of 
technologies, research agents, and research results. Technology-
Agent Map service is a representative composite service, which 
allows users to compare research results and relations of 
competition/cooperation of research agents (researchers, 
institutions, and nations) for the technologies searched and 
expanded by the users. Technology-centric services include 
technology browser which visualizes the relations among element 
technologies, similar technologies, and competing technologies, 
technology performance graph which allows users to discover a 
given technology’s current level of maturity, and irrupted 
technology/agent trend services which show entry timings of 
given technologies and agents. Meanwhile, agent-centric services 
are designed to help users to figure out the 
competitive/cooperative relations between research agents for a 
given technology by grouping cooperative research agents. These 
services also allow users to see market trends of a technology. For 
instance, users can find out whether the market for a technology is 
led by a sole, representative agent or is being developed through 
mutual, balanced cooperation. 

2. REFERENCES 
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1. SUMMARY
Web services are a set of operations that are described in an
XML format to facilitate its automatic publication, discov-
ery and composition. Particularly in the service discovery
problem a number of web services that match a user request
must be selected and ranked. This is so important as the
number of web services increases, because the manual search
of services is not feasible.

The most promising approaches that deal with the service
discovery problem are hybrid solutions that apply both se-
mantic and syntactic similarity metrics to determine whether
the service matches the user request or not. These ap-
proaches consider that the combination of complementary
similarity metrics will improve the matching between ser-
vices and the request. However, in these proposals (i) there
is not an analysis to decide the more appropriate similarity
metrics, that is, selected metrics are used without a clear
reason; and (ii) there is not an analysis to decide to which
element of the service description each selected similarity
metric should be applied. In our opinion a deeper analysis
of the similarity metrics to be applied is required.

To solve these two drawbacks we have developed an OWLS
matchmaker that deals with the service name, description,
and inputs/outputs as the elements to compare an OWLS
service with the user request. To develop this matchmaker
we have carried out the following steps:

1. A deep study of the similarity metrics available in the
literature has been carried out in order to make an ap-
propriate selection of the metrics to be applied. Thus,
semantic, syntactic and structural-based metrics have
been considered.

2. A careful selection of the elements of the OWL-S ser-
vice profile over which these metrics should be applied
has been made. While services names and descriptions
are compared one to one, each service input/output is
matched with a request one. In order to obtain a global
similarity for inputs and other for outputs we present
equations that allow us to combine the similarity of
these matched pairs.

3. Redundant similarity measures are eliminated based
on their correlations. It is necessary to minimize the
number of similarity calculations to be made, since for
each user request, a comparison with all the services
available in the repository must be carried out. Fur-
thermore, this step allow us to select only the similarity
metrics that contribute to the solution.

4. Finally, the uncorrelated similarity metrics applied to
services and requests are the inputs of a neural net-
work (multilayer perceptron) trained with the 80% of
the user requests. For each pair of user request and
repository service, this neuronal network classifies the
service in relevant or not relevant for the given request.

In this paper we used OWLS-TC version 3 as the web service
repository to validate our proposal. The results obtained
show that our approach clearly outperforms OWLS-MX, but
only has a small improvement respect to iMatcher. The rea-
son for this slight improvement can be found in the use of
two unfolded metrics in our matchmaker, while iMatcher
uses only one. Unfolded metrics are syntactic metrics based
on the ontology structure that describe the inputs and out-
puts of the services. When these kind of metrics are used
in light-weight ontologies we obtain very valuable results,
which could be even better than the results obtained with
semantic reasoning. Furthermore, as final result of our ex-
perimentation we show that unfolded metrics can not be
overcome adding other metrics not based on the ontology
structure.
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ABSTRACT 
This panel summarizes some of the challenges addressed at the 
RED 2010 panel. The panel follows two invited presentations that 
address the problem of quality in the context of resource 
discovery. They are Assuring Quality of Service and Quality of 
Data: New Challenges for Service and Resource Discovery by 
Laure Berti-Equille and Optimization Techniques for QoS-Aware 
Workflow Realization in Web Services Context by Joyce El 
Haddad. The questions discussed by the panelists cover modeling 
issues, formats, languages, semantics, applications, and 
benchmarks. 

Categories and Subject Descriptors 
H.3.7 [Digital Libraries]: Standards; User issues  

Keywords 
Quality metrics, Quality of Service, Resource Discovery 

1. Quality for Resource Discovery 
First the panelists share their views on resources, what they are, 
what quality measures can be assigned to them, and the problem 
of resource discovery.  As discussed in our previous workshops, a 
resource can be many things depending on the user or expert 
including an agent, an application, a service, a data source, etc. [1] 
The problem of resource discovery itself can be approached in 
various ways each with its own quality measures. 

2. Traditional QoS Approaches 
Although resource discovery raises specific issues, many existing 
approaches designed for Quality of Service may be exploited and 
revised for that purpose. 

3. Workflow-driven Quality 
More recent work look at a resource in the context it is used, often 
composed with other resources in a workflow. The panelists 

discuss issues specific to service composition, workflow 
optimization, continuous information discovery (RSS), resource 
discovery for data integration, etc. 

4. Quality Dimensions 
Existing models and formats to represent resource often lack the 
mechanisms needed to capture and publish the metadata required 
to express quality. The panelists discuss the metadata needed to 
support quality measures and identify the limitations of existing 
formats.  

5. Discovery Language and Customization 
Users expect to be able to express queries that support resource 
discovery and specify the measures that best capture the quality 
measure they expect to optimize. Resource selection and quality 
have a significant impact on the provenance of data. 

6. Benchmarks 
The design of benchmarks is critical to evaluate and compare 
different solutions. These benchmarks raise similar questions from 
a different point of view (performance, data sets, queries) 
independently of a particular solution. 

7. Applications 
The problem of resource discovery covers a large spectrum of 
applications. Some domains such as the biomedical domain [2] 
seem to express a particular interest in the development of 
solutions.  

8. REFERENCES 
[1] Lacroix, Z. 2010. Editorial. International Journal on 

Metadata, Semantics, and Ontologies, Special Issue on 
Resource Discovery 5, 3, July 2010, 167-169. 

[2] Lacroix, L., C. R. Kothari, P. Mork, R. Rifaieh, M. 
Wilkinson, S. Cohen-Boulakia, and J. Freire. 2009 Biological 
Resource Discovery, in Encyclopedia of Database Systems, 
Ling Liu and M. Tamer Ozsu (ed.), Springer, 220-223.
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