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Introduction

The spatial econometrics literature points out the importance of W

choice but ”tells us little about adequate foundations for these

choices” (Harris et al., 2011)

The choice of W that corresponds to the true data generating

process is crucial for the consistency of parameter estimates

(Bhattacharjee et al., 2006) of Spatial Lag Model (SLM).
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How econometricians can choose W ?

Harris et al. (2011) identify three main approaches.

First a common practice that consists of comparing

pre-specified versions of W using "goodness of fit statistics"

like AIC to choose the best version of W . (LeSage and

Fischer, 2008; Stakhovych and Bijmolt, 2009)
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How econometricians can choose W ?

A second approach starts with an unspecified spatial weight

matrix and try to estimate a spatial weights matrices that are

consistent with an observed pattern of spatial dependence.

(Conley, 1999; Pinkse et al., 2002; Meen, 1996; Bhattacharjee

et al., 2006)
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How econometricians can choose W ?

A third way is to use non parametric approaches for measuring

spatial correlation of a single variable. López et al. (2010) uses

the concept of symbolic entropy as a measure of spatial

dependence. Other propositions use Moran or Ord and Getis

(1995) local statistics (Aldstadt and Getis, 2006) to identify

the most suitable W .
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Aim of the paper

We propose in this article a parametric approach to estimate matrix

W for SLM model at the frontier of the two first approaches

discussed above.

The estimation procedure uses a (differentiable) flexible distance

kernel with two parameters (the bandwidth h and the sharpness of

weight decreasing around bandwidth k) to identify the matrix W .
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SLM with unknow W

We consider a spatial lag model (Anselin, 1980, 1988) with a

weighting scheme based on distance that could be written in matrix

form as:

Y = λW (h, k)Y + Xβ + ε (1)
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Gaussian kernel weighting scheme

wij =
e(−dij/h)k∑
j e

(−dij/h)k
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IV estimates of SLM

Suppose first that h is known: W (h) = W .

Let us denote θ = [λ, β] ∈ Θ, where Θ is the parameter open

space. IV estimation provides a consistent estimator of θ using

Z ∈
[
X ,WX ,W 2X ,W 3X ]. Let note Q = [WY ,X ], and

Q̃ = PZQ = [PZX ,PZWY ], where PZ = Z (Z ′Z )−1Z ′ then we can

rewrite the model (1) as:

Y = Q̃θ + ε (2)
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Assumptions

If we use a wrong h0 6= h and/or k0 6= k to estimate θiv , then θiv

will be biased.

We could define SSRiv (h, k) = ε(h, k)′ε(h, k) the function that

gives the sum of square of residuals of regression (2) for a given

couple (h, k).

We do a conjecture that the minimization of SSRiv (h, k) will

provide the true (h,k) and a consistent estimate of θiv .
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A GNR for the SLM IV estimates

To simplify notation, we suppose first that k is known with k = 2.

Let note ε(h) the value of residual of model (2) using θ̂iv (h):

ε(h) = Y − λ̂iv (h)P̂Z(h)W (h)Y − PZ(h)X β̂iv (h) = Y − H(θ̂iv (h))

(3)
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A GNR for the SLM IV estimates

Following Davidson et al. (1993), a GNR for such non linear

regression can be defined as:

Y − H(θ̂iv (ĥ)) =
∂H
∂h

∣∣∣
ĥ
b + ε (4)

Then:
∂H
∂h

∣∣∣
ĥ

= θ̂h
ivPẐQ + θ̂ivPh

ẐQ + θ̂ivPẐQ
h
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Gradients definition

θ̂h
iv = (Q̂ ′PẐ Q̂)−1

[
−(Q̂ ′hPẐ Q̂ + Q̂ ′Ph

Ẑ Q̂ + Q̂ ′PẐ Q̂h)(Q̂ ′PẐ Q̂)−1Q̂ ′PẐy

+(Q̂ ′hPẐ + Q̂ ′Ph
Ẑ )y
]

Q̂h = [0
... Ŵ hY ]

Ŵ h
ij =

2
ĥ3

e−(Dij/ĥ)
2∑

k e−(Dik/ĥ)
2

[∑
l

(
D2

ij − D2
il
)
e−(Dil /ĥ)

2∑
k e−(Dil /ĥ)

2

]
=

2Wij

h3
(
D2

ij −
∑

j

D2
ijWij

)
Ph

Ẑ = Ẑh(Ẑ ′Ẑ)−1Ẑ ′ + Ẑ(Ẑ ′Ẑ)−1Ẑ ′h

−Ẑ(Ẑ ′Ẑ)−1(Ẑ ′hẐ + Ẑ ′Ẑh)(Ẑ ′Ẑ)−1Ẑ ′

Ẑh =
[
0

... W hX
... (Ŵ hŴ + Ŵ Ŵ h)X

... (Ŵ hŴ Ŵ + Ŵ Ŵ hŴ + Ŵ Ŵ Ŵ h)X
]
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Gradients definition - general case

Y − H(θ̂iv (ĥ, k̂)) =
∂H
∂h

∣∣∣
ĥ,k̂

bh +
∂H
∂k

∣∣∣
ĥ,k̂

bh + ε

Where superscript h (resp. k) indicates a derivative with respect to

h (resp. k):

W h
ij =

kWij

hk+1

(
Dk

ij −
∑

j

Dk
ijWij

)
W k

ij = −Wij

(
ln(Dij/h)(Dij/h)k −

∑
j

ln(Dij/h)(Dij/h)kWij

)

Geniaux In search of W for the spatial lag model



Introduction
SLM with unknow W

A GNR for the SLM IV estimates
MC Settings
MC Results
Conclusion

MC Settings

All experiments are based on the same value of β = (1, 0.5), a

single run of X ∼ N(0, 1) and 1000 replications of ε ∼ N(0, 1).

An experiment is defined by a quintuplet (l ,wt, lambda, h, k),

where:

1 The true weighting scheme type, noted wt can be an

exponential distance kernel (EDK ), a distance band binary

weight (DBAR) and a k-nearest neighbors (KNEAR).
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MC Settings

Neighbors of i for distance d<0.08 
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MC Settings

Distance Band Binary Weight
 wi=DBAR(D,h=0.08)
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MC Settings

2 l is the type of spatial

distribution of

coordinates. l ∈

(random,

monocentric,

polycentric)
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MC Settings

3 λ ∈ (0.2, 0.4, 0.6).

4 h ∈ (0.008, 0.015, 0.03) for all wt.

5 k ∈ (2, 3, 12) for wt = EDK
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MC Settings

We draw three types of experiments :

1 In first type of experiments, we try to minimize SSRiv (h) with

respect to h with wt = EDK and considering a known k = 2.

2 In second type of experiments, we try to minimize SSRiv (h, k)

with respect to (h, k) with wt = EDK .

3 In the last type of experiments, we use non differentiable

weighting schemes (wt ∈ (DBAR,KNEAR)) for generating

data but use differentiable exponential distance kernel for

identifying W .
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Exploring SSRiv(h, k)

Surface plot of

SSRiv (h, k) for

λ = 0.2, k = 2 and

h = 0.015. We use

a 100 x 100 grid

with h ∈ [0.002, 0.1]

and k ∈ [1, 16].
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Exploring SSRiv(h, k)
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Results k and wt unknown

n = 1000, r = 300, β = (1, 0.5)

wt=randomly (EDK ,DBAR,KNEAR)

l = random, k =randomly (2, 3, 12)

h λ TRUE wt freq % good pred.

0.015 0.2 DBAR 101 29.7

0.015 0.2 EDK 96 98.96

0.015 0.2 KNEAR 103 100

0.015 0.4 DBAR 92 40.22

0.015 0.4 EDK 113 100

0.015 0.4 KNEAR 95 100

0.015 0.6 DBAR 96 60.42

0.015 0.6 EDK 93 100

0.015 0.6 KNEAR 111 100

n = 1000, r = 300, β = (1, 0.5)

wt=randomly (EDK ,DBAR,KNEAR)

l = random, k =randomly (2, 3, 12)

h λ TRUE wt freq % good pred.

0.03 0.2 DBAR 107 70.09

0.03 0.2 EDK 94 70.21

0.03 0.2 KNEAR 99 100

0.03 0.4 DBAR 112 95.54

0.03 0.4 EDK 87 95.4

0.03 0.4 KNEAR 101 100

0.03 0.6 DBAR 99 96.97

0.03 0.6 EDK 92 100

0.03 0.6 KNEAR 109 100
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Conclusion

The properties of the estimator in finite sample estimator appear

satisfactory. When the type of weighting scheme is known

(gaussian, tri-cube, distance band or others distance based weight

matrices), the minimizing algorithm allows a good approximation of

the bandwidth, and easy to use for moderate sample size.
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Conclusion

When the type of weighting scheme is unknown, the procedure

proposed in our last MC experiments highlights very promising

results.

For large datasets, the use of gradients (GNR) must be limited to

cases where the spatial autocorrelation is high (λ >= 0.3) and with

a convenient number of mean neighbors (h not to large).
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Conclusion

Demonstrate the consistency of the estimator will be a priority of

our future works.
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