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Abstract

In this paper we test the effectiveness of a compensation mechanism when a negative ex-

ternality is produced. It allows agents suffering from the negative externality to compensate

those who reduce its production. Transfers are implemented via a two-stage design which is

an adaptation of Varian’s mechanism. It has been previously tested in the lab with different10

types of games, and its effectiveness turns out to depend on the experiment, for unclear reasons

which we try to decipher in this paper. Three possible explanations, choice overload, mere

coordination and inequality, are proposed and studied. We show that, other things equal, the

larger the size of the strategy space, the lower the mechanism’s efficiency (choice overload ef-

fect). Perhaps surprisingly, the data show that the appearance of additional equilibria does not15

jeopardize effectiveness (no mere coordination effect). Finally, inequality of outcomes plays a

key role (fairness effect).
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1 Introduction20

The conflict between individual rationality and collective rationality is a momentous topic in nor-

mative economics. This conflict can take many forms. Typical examples are provided by major en-

vironmental problems regularly found in daily newspapers. By and large, various decisions around

the world, such as CO2 emissions, are rational at individual levels; but they generate negative ex-

ternalities that are not taken into account by agents and, therefore, are not rational at the collective25

level, i.e. they are not Pareto optimal decisions.

In this paper we confine ourselves to this important case of negative externalities. It encom-

passes two types of conflict. Firstly, there is the above mentioned conflict between individual

rationality and collective rationality: finding a way to reconcile these two levels of rationality is

the efficiency challenge in conflict resolution. Secondly, there is another conflict related to the first,30

because removing inefficiency also implies to arbitrate between individual interests. Indeed, Pareto

optimal allocations are usually not unique and involve different distributions of well-beings. This

is the fairness challenge in conflict resolution. From the ”externality” point of view, conflict res-

olution is therefore a struggle against inefficiency and unfairness, under the form of some public

intervention.35

In the economic literature, some mechanisms have been proposed to solve externality problems,

including the Compensation Mechanism (CM henceforth). The CM has been popularized by Var-

ian (1994) and is based on seminal works by Guttman (1978, 1987) and Danziger and Schnytzer

(1991). It is meant to solve externality problems when the regulator is not informed about agents’

preferences.40

Applied to negative externalities problems, it would take the form of a two-stage game in which

the agents who produce the negative externality are called to compensate the agents who suffer from

it. This compensation is determined in the first stage where each agent has to choose a price for

the externality. In the second stage, agents choose between different levels of actions (for instance

CO2 emissions) and their associated levels of externality. In theory, such a CM implements a Pareto45

optimal outcome as a Subgame perfect Nash equilibrium.

A few previous experiments have focused on the CM, and together they do not deliver a clear

message, so far, about its ability to reconcile individual behaviors with social efficiency. Some ex-
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periments conclude that the CM is rather effective (Andreoni and Varian, 1999, Chen and Gazzale,

2004, Bracht, 2010). Another set of experiments, on the contrary, casts some doubt on the effec-50

tiveness of the compensation mechanism (Hamaguchi et alii, 2003, Bracht et alii, 2008, Charness

et alii, 2007).

If we were to give an intuitive, though imprecise, explanation to these differences in the results,

we would say that the mechanism seems to work correctly when subjects interact in relatively sim-

ple decision contexts. When inspecting things more closely, games where the CM ”fails”: 1) have55

strategy spaces richer than those in which it works1, 2) are characterized by a multiplicity of equi-

libria2, and 3) offer various distributions of equilibrium payments (associated with the multiplicity

of equilibria). Therefore, if complexity undermines the good properties of the CM, it remains

to inspect the role played, separately, by the length of calculations (richness of strategy spaces),

the difficulty of coordination faced by subjects (due to multiple equilibria and expectations about60

others’ behavior) and individuals’ concern for equity.

These are the general questions we address in this paper, using a simple game experiment with

a unilateral negative externality. Could the number of options alone, faced by agents in the negoti-

ation phase, have an impact on the ability of the CM to resolve the efficiency challenge of conflict?

Could cooperation fall when only the number of equilibria increases, while the number of options65

and the distribution of payoffs remain unchanged? And finally, could mere inequality in payoffs

distribution undermines the effectiveness of the CM (fairness challenge in conflict resolution)?

We show that, other things equal, the larger the size of the strategy space, the lower the mech-

anism’s ability to cope with the challenges posed by conflict. Perhaps surprisingly, the data show

that this does not result from the appearance of additional equilibria. But the number of options70

itself does play a role. This suggests that the limited rationality of agents appears to be an obstacle.

Last but not least, data show that an important hurdle to the effectiveness of the CM is the fairness

challenge. However, the logic by which inequality undermines the CM performance is subtle. The

appearance of more unequal equilibria are not necessarily associated with lower performances, for

they may reinforce the appeal of other equilibria. Yet, the role of inequality that we have found75

1They have continuous strategy sets or a larger number of options to choose.
2There is a unique subgame perfect Nash equilibrium in Andreoni and Varian, 1999, in Chen and Gazzale, 2004,

and in Bracht, 2010. On the contrary, Hamaguchi et al (2003), Charness et al. (2007), and Bracht et al. (2008) have
multiple equilibria.
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here sustains a result of Charness et al. (2007), who stated that when an equal payoff outcome is

reachable the mechanism better reduces the conflict between individual and collective rationality.

The article is organized as follows. Section 2 explains the experimental design. Section 3 in-

dicates what predictions about subjects’ behaviors can be given, based both on standard rationality

assumptions and behavioral conjectures. Results are presented and discussed in Section 4. Finally,80

Section 5 concludes.

2 Experimental design

The experiment consists of 6 treatments, and we have run 2 sessions of each treatment. A total

of 232 subjects took part to the experiments. Student subjects were recruited from a pool of 5,000

volunteers. The experiment was programmed and conducted with the software z-Tree (Fischbacher,85

2007) and took place at the LEEM (Experimental Economics Laboratory of Montpellier).

Sessions lasted two hours at most, which included the time required for reading the instructions

and answering questions, and the time needed to pay subjects at the end of the session. Subjects

were paid based on a period randomly drawn from their session, in order to avoid wealth effects.

They earned between e 4 and e 32, with an average of e 16.7 to which we added a show up fee of90

either 2 Euros (for students on campus) or 6 Euros (for students coming from outside the campus).

The experiment distinguishes two types of players, type 1 and type 2. Each type 1 player was

randomly paired with a type 2 player for the entire duration of a session. Each session was broken

into 16 periods and had two parts. In the first part, which was also the first period, only players 1

had to take a decision; those decisions produced a negative externality on players 2. This first part95

was a dictator game, which is arguably the simplest game that can be used to represent a negative

externality problem. In the second part, which extends over the following 15 periods, the CM was

introduced and subjects had the possibility to choose the price at which a possible reduction of the

externality was to be compensated. Therefore the CM modifies the agents’ decision context, in

particular for players 2 who are no longer passive agents. From this second part, one can assess100

empirically the ability of the mechanism to induce efficient choices.

What makes the difference between treatments is the size of strategy spaces (i.e. the number of

possible prizes for the externality, to be chosen by each player), the number of theoretical subgame
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perfect Nash equilibria, and the distribution of monetary payoffs.

2.1 Part 1: the laisser-faire105

Part 1 is the same for all treatments. Each Player 1 of a group can choose between two options, A

or B. Each option represents an abstract level of action, to which is associated a level of externality3

exerted on Player 2. Option A corresponds to the Pareto optimal level of the externality whereas

option B corresponds to what we call the laissez-faire level. Player 2, the one that suffers from the

externality has no decision to make in Part 1. Both payoffs are determined by Player 1’s choice110

only. In part 1, Player 1’s payoff is called Π1,0 and Player 2’s payoff is Π2,0. Payoffs are shown in

Table 7 below.

Table 1: Payoffs in part 1

Player 1 Player 2
Π1,0 Π2,0

A 8 32
B 14 6

From now on, payoffs tables will report Pareto optimal payoffs in italics. Payoffs associated

with optimal decisions at the individual levels (which will also be Nash equilibria in Parts 2) are

reported in bold characters. Without any intervention (e.g. from a social planner), the best strategy115

for Player 1 is to choose option B. However the total welfare is maximized when he chooses option

A. And, upon adequate compensation, switching from B to A could be Pareto improving.

This part of the game is played to be sure that Players 1 understand what is their own interest

and to serve as a benchmark to analyze the effect of the mechanism. It is played only once since

Players 1 act as dictators: they have nothing to learn from Players 2’s actions, since the latter have120

a passive role.

We may expect that, without any intervention, Players 1 will not choose the socially optimal

solution. However, some subjects may choose option A because they are willing to trade off their

own material payoff to increase the social efficiency. Then, we want to check if the introduction

3The term externality is not used to describe the experiment to subjects.They only know about the two options, A
and B, and the corresponding payoffs.
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of a compensation mechanism has an impact on Players 1’s behavior and therefore helps groups to125

reach a Pareto optimal outcome.

2.2 Part 2: the mechanism

In the second part of the experiment, we introduce the two-stage compensation mechanism to check

its ability to solve the social dilemma. With the mechanism, Player 2 can decide to compensate

Player 1 if he chooses option A rather than option B 4. More precisely:130

1. In the first stage, the announcement stage, Player 1 announces the magnitude of the price

t1 ≥ 0 for the externality. Simultaneously, Player 2 announces a level of price t2 ≥ 0. And

the regulator collects those prices.

2. In the second stage, Player 1 chooses how much externality he produces, i.e. A or B. At the

end of the second stage, transfers are enforced by the regulator as follows. Player 1 receives:135

T1 =

 4 ∗ t2 − ε |t1 − t2| if Player 1 chooses option A,

0 otherwise.

In this expression, 4 is a scale parameter for the subsidy offered to Player 1, and ε |t1 − t2| , ε >

0 is a penalty imposed to Player 1 in case announcements are not identical. For the param-

eterization of the mechanism in the lab, we chose ε = 1. The larger the difference between

the unit prices of transfer chosen by both players, the higher the penalty5. Player 2 will be

charged the following transfer:140

T2 =

 4 ∗ t1 if Player 1 chooses option A,

0 otherwise.

So, under the mechanism payoffs are as given in Table 2.

4The mechanism tested here is different from Varian’s one, where Player 1 can compensate Player 2 for the negative
externality he produces. His version is therefore not individually rational, Player 1 having no incentive to participate.

5Note that if Player 2 chooses t2 > t1, transfers are not implemented. This is because what Player 1 receives, 4∗ t2,
cannot be larger than what Player 2 gives, 4 ∗ t1. In theory, players choose t1 = t2 and the problem does not arise. But
in practice one may expect that some groups of subjects may choose different prices, so this subtlety has to be taken
into account.
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Table 2: Payoffs in part 2

Player 1 Player 2
Π1 Π2

if Player 1 chooses A 8 + 4t2 − |t1 − t2| 32− 4t1
if Player 1 chooses B 14 6

The theoretical properties of the mechanism are analyzed under the assumption that agents play

a game of complete information. Optimal individual choices are decided by backward induction6.

In the continuous case, the mechanism implements a Pareto optimal outcome as a subgame perfect

interior Nash equilibrium7. In the experiment we restrict ourselves to a discrete and finite version145

of the model. Thus players cannot choose any t1 or t2 within a continuum of values; rather they

have the choice between different countable and finite levels of t, the number of which depends

on the treatment. In real situations, individuals seldom choose within continuous sets of options.

Continuous sets are often better viewed as approximations for real world situations characterized

by abundance of options. However, a discrete number of options simplifies the understanding of150

the mechanism by subjects and is convenient to control for complexity of choices in our analysis;

in the continuous case, there is invariably an infinity (actually a continuum) of equilibria.

Whether discrete or continuous, the theoretical effect of the mechanism is to transform an orig-

inal game with a social dilemma into a coordination game. However, this coordination problem is

quite complex. Actually, subjects face a triple coordination problem: i) they have to coordinate on155

an equilibrium, ii) they have to reach a Pareto optimal one (some Nash equilibria are not Pareto

optimal), iii) they have to choose between different Pareto optimal equilibria with, presumably, dif-

ferent distributional properties. The larger the number of options proposed to subjects, the greater

the risk of having a larger number of equilibria, compounding the problem of coordination and the

fairness challenge as well.160

In all treatments subjects knew the payoffs associated with each profile of decisions but they

were not informed about the way such payoffs were calculated. Everything that was explained

previously on the mechanism was not explained to subjects (see an example of instructions in
6We are therefore interested in Subgame Perfect Nash Equilibria, but for the sake of completeness it should be

mentioned that there are also many other, not subgame perfect, equilibria in this simple game.
7The mechanism also has some fairness properties. For instance when applied to a public good framework, it

induces a Lindhal equilibrium.
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Appendix 1 to check what subjects were really informed of).

2.3 Treatments165

We will systematically investigate whether introducing the mechanism has an effect. To do so we

will analyze the difference between Part 1 (without the mechanism) and Part 2 (with the mecha-

nism) in every treatment.

In addition, treatments have been designed in order to test how the effectiveness of the CM is

affected by: i) the number of options, ii) the number of equilibria, iii) the inequality of equilib-170

rium outcomes. In order to disentangle those effects we need to compare treatments with different

sizes for strategy spaces, with different numbers of subgame perfect equilibria and with different

distributions of payoffs.

A treatment will be denoted generically T j,k
i , where subscript i = 2, 3, 5 stands for its number

of price options, superscript j = 2, 3, 6 refers to its number of subgame perfect equilibria and175

superscript k = hm,m, lm gives an indication about the distribution of Pareto equilibrium payoffs.

Actually, Pareto optimal equilibrium payoffs can be: (16, 24), (24, 16), (20, 20) and (28, 12), where

the first (resp. second) number in a vector gives Player 1’s payoff (resp. Player 2’s payoff). If

inequality is measured by the payoffs gap, then superscriptm (for ”moderate”) indicates a treatment

in which the payoffs gaps in Pareto equilibria can be only 8 (payoffs are (16, 24) and/or (24, 16)).180

Superscript hm indicates a treatment that features two payoffs gaps, high (equal to 16 in (28, 12))

and moderate. Finally, superscript lm indicates a treatment where two kinds of payoffs gaps occur,

low (equal to 0 in (20, 20)) and moderate.

We have run six treatments: T 2,m
2 , T 2,m

3 , T 3,m
3 , T 3,m

5 , T 6,hm
5 and T 6,lm

5 . In all treatments, among

the several prices of the externality that subjects can choose, there is the possibility to fall back185

to the laisser-faire, when ti = 0. Put differently, subjects always have the choice to participate

or not in the compensation mechanism. Four treatments out of six, T 2,m
2 , T 3,m

3 , T 6,hm
5 and T 6,lm

5 ,

are constructed with the mechanism and with a different number of options or equilibria. The two

remaining treatments, T 2,m
3 and T 3,m

5 , are constructed artificially as control treatments. It is also

worth noting that, in all treatments except T 6,lm
5 , the more equal Pareto optimal equilibrium has190

a moderate level of inequality (m). As for treatment T 6,lm
5 , it has a perfectly egalitarian Pareto

optimal equilibrium (l).
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Table 3 below summarizes the different treatments and tests performed from their comparisons.

From reading the first line, for example, the reader understands that only two treatments have

two Nash equilibria: Treatment T 2,m
2 , which offers only two choices for ti, and Treatment T 2,m

3195

with three choices for ti. In both treatments, the level of inequality is moderate. And black double-

headed arrows refer to possible comparisons, or tests. In order to capture the effect of the number of

options alone, then meaningful comparisons are those numbered 3 and 5. By contrast, comparison

4 and 6 are meaningful to capture the effect of the number of equilibria alone (while keeping

unchanged the number of options and the level of inequality). In comparison 7, neither the number200

of equilibria nor the number of options have changed, but this test is useful to capture a possible

role for inequality, since its level switches from high (h) to low (l). Finally, comparisons 1 and 2

mix up some or all of those effects.

Table 3: Comparisons of the different treatments
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There is a correspondence between the price options in the different treatments and the under-

lying numerical values for prices given to the externality. This information was not delivered to205

subjects who simply had to choose among options presented as categorical variables, but we give

it to the reader who wants to uncover how payoffs were calculated. The different possibilities are:
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• In Treatment T 2,m
2 each subject faces a binary choice for the price, where ti = 0 or ti = 4.

• In Treatment T 3,m
3 each subject has the choice between three options, ti = 0, ti = 2 or ti = 4.

• In Treatment T 6,lm
5 subjects can choose between five options ti = 0, ti = 1, ti = 2, ti = 3210

and ti = 4. As T 2,m
2 and T 3,m

3 , this treatment is based on the mechanism, with a noteworthy

difference: option ti = 3 gives equal payoffs to both subjects.

• There is a last possibility based on the mechanism where subjects have five options to choose

as in treatment T 6,lm
5 , except that option ti = 3 leading to an egalitarian equilibrium has been

removed and replaced by ti = 5. This is Treatment T 6,hm
5 .215

The two additional treatments are control treatments; they are constructed artificially (ad hoc

treatments):

• Treatment T 2,m
3 is very close to Treatment T 3,m

3 . Each subject has the choice between three

options, but there are only two Nash equilibria. Among the three options, two of them come

from the mechanism, ti = 0 and ti = 4, and the third one is an ad hoc construction in order220

to avoid a third Nash equilibrium.

• Treatment T 3,m
5 is an ad hoc construction from Treatment T 6,m

5 . Each subject has the choice

between five options, but there are only three Nash equilibria. Among the five options, three

of them come from the mechanism, with ti = 0, ti = 2, and ti = 4, and the remaining two

are ad hoc constructions in order to avoid a fourth, fifth and sixth Nash equilibrium.225

3 Predictions

3.1 Standard predictions

Standard predicted behaviors are given by subgame perfect Nash equilibria. Of course, those pre-

dictions vary according to treatments. As an illustration, Appendix 1 provides full details in order

to identify a subgame perfect Nash equilibrium for Treatment T 3,m
3 . Appendix 2 shows the payoffs230

tables of each treatment (subgame perfect Nash equilibria are identified by bold characters). In each

treatment, there are at least two subgame perfect Nash equilibria. One of them is the laisser-faire
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with zero compensation transfers. Among the other equilibria, at least one of them is also a Pareto

optimal outcome. A summary of each treatment characteristics is given in Table 4 below.

Table 4: Treatments characteristics
Constructed Number of Number Number Number Number Level of

Treatment with the participants of options of Nash of optimal of optimal inequality of
mechanism equilibria outcomes equilibria opt. equilibria

T 2,m
2 yes 36 2 2 3 1 m
T 3,m
3 yes 40 3 3 6 2 m,m
T 2,m
3 no 40 3 2 5 1 m

T 6,hm
5 yes 38 5 6 15 3 m,m,h
T 3,m
5 no 38 5 3 15 2 m,m

T 6,lm
5 yes 40 5 6 15 3 m,m,l

Cooper et al. (2003) provided experimental evidence about systematic differences between235

players’ choices in the strategic and extensive form representations, although the underlying games

are strategically equivalent. One must be aware that each possibility - extensive of strategic form

- then features a framing bias. Sequentiality is often presented using the extensive form of the

game. We have both sequentiality - because the game involves two stages - and simultaneity, in the

first stage. To simplify as much as possible the subjects’ task and to ease their understanding we240

decided to rely on a combination of those two frameworks. Stage 1 of the game was framed as a

simultaneous move game for which the outcome was a decision tree for Player 2 (see appendix 1

for an illustration).

3.2 Behavioral conjectures

The experimental literature on the CM is limited but, combined with other experimental evidence,245

it casts doubts on the reliability of the predictions based on standard assumptions regarding ratio-

nality. Three conjectures can be made about the effectiveness of the CM in face of complexity.

Firstly, the effectiveness of the CM might be compromised if the number of choice options is

increased without affecting the equilibria. In other words, adding ”irrelevant alternatives” or ”dom-

inated alternatives” might nevertheless influence subjects’ choices. There are two main reasons for250

that: ”choice overload” and ”changing the reference point”. The choice overload effect has been
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documented by the social psychology literature (see for instance Iyengar and Kamenica, 2010)8. It

arises under the presumption that subjects are boundedly rational, i.e. in decision-making, individ-

uals’ rationality is limited by the information they have, the finite amount of time they have to make

a decision and their cognitive limitations (Simon, 1955, Kahneman, 2003). Increasing the number255

of options increases the cognitive load for subjects because of a higher computational complexity.

Therefore if subjects are boundedly rational, they might be less successful in matching theoretical

predictions. Hence the conjecture:

Conjecture 1. Other things equal, increasing the number of strategies has a negative impact on

the effectiveness of the CM.260

Secondly, increasing the number of choice options may simultaneously increase the number

of Nash-equilibria, creating thereby a sharper coordination issue. Even if the number of options

and the level of inequality remains constant, increasing the number of equilibria can possibly un-

dermines the good properties of the CM. Let us call this a mere coordination effect (for a general

presentation of coordination issues, see Cooper, 1998).265

Conjecture 2. Other things equal, increasing the number of equilibria has a negative impact on

the effectiveness of the CM.

Finally, if the CM allows for multiple Nash equilibria, the equilibrium payoff distribution may

matter. Keeping the number of options and the number of Nash equilibria unchanged, we therefore

expect that the CM is more effective in games where it allows for less unequal equilibrium payoff270

distributions (see for instance Charness et alii, 2007). This would be a fairness effect. Accordingly,

let us make the following conjecture:

Conjecture 3. Other things equal, the effectiveness of the CM is sensitive to the distribution of

payoffs in the set of Pareto optimal equilibria.

4 Experimental results275

First we checked if ”type 1”-players choose significantly more the laissez-faire option B in the first

part of the experiment to confirm the initial presence of a social dilemma.
8Iyengar and Kamenica (2010) showed in particular that a choice overload effect can arise when people face too

many possibilities and that this effect could have a negative impact on the capacity of players to devise a strategy
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In total, 29 of the 116 ”type 1”-subjects choose option A in the first part (25%). We have run

an exact binomial test and found that ”type 1”-subjects choose options B significantly more often

than option A (p-value=0.000). However, this result means that 25% of subjects apparently do not280

choose to maximize their own payoff in the first part. This might be due to the high difference of

social welfare between option A and option B. Presumably, a minority of ”type 1”-subjects seems

willing to make a personal (small) sacrifice in order to substantially increase the social outcome.

Also, we found no significant difference, at a 5% level, between all treatments in Part 1 when

we compare them with one another. Finally, we also tested the possibility that subjects were able285

to play at random in the second part. The data reject this possibility.

4.1 Is the mechanism effective?

Our first goal is to check whether the mechanism is effective, that is to say, roughly speaking,

whether it navigates subjects towards a Pareto Optimal outcome.

Figure 1 shows the evolution, for each treatment, of the frequency of groups that reach an opti-290

mal outcome, before and after the mechanism is introduced. As we can see, for all treatments, the

observed frequency of optimal outcomes is increasing between periods 1 and 2 and also slightly in-

creasing between periods 2 and 16. Notice that, although the effect of the mechanism is spectacular

in Treatment T 2,m
2 , it is clearly not of the same force in the other treatments.

Table 5 below reports global results about the frequency of groups reaching a Pareto optimum295

(PO). As we can see from the second column, this frequency increases between part 1 and part 2

in all treatments. It is worth noting that this frequency is at its lowest level under the treatment

that contains the most unequal equilibrium (in Treatment T 6,hm
5 ). For the purpose of analysis,

the last column indicates the share of groups achieving a PO as a Nash equilibrium (PONE). It

is interesting to distinguish PO from PONE, since in principle only those of the second category300

allows us to assess the performance of the mechanism. This frequency is the lowest in Treatment

T 3,m
5 , which is also one of the least effective treatment. In this treatment, inequality and the number

of equilibria are moderate, while the number of options is the largest.

Table 6 provides data about social welfare and payoffs. Results from Part 2 are averages over

15 periods. We can see that the social welfare is higher with the mechanism than without the305

mechanism, whatever the treatment. However these increases are clearly more important in some
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Figure 1: Frequency of groups reaching an optimal outcome
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treatments, particularly in treatments T 2,m
2 and T 6,lm

5 . Also, in both part, Player 1’s payoff is always

higher than Player 2’s payoff.

In order to test the effectiveness of the mechanism we compare, for each treatment, the choices

of groups in Part 1 (without the mechanism) and Part 2 (with the mechanism). In theory, the310

mechanism is effective in the sense that subjects should switch to a PO in all periods. Such a

criterion would be too harsh; in practice one must anticipate a few subtleties and define a more

pragmatic rule to judge effectiveness.

Firstly, there can be a movement towards optimality, but that is not systematic in all periods,

with occasional failures in some periods that are relatively marginal. For part 2, which is made of315

15 periods, we declare that a group has reached a PO if such a profile is achieved at least 8 times

(that is to say, more than once in two)9.

Secondly, a gain in efficiency, if any, clearly comes from groups that have chosen a different

option. But some groups may have switched from non optimality to optimality whereas other

groups may have done the opposite. So we will measure a gain by counting groups who did not320

9Alternatively, one may perform the comparison between Part 1 and any period in Part 2. It turns out that this
alternative criterion does not change the results of this section. Details are available upon request from the authors
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Table 5: Effectiveness of the CM across treatments

Frequency of Frequency of
Treatment groups reaching PONE among

a PO (%) PO in Part 2
Part 1 Part 2 (%)

T 2,m
2 27.8 87.4 99.5
T 3,m
3 20.0 42.7 92.0
T 2,m
3 30.0 54.3 97.6

T 6,hm
5 21.1 35.1 98.0
T 3,m
5 10.5 49.5 78.6

T 6,lm
5 20.0 58.7 98.8

Table 6: Data about payoffs

Social Player 1’s Player 2’s
Treatment Welfare payoff payoff

Part 1 Part 2 Part 1 Part 2 Part 1 Part 2
T 2,m
2 25.56 37.30 12.33 22.50 13.22 14.80
T 3,m
3 24.00 31.04 12.81 16.11 11.20 14.93
T 2,m
3 26.00 32.07 12.20 18.77 13.80 13.30

T 6,hm
5 24.21 29.78 12.74 17.07 11.47 12.71
T 3,m
5 22.11 32.17 13.37 18.38 8.74 13.79

T 6,lm
5 24.00 33.86 12.80 18.90 11.20 17.10
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reach an optimal equilibrium in Part 1, then reached one in Part 2, diminished by the subjects who

reached the opposite outcomes, namely an optimal equilibrium in part 1 followed by a non optimal

one in part 2.

Given those pragmatic provisos, we adopt the following definition of effectiveness.

Definition. The CM is said effective if the number of groups that switch from a non optimal outcome325

in Part 1 (Period 1) to an optimal one in Part 2 (at least half of the time) is statistically significantly

higher than the number of groups that switch from an optimal outcome in Part 1 and a non optimal

one in Part 2.

Result 1. The mechanism is effective only in Treatments T 2,m
2 and T 6,lm

5 .

Support for result 1. Table 7 reports the number of groups moving from a non optimal outcome330

to an optimal one and the number of groups moving in the opposite direction for each treatment.

The number of groups switching from an non optimal to optimal outcome is significantly larger in

treatments T 2,m
2 and T 6,lm

5 only (MacNemar, two-sided, p-values reported in table 7).

Table 7: Effectiveness of the mechanism in all treatments

Number of groups Number of groups
Treatment switching to switching to Binomial Test

option B option A p-value
in Part 2 in Part 2

T 2,m
2 0 12 0.0005
T 3,m
3 2 3 1
T 2,m
3 3 7 1

T 6,hm
5 3 5 1
T 3,m
5 2 7 0.4531

T 6,lm
5 1 10 0.0215

It seems that when the number of possible options for subjects in the first stage gets larger, or

when the number of equilibria increases, the effectiveness of the mechanism is reduced, except,335

possibly, if the increase of these two dimensions is associated with the appearance of an equal-

payoffs PONE. This result appears clearly on figure 1: we can see that the frequency of optimal

outcomes is higher in Treatment T 2,m
2 . Then comes T 6,lm

5 and the remaining treatments are less

distinguishable.

16



We then wonder if these differences between treatments are significant. We restrict the analysis340

to treatments T 2,m
2 , T 3,m

3 and T 6,hm
5 , which have in common to be based entirely on the mechanism,

without artificial outcomes (the last treatment that shares this characteristic, T 6,lm
5 , will be devoted

a special attention later in Section 3.3). Since there is no significant differences between treatments

in Part 1, we can compare the number of times groups reach an optimal equilibria in the second part

between treatments T 2,m
2 , T 3,m

3 and T 6,hm
5 . If we observe a difference in part 2, it should therefore345

come from the mechanism itself.

Table 8 shows the data. The first column indicates the treatment. The second column indicates

how many times groups reached a PONE in average in this treatment between period 2 and period

6. The last column indicates how many times in all periods groups reached an optimal equilibrium

in average in this treatment. For example, in Treatment T 2
2 , over 15 periods (from periods 2 and350

16), groups reached 13.06 times an optimal equilibrium in average.

Table 8: Number of times groups reach an optimal equilibrium in average in each treatment

Treatment Periods 2-6 Periods 7-11 Periods 12-16 Total
T 2,m
2 3.78 4.61 4.67 13.06
T 3,m
3 2.00 1.70 2.20 5.90

T 6,hm
5 1.32 1.89 1.95 5.16

Here we only want to check whether the observed difference of effectiveness between treat-

ments is significant.

Result 2. Consistently with Conjectures 1, 2 and 3, the number of times a group reaches an optimal

equilibrium is always significantly higher in Treatment T 2,m
2 than in Treatments T 3,m

3 or T 6,hm
5 .355

Support for result 2. Table 9 reports the results of Mann-Whitney (two-sided) tests. The first cell

shows the p-value (0.0028) for the comparison between T 2,m
2 and T 3,m

3 for period 2 to 6. From

Table 9, the number of times a group reaches a socially optimal equilibrium is significantly higher

in T 2,m
2 than in T 3,m

3 . This is true not only if we look at all the periods, but also when we look at

the first five periods, the five intermediate periods and the five last periods. Finally, there is always360

a significant difference between T 2,m
2 and T 6,hm

5 .

However:
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Table 9: Comparison of the number of times groups reach an optimal outcome between treatments
(Mann-Whitney)

Periods Periods Periods All
Comparisons 2 to 6 7 to 11 12 to 16 periods

p-value p-value p-value p-value
T 2,m
2 − T 3,m

3 0.0028 0.0000 0.0001 0.0000
*** *** *** ***

T 2,m
2 − T 6,hm

5 0.0003 0.0001 0.0002 0.0000
*** *** *** ***

T 3,m
3 − T 6,hm

5 0.1457 0.9654 0.3865 0.2833
- - - -

*** Significant at the 0.01 level; ** significant at the 0.05 level;
* significant at the 0.1 level.

Result 3. The number of times a group reaches an optimal equilibrium is never significantly higher

in Treatment T 3,m
3 than in T 6,hm

5 .

Support for result 3. Using Table 9 again, if we compare T 3,m
3 and T 6,hm

5 , we find that there is no365

difference between those two treatments.

To summarize, the mechanism is always efficient in T 2,m
2 , but this is rarely the case in T 3,m

3

and T 6,hm
5 . The mechanism is also significantly more efficient in T 2,m

2 than in T 3,m
3 and T 6,hm

5 .

The difference between T 3,m
3 and T 6,hm

5 is not significant. It seems that the negative impact of the

number of options, the number of equilibria, and to a less extent inequality, loses its strength rapidly370

as one moves away from the simple game with two options. Put another way, there seems to be a

qualitative break in behaviors between the game with two options and the other games, as if another

type of rationality was at work when strategy spaces include at least three possibilities. It may be

that in simple games, the rationality of the subjects is the usual type, but in richer environments

subjects take their decisions using heuristics, which are not affected by the number of options and375

the number of equilibria. But this heuristic might depend on inequality (more on this in Section

4.3). That would make sense, when these heuristics are meant to be a general solution found by

the subjects to cope with the part of complexity linked to the size of the strategy spaces and/or the

multiplicity of equilibria.

As mentioned earlier, complexity might play a role via at least three different channels: i)380
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agents’ bounded rationality, that is their limited ability or proclivity to perform longer computa-

tions, ii) the coordination problem that may arise when larger strategy spaces also means larger

number of equilibria, iii) agents’ concern for fair outcomes. The next section investigates the

potential of those explanations.

4.2 Number of options versus number of equilibria385

As we have seen in section 4.1, there is a significant difference between Treatments T 2,m
2 and T 3,m

3 .

We will therefore analyze this difference, using ad hoc Treatment T 2,m
3 in order to disentangle the

effect of the number of options from the effect of the number of equilibria. Recall that in T 2,m
2 ,

the game has two options, two NE and only one of which is a PONE. In T 2,m
3 , the game has three

options, two NE and only one of which is a PONE as in T 2,m
2 . In Treatment T 3,m

3 , the game has390

three options, but also three NE, two of which being a PONE.

Figure 1 in the previous section shows the frequency of groups reaching an optimal outcome.

This frequency seems higher in T 2,m
2 than in T 2,m

3 , and higher in T 2,m
3 than in T 3,m

3 . Let us look

again at the number of times a group reaches an optimal equilibrium in each of these three treat-

ments (Table 10). If a choice overload effect (Conjecture 1) and a mere coordination effect (Con-395

jecture 2) are at work, we should find a significant difference between T 2,m
2 and T 2,m

3 , and between

T 2,m
3 and T 3,m

3 respectively.

Table 10: Average number of times groups reach an optimal equilibrium in each treatment

Treatments Periods 2-6 Periods 7-11 Periods 12-16 Total
T 2,m
2 3.78 4.61 4.67 13.06
T 3,m
3 2.00 1.70 2.20 5.90
T 2,m
3 2.10 2.95 2.90 7.95

Clearly, the difference in frequencies across those treatments comes partly from the change in

the number of options and partly from the number of equilibria (since inequality in the distribution

of payoffs is the same in those treatments).400

A possibility to quantify the contribution of each explanation is to calculate the share of the

variation that comes from each of these two changes. This is done in Table 11, which shows that

19



71.4 % of the difference of effectiveness could be attributed to the change in the number of options

(T 2,m
2 − T 2,m

3 ), whereas only 28.6 % would be associated to the change in the number of equilibria

(T 2,m
3 − T 3,m

3 ).405

Table 11: Variations in the number of times groups reach an optimal equilibrium between treat-
ments

Treatments Absolute variations Shares (%)
T 2,m
2 -T 3,m

3 7.16 100.00
T 2,m
2 -T 2,m

3 5.11 71.40
T 2,m
3 -T 3,m

3 2.05 28.60

Mann-Whitney tests for the comparisons between T 2,m
2 , T 3,m

3 and T 2,m
3 regarding the number

of time a group reaches an optimal equilibrium are shown in Table 12.

Table 12: Comparisons of the number of times groups reach an optimal outcome between treat-
ments (Mann-Whitney)

Periods Periods Periods All
Comparisons 2 to 6 7 to 11 12 to 16 periods

p-value p-value p-value p-value
T 2,m
2 − T 3,m

3 0.0028 0.0000 0.0001 0.0000
*** *** *** ***

T 2,m
2 − T 2,m

3 0.0054 0.0012 0.0047 0.0012
*** *** *** ***

T 3,m
3 − T 2,m

3 0.9233 0.0246 0.3811 0.2713
- ** - -

Result 4. Consistently with Conjecture 1 (choice overload effect), increasing the number of options,

from 2 to 3, without increasing the number of equilibria and without changing the inequality in the

distribution of PONE payoffs has a negative impact on the effectiveness of the CM.410

Support for result 4. The second line of Table 12 shows that the number of times a group reaches

an optimal equilibrium is significantly higher in T 2,m
2 than in T 2,m

3 . We conclude that, when the

number of options increases from 2 to 3, all things being equal, groups fail to coordinate on a

PONE more often.
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Result 5. In contradiction with Conjecture 2 (coordination effect), increasing the number of equi-415

libria, from 2 to 3, without increasing the number of options or without changing the inequality in

the distribution of PONE payoffs, has no significant impact on the effectiveness of the CM.

Support for result 5. The third line of table 12 shows that there is no significant difference between

T 3,m
3 and T 2,m

3 for all periods, with the exception of periods 7-11. We conclude that, when the

number of equilibria increases from 2 to 3 and the number of options and the inequality remain420

unchanged, it does not become harder for groups to coordinate on a optimal equilibria.

4.3 Impact of inequality on the effectiveness of the mechanism

Treatments that are best suitable to appraise the role of inequality are T 6,lm
5 and T 6,hm

5 . Both treat-

ments are constructed with the mechanism, and have the same number of options and of equilibria.

But Treatment T 6,lm
5 has a PONE with equal payoffs, whereas in Treatment T 6,hm

5 all PONE feature425

some degree of inequality. Figure 2 shows the frequency of groups achieving a PO in those two

treatments.

Figure 2: Frequency of groups reaching a PO in Treatments T 6,hm
5 and T 6,lm

5
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A first possibility in order to check Conjecture 3 (fairness effect) is to question the effectiveness

of the CM in those two treatments. We already know, from results of Section 4.1, that the CM is
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effective in Treatment T 6,lm
5 , whereas it is not in Treatment T 6,hm

5 . Table 13 refines this information.430

It shows data about the average number of times groups reach a PONE in those two treatments, in

total and in several sub-periods of Part 2.

Table 13: Average number of times groups reach an optimal equilibrium in T 6,hm
5 and T 6,lm

5

Treatments Periods 2-6 Periods 7-11 Periods 12-16 Total
T 6,hm
5 1.32 1.89 1.95 5.16
T 6,lm
5 2.05 3.30 3.35 8.70

A second possibility to test for the presence of a fairness effect is to compare directly T 6,lm
5 with

T 6,hm
5 .

Result 6. Consistently with Conjecture 3 (fairness effect), the effectiveness of the CM is signifi-435

cantly higher in T 6,lm
5 than in T 6,hm

5 .

Support for result 6. Table 14 shows the results of the Mann-Witney test comparing T 6,hm
5 and

T 6,lm
5 for the various sequences and the overall periods. While T 6,lm

5 is more effective over the

whole number of periods, it is however not always significantly larger at the 5% significance thresh-

old.440

Table 14: Comparisons of the number of times groups reach a PO between treatments (Mann-
Whitney)

Periods Periods Periods All
Comparisons 2 to 6 7 to 11 12 to 16 periods

p-value p-value p-value p-value
T 6,hm
5 − T 6,lm

5 0.0997 0.0288 0.0755 0.0296
* ** * **

4.4 Relative importance of barriers to success

This section runs a panel data logistic regression in order to complement the previous test results,

with the aim to quantify and to appraise the relative importance of the hurdles to the effectiveness
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of the CM across treatments. Variables used in the regression are presented in Table 15. Results

are shown in Table 16.445

Table 15: Definitions of the variables included in the Logit regression

PONE =1 if the group reaches an optimal equilibrium, 0 otherwise (dependent variable)
Nb options = Number of available options in stage 1
Nb NEq theo = Number of predicted Nash equilibria
ineq OPNE=0 = 1 if the group belongs to Treatment T 6,lm

5 , where a PONE has equal payoffs

ineq OPNE=16
= 1 if the group belongs to Treatment T 6,hm

5 , where a PONE has a payoffs
gap equal to 16

inv period = 1/period

A per1
=1 if players 1 chooses option A in the first part of the game,
0 otherwise

PONE t-1
=1 if the group reached an optimal equilibrium at period t− 1,
0 otherwise

Only one variable, the fact of choosing option A in the first period (A per1), is not significant

(even at the 10 % level). The CM seems to affect equally subjects who are prone to cooperation

and those who exhibit the usual self-interest rationality.

The second less significant variable is the number of Nash equilibria (it is significant only at the

10 % level). This is countertintuitive at first sight, but consistent with Result 5 of Section 4.2 and450

the discussion therein.

All the other variables are significant at the 5 % level, or even at the 1 % level. And they

play the role one may expect. Increasing the number of options, ceteris paribus, decreases the

performance of the mechanism. Time has a vanishing effect, which can be interpreted as the role

of learning. Subjects refine their knowledge over periods, and once a PONE has been achieved it455

is very likely that it will continue to occur in subsequent periods (that is, PONE t-1 is significant).

The role of inequality goes through the dummies ineq OPNE=0 and ineq OPNE=16. The first

dummy indicates the presence of a PONE with equal payoffs, hence no inequality. Combined

with the presumption of inequality aversion from the subjects, the presence of such an outcome

sharpens the predictive power of the CM. In addition, and maybe independently of the absence460

of inequality, one may remember that a symmetric outcome is a focal point (Schelling, 1960).

The second dummy, ineq OPNE=16, indicates the presence of a PONE with the highest payoff

23



Table 16: Probability that groups choose a PONE: random effects Logit regression

Ind. variables coefficients P-value Marg. effect dy/dx
Nb options -1.853375∗∗∗ 0.002 -0.4594704

Nb NEq theo 0.6770701∗ 0.081 0.1678525
ineq OPNE=0 1.430531∗∗ 0.011 0.3127493

ineq OPNE=16 2.501657∗∗ 0.040 0.4631627
inv period -2.109101∗∗∗ 0.001 -0.5228673

A per1 0.1645862 0.690 0.0405842
PONE t-1 1.244413∗∗∗ 0.000 0.298361
Constant 3.866961∗∗∗ 0.000 -

log likelihood -819.48106
sigma u 1.596626

rho 0.4365779
LR test of rho chi2 = 141.96 Prob = 0.000

*** Significant at the 0.01 level; ** significant at the 0.05
level; * significant at the 0.1 level.

inequality (12). This kind of PONE presumably increases subjects’ ability to coordinate, not on

this very unequal outome, but by contrast on another PONE that comparatively appears much

less unfair. In other words, a very unfair equilibrium would help agents to coordinate on another465

equilibrium under the guise of a decent compromise.

The last column of Table 16 reports marginal effects. They are evaluated at the mean values of

the independent variables. Among the three hurdles to effectiveness, choice overload and inequal-

ity prevail over mere coordination. The addition of a new option decreases the probability that

agents choose a Pareto optimal outcome by 0.46. The occurrence of a PONE with equal payoffs470

(respectively with a payoff gap of 16) increases this probability by 0.31 (respectively 0.46).

5 Conclusion

This paper shows that the effectiveness of the compensation mechanism depends on the size of

the strategy space, more precisely on the number of options among which players can choose in

the first stage. Increasing the number of options reduces the success of the mechanism, both for475

reaching optimal outcomes and for increasing social welfare. In theory, the explanation could be

that increasing the number of options also increases the number of subgame perfect Nash equilibria
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and therefore alters group ability to coordinate. Nonetheless, we found that this effect owes much

more to the number of options alone and the presumed bounded rationality of subjects.

Experimental results also showed that the distribution of equilibrium payoffs matters. However,480

the role of inequality is subtle. Allowing subjects to choose an option that provides equal payoffs

to both players clearly increases the mechanism effectiveness, presumably because of agents’ aver-

sion to inequality, that drives the coordination process towards this very particular outcome10. For

a related reason, but somehow surprisingly, adding a more unequal equilibrium does not neces-

sarily impinge on the effectiveness of the CM. Such an addition increases the appeal of the other485

equilibria, i.e. their unfairness has not changed in the absolute but it is now reduced in relative

terms.

The compensation mechanism can therefore create a fairness challenge in conflict resolution if

i) optimal equilibria provides unequal payoffs and ii) none of them is considered a good compro-

mise. This fairness conflict then prevents the resolution of the original conflict between collective490

and individual rationality. With the compensation mechanism, a trade-off between efficiency and

equity may arise. But if the social planner can make equitable options available to agents, it also

increases effectiveness.

References

[1] J. Andreoni and H. Varian. Preplay contracting in the prisoners’ dilemma. Proceedings of the495

National Academy of Science, 96:10933–10938, 1999.

[2] J. Bracht, C. Figuières, and M. Ratto. Relative performance of two simple incentive mecha-

nisms in a public goods experiment. Journal of Public Economics, 92:54–90, 2008.

[3] G. Charness, G.R. Frechette, and C-Z Qin. Endogenous transfers in the prisonerś dilemma
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Appendix 1: Example of instructions (Treatment T 3,m
3 )

INSTRUCTIONS535

We thank you for agreeing to participate in this experiment on decision making. It will be re-

warded and your earnings will depend on your decisions and on decisions taken by other players.

Your decisions will be collected through a computer network and processed anonymously. You will

specify your choices to the computer in front of you and it will tell you your earnings (in Euros)

throughout the experiment. From now until the end of the experiment, we ask you not to commu-540

nicate with each other. If you have any questions, raise your hand and a monitor will answer you

in private.

Roles

545

There are two roles in the experiment: role 1 and role 2. We call Player 1 a player who has

the role 1 and Player 2 a player who has the role 2. There are as many Players 1 as Players 2 in the

room. You can be a Player 1 or a Player 2. At the beginning of the experiment, the central computer

will randomly form pairs with one Player 1 and one Player 2. So, each player one will interact with

a Player 2. Pairs remain the same during all the experiment. So you will always interact with the550

same person. You cannot know who he/she is and he cannot know you you are.

General Progress

The experiment is divided in two parts. The first one lasts one period and the second one lasts555

15 periods.
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Final Earnings

The final payment you will receive for this experiment is caculted as follows: at the end of the

experiment, one out of the 16 periods (the one from the first part and the 15 ones from the second560

part) will be randomly drawn for each pair. Your final payment will be the one you earned at this

period.

Once all participants have finished reading the instructions, a monitor will read them out. Then,

you will have to fill a survey to see if you understood everything well. Once all participants have565

finished filling the survey, the experiment will begin. Instructions fo the second part will be given

to you after the end of the first part.

Part 1

Progress570

There is only one period in Part 1. The progress of Part 1 is summarized in figure 1 below.

Only the Player 1 has to take a decision: he has to choose between option A and option B.

575

At the end of Part 1, each player will be informed of:

• Players 1’s decision,

• his earnings,

• the other player’s earnings.

580
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Payoffs

Payoffs are shown in the figure 1 below. Player 1’s payoff (π1) corresponds to the numbers given

in the first row. Player 2’s payoff (π2) corresponds to the numbers given in the second row.

Figure 3: Possible choices and payoffs for Player 1 and 2 in the Part 1

A B

Player 1

8
32

14
6

Figure 1’s explanation585

• If Player 1 choose option A, Player 1 earns 8 euros and Player 2 earns 32 euros.

• If Player 1 choose option B, Player 1 earns 14 euros and Player 2 earns 6 euros.
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Part 2

Progress590

There are 15 periods in the Part 2 and there are two stages in each period. The progress of each

period of Part 2 is summarized in figure 1 (next page).

• During the first stage, both players have to take a decision:

– Player 1 has to choose between three options : 1, 2 ou 3.595

– Player 2 has to choose between three options : 1, 2 ou 3.

At the end of this first stage players will be informed of the other one’s decision.

• During the second stage, only Player 1 has to take a decision: he has to choose between

option A and option B (knowing the choices that have been made in the first stage).

At the end of each period, each player will be informed of :600

• all decisions taken,

• his earnings,

• the other player’s earnings.

Payoffs605

Payoffs are shown in the figure 2 below (next page). Player 1’s payoff (π1) corresponds to the

numbers given in the first row. Player 2’s payoff (π2) corresponds to the numbers given in the

second row.
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Figure 4: Possible choices and payoffs for Player 1 and 2 in the Part 2.
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Figure 2’s explanation610

• If Player 1 chooses option 2 during the first stage,

– if Player 2 chooses option 1 during the fist stage,

∗ if Player 1 chooses option A in the second stage, Player 1 earns 4 euros and Player

2 earns 16 euros.

∗ if Player 1 chooses option B in the second stage, Player 1 earns 10 euros and Player615

2 earns 6 euros.
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Appendix 2: Games played in each treatment

Table 17: Payoffs in Treatment T 2,m
2 , Part 2

Option 0 Option 1
Π1 Π2 Π1 Π2

Option 0 A 8 32 8 32
B 14 6 14 6

Option 1 A 4 16 24 16
B 10 6 14 6

Table 18: Payoffs in Treatment T 2,m
3 , Part 2

Option 1 Option 2 Option 3
Π1 Π2 Π1 Π2 Π1 Π2

Option 1 A 8 32 8 32 8 32
B 14 6 14 6 14 5

Option 2 A 4 16 24 16 14 15
B 10 6 14 6 12 6

Option 3 A 6 24 8 32 13 24
B 12 6 14 6 14 5
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Table 19: Payoffs in Treatment T 3,m
3 , Part 2

Option 1 Option 2 Option 3
Π1 Π2 Π1 Π2 Π1 Π2

Option 1 A 8 32 8 32 8 32
B 14 6 14 6 14 6

Option 2 A 4 16 24 16 14 16
B 10 6 14 6 12 6

Option 3 A 6 24 8 32 16 24
B 12 6 14 6 14 6

Table 20: Payoffs in Treatment T 3,m
5 , Part 2

Option 1 Option 2 Option 3 Option 4 Option 5
Π1 Π2 Π1 Π2 Π1 Π2 Π1 Π2 Π1 Π2

Option 0 A 8 32 8 32 8 32 8 32 8 32
B 14 6 14 5 14 6 14 6 14 6

Option 1 A 7 28 12 28 8 32 8 32 8 32
B 13 6 14 5 14 6 14 6 14 6

Option 2 A 6 24 11 24 16 24 8 32 8 32
B 12 6 13 6 14 6 14 6 14 6

Option 3 A 4 16 9 16 14 16 24 16 8 32
B 10 6 11 6 12 6 14 6 14 6

Option 4 A 3 12 8 12 13 12 23 12 29 11
B 9 6 10 6 11 6 13 6 14 6
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Table 21: Payoffs in Treatment T 6,hm
5 , Part 2

Option 1 Option 2 Option 3 Option 4 Option 5
Π1 Π2 Π1 Π2 Π1 Π2 Π1 Π2 Π1 Π2

Option 0 A 8 32 8 32 8 32 8 32 8 32
B 14 6 14 6 14 6 14 6 14 6

Option 1 A 7 28 12 28 8 32 8 32 8 32
B 13 6 14 6 14 6 14 6 14 6

Option 2 A 6 24 11 24 16 24 8 32 8 32
B 12 6 13 6 14 6 14 6 14 6

Option 3 A 4 16 9 16 14 16 24 16 8 32
B 10 6 11 6 12 6 14 6 14 6

Option 4 A 3 12 8 12 13 12 23 12 28 12
B 9 6 10 6 11 6 13 6 14 6

Table 22: Payoffs in Treatment T 6,lm
5 , Part 2

Option 1 Option 2 Option 3 Option 4 Option 5
Π1 Π2 Π1 Π2 Π1 Π2 Π1 Π2 Π1 Π2

Option 0 A 8 32 8 32 8 32 8 32 8 32
B 14 6 14 6 14 6 14 6 14 6

Option 1 A 7 28 12 28 8 32 8 32 8 32
B 13 6 14 6 14 6 14 6 14 6

Option 2 A 6 24 11 24 16 24 8 32 8 32
B 12 6 13 6 14 6 14 6 14 6

Option 3 A 5 20 10 20 15 20 20 20 8 32
B 11 6 12 6 13 6 14 6 14 6

Option 4 A 4 16 9 16 14 16 19 16 24 16
B 10 6 11 6 12 6 13 6 14 6
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