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Abstract: Modeling water and solute transport in the vadose zone for groundwater resource
management requires an accurate determination of soil hydraulic parameters. Estimating these
parameters by inverse modeling using in situ observations is very common. However, little attention
has been given to the potential of pore water isotope information to parameterize soil water transport
models. By conducting a Morris and Sobol sensitivity analysis, we highlight the interest of combining
water content and pore water isotope composition data in a multi-objective calibration approach to
constrain soil hydraulic property parameterization. We then investigate the effect of the sampling
frequency of the observed data used for model calibration on a synthetic case. When modeling is
employed in order to estimate the annual groundwater recharge of a sandy aquifer, it is possible
to calibrate the model without continuous monitoring data, using only water content and pore
water isotopic composition profiles from a single sampling time. However, even if not continuous,
multi-temporal data improve model calibration, especially pore water isotope data. The proposed
calibration method was validated with field data. For groundwater recharge estimate studies,
these results imply a significant reduction in the time and effort required, by avoiding long-term
monitoring, since only one sampling campaign is needed to extract soil samples.

Keywords: δ2H; inverse modeling; vadose zone; sensitivity analysis; soil hydraulic
parameters estimation; groundwater recharge

1. Introduction

Understanding water and solute movement in the vadose zone is fundamental to many
environmental and natural resource issues. This includes the protection of groundwater, which is the
main source of drinking water in many regions of the world [1–3], in terms of both quantity and quality.
Numerical physically-based models are widely used to explore and predict water flow and solute
transport in the vadose zone. The governing flow and transport equations are well-established, and a
large number of analytical or numerical solutions have been published over the last four decades [4].
However, a number of numerical and conceptual difficulties remain to be solved, especially for
field-scale processes subject to natural boundary conditions. This is typically the case for the estimation
of soil hydraulic parameters, because of the pronounced spatial heterogeneity of the vadose zone [5].
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Some of these parameters can be measured directly for soil samples in the laboratory. However,
measured laboratory-scale properties have little relevance to describing field-scale water flow and
transport processes under natural conditions [6,7]. This is due to spatial variability at the field
scale which is not captured by limited sampling volumes, and to specific boundary conditions in
the laboratory that differ from real-world conditions [8–10]. The inverse modeling approach is an
established method that fits model simulations to observed data and results in effective parametrization,
which lumps the subscale heterogeneity of the system and describes its behavior at the targeted scale [11].
A key question regarding the inverse modeling approach is whether the measurements are accurate
enough and contain enough information to estimate the effective soil hydraulic parameters with the
required accuracy.

The majority of field-scale inverse modeling studies have only used information on the
water content (e.g., [12,13]). However, in situ observations of water content do not necessarily
provide sufficient information to accurately parameterize field-scale soil hydraulic properties [14].
Combining different types of observed variables to calibrate water flow and transport models (e.g., water
content and matric potential [15]; bromide concentration and water content [16]; water content
and oxygen isotope composition [17]; water content and hydrogen isotope composition [18];
and water content, oxygen isotope composition, and matric potential [10]) has been found to
improve parameterization.

In particular, water stable isotope (deuterium (2H) and oxygen-18 (18O)) profiles have been shown
to provide valuable insights into hydrological processes in the vadose zone since several hydrological
processes, such as infiltration [19], evaporation [20], and root water uptake [21], control the shape of
the pore water-stable isotope profiles. The fact that stable isotopes are part of the water molecule,
and are therefore extracted (without fractionation [22]) via root water uptake, is particularly helpful
for constraining transpiration, which would not be possible with an artificial tracer. [18] demonstrated
that water-stable isotope profiles, in combination with soil moisture time series, allow soil models to
be calibrated and time-varying site-specific transit time distributions in the vadose zone to be derived.

To date, water content and pore water isotope composition profiles from a single sampling time
have not been rigorously tested for their potential to calibrate soil hydraulic properties in the vadose
zone in a humid climate. If possible, such an approach would reduce the time and effort required for
long-term soil water content measurements, since only one sampling campaign would be necessary to
obtain the soil samples required. The main objective of this study is to determine whether the inclusion
of pore water isotope data allows a realistic parameterization of soil water transport models without
the need for continuous monitoring data.

The METIS code [23], a vadose zone unsaturated/saturated transport model including isotope
transport and isotopic fractionation due to evaporation, was used in this study to simulate soil
water content and δ2H isotope data. A sensitivity analysis based on the methods of Morris [24] and
Sobol [25] was performed to understand the interactions between soil hydraulic parameters and their
impacts on modeled water content and isotope profiles and groundwater recharge calculation, and to
highlight the interest of combining different observation types in model calibration. A synthetic case
permitted insight into and a discussion of the performances of the calibration methods proposed here,
compared with a calibration carried out using continuous monitoring data. Finally, the proposed
calibration method was tested on field data. Using soil moisture and isotope profiles from a unique
field campaign in a multi-objective approach to optimize model parameterization, a best set of soil
hydraulic parameters was determined for two sites in southern Quebec, Canada. The accuracy of the
parameterization for each site was assessed based on its ability to reproduce soil moisture and isotope
profiles measured during a second campaign, one year later.
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2. Materials and Methods

2.1. Site Description and Data Availability

The two sampling sites (SLA and SLB) were located in the Saint-Lawrence Lowlands, 60 km
southwest of Montreal, in the Vaudreuil-Soulanges area (eastern Quebec, Canada). The study area has
a humid climate with short, hot, and humid summers; cold and snowy winters; and rainy springs
and autumns. The average annual precipitation in this area is 960 mm [26], with the average monthly
temperature ranging from −11 to 23 ◦C [26]. The sites were located in a flat area in the southern part of
Saint-Lazare (45◦23′5.388” N/74◦11′50.316” W), in the medium sands of the Saint-Lazare glacio-fluvial
complex, which is a locally unconfined aquifer. The site SLA is located in grasslands 55 m from the site
SLB, which is located in a pine forest. Further site characteristics are presented in Table 1.

At both sites, the unsaturated zone was sampled on 23 November 2017 and 9 November 2018.
Approximately 800 g of soil samples was taken with a spatula, with a spacing of 5 cm between the
soil surface to a 30 cm depth, and then 10 cm down to a 200 cm depth. Soil samples were stored in
air-tight glass jars until water-stable isotope measurements were performed by laser spectrometry
(TIWA-DLP-EP) at GEOTOP-UQAM using the direct vapor equilibration method [27]. The gravimetric
water content and solid phase density were measured in the laboratory for the bulk samples.

Daily weather data (minimum and maximum temperature, precipitation, and relative humidity)
with a 32 km grid spacing were obtained from the North American Regional Reanalysis (NARR) [28].
Monthly precipitation isotope composition values were measured at Mont-Saint Bruno (75 km from
the study site) from January 2015 to November 2018.

A piezometer was installed in 2015 between the SLA and SLB sites. During the studied period (1
January 2016 to 31 December 2018), the water table level fluctuated between a 6.5 m and 4.5 m depth.

Table 1. Characteristics of the two study sites.

SLA SLB

Location 45◦23′5.388”
N/74◦11′50.316” W

45◦23′5.390”
N/74◦11′50.320” W

Elevation (m) 104 104

Geology Cambrian formation Cambrian formation

Soil depth (cm) Horizon 1 0–20 0–30
Horizon 2 20–200 30–200

Soil texture *
Horizon 1 Medium sand Medium sand
Horizon 2 Medium sand Medium sand

Organic matter (%) ** Horizon 1 3 6
Horizon 2 0 <1

Soil particle density (g cm−3)
Horizon 1 2.1 1.2
Horizon 2 2.4 2.4

Land use Grassland Pine forest

Maximum rooting depth (cm) 10 20

* Texture classification system of Folk and Ward (1957) [29]. ** Large uncertainty exists.

2.2. Model Description

2.2.1. Water Flow

Transient water flow within the unsaturated soil profile was simulated by numerically solving
the Richards equation using the finite-element code, METIS (1D), developed by the Geosciences
Department of MINES ParisTech [23]:

div(Ks Krgrad H) = (F C(h))
∂H
∂t

, (1)
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where Ks is the saturated hydraulic conductivity (L T−1); Kr is the relative hydraulic conductivity
(-); H is the hydraulic head (L); F is the porosity (L3 L−3); and C(h) is the specific retention capacity
specified by S, the saturation ratio (L3 L−3), and h, the matric head (L):

C(h) =
∂S
∂h

(2)

The behavior of the unsaturated medium depends on two essential characteristics of the material:
the relative permeability curve and the suction curve. These relationships are determined by the
residual and maximal saturation ratio (Smin (L3 L−3) and Smax (L3 L−3), respectively); three empirical
parameters defining the shape of the retention curves: α (L−1), n (−), and m (−) (with m = 1 − 1/n);
and Ks, the saturated hydraulic conductivity (L T−1), following the Mualem–van Genuchten (MvG)
model [30,31]:

Kr(h) =

√
S(h) − Smin

Smax − Smin

1−
1−


√

S(h) − Smin

Smax − Smin


1
n


n
2

, (3)

S(h) − Smin

Smax − Smin
=

1[
1 + (α|h|)n

]m
.

(4)

In order to account for root water uptake, a sink term was defined according to [32]. The required
matric potential that describes the minimal pressure head for the root water uptake should be
calculated using the Kelvin equation [33]. However, for sandy soil or gravel, due to numerical
constraints, one needs to use high values. Here, the matric potential was set to −1000 cm. Root water
uptake was parameterized by the site-specific rooting depth (Table 1) and a uniform root distribution.

Potential evapotranspiration (PET) was estimated using the Hargreaves and Samani formula [34]
as a function of extraterrestrial radiation and daily maximum and minimum air temperature.
As evaporation changes the isotopic composition of the pore water remaining in the soil by fractionation,
whereas transpiration does not [22], potential evaporation and potential transpiration must be
considered separately in the model. PET is therefore split into potential evaporation and potential
transpiration according to Beer’s law [35], which is a function of the leaf area index (LAI) and the
canopy radiation extinction factor (set to 0.463, as per [36]).

Snow is typical during the winter season in the study area. Snow cover was modeled using the
two-parameter semi-distributed Snow Accounting Routine model, CEMANEIGE [37]. Precipitation
during periods with temperatures of less than 0 ◦C was assumed to take the form of snow, and did not
immediately infiltrate the soil. Snow melt was then simulated by assuming it to be proportional to the
air temperature above 0 ◦C, using a degree-day snow melting constant of 0.5 mm day−1 ◦C−1 and a
cold content factor of 0.1. Groundwater recharge was calculated as downward water flux (L T−1) at the
bottom of the profile.

2.2.2. δ2H Transport

In the METIS code, 2H transport in soil is calculated according to the widely used
advection–dispersion model, with dispersivity (λ (L)) as the only parameter [38]. The absolute
value of δ (in parts per thousand Vienna Standard Mean Ocean Water (VSMOW)) is used to represent
the isotopic concentration. Isotopic enrichment due to fractionation processes during evaporation was
included in the model based on the formulation introduced by Gonfiantini (1986) [39] for isotope mass
balance, as follows:

δs = δ∗ +
(
δp − δ

∗
)
(1− f)m, (5)

where δS is the isotopic signal of the soil water in the upper centimeter, f is the fraction of evaporated
water, δp is the isotopic signal of the water at the previous time step, δ∗ is the limiting isotopic
enrichment factor, and m is the enrichment slope, as described below. For more details, see [40].
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δ* is a function of air humidity, a; the isotopic composition of ambient air, δA; and a total enrichment
factor, ε [41]:

δ∗ =
a × δA + ε

a − ε
100

. (6)

δA is calculated based on the stable isotopic signal of precipitation, δrain, and the isotope
fractionation factor, ε+, according to [42]

δA =
δrain + ε+

α+
, (7)

with α+ being the equilibrium isotope fractionation factor defined by Horita and Wesolowski (1994) [43].
The temperature-dependent equilibrium isotope fractionation factor, ε+, is defined as

ε+ =
(
α+ − 1

)
× 1000. (8)

The total fractionation factor, ε, is equal to the sum of the equilibrium isotope fractionation factor,
ε+, determined above (Equation (8)), and the kinetic isotope fractionation factor, εK, defined by Gat
(1995) [44]:

εk = (1− a) × Ck, (9)

where Ck is the kinetic fractionation constant equal to 12.5%� for δ2H.
The enrichment slope m is given by

m =
a− ε

1000

1− a + εk
1000

. (10)

2.2.3. Initial and Boundary Conditions

For all study sites, the depth of the soil profiles was set to 600 cm and discretized into 601 nodes.
The profiles were divided into two different horizons (horizon 1 and horizon 2) according to the field
observations (Table 1).

The results of steady-state simulations of water content and a constant pore water isotope
composition, representing the weighted average concentration in precipitation (−85%� for δ2H,
Figure S1, in the supplementary material), were used as site-specific initial conditions. The modeled
period extended from 1 January 2016 to 31 December 2018. The effect of the initial conditions on the
calibration can be neglected, as a spin-up period of almost 2 years (1 January 2016 to 23 November
2017) was simulated prior to calibration.

The upper boundary condition was defined by variable atmospheric conditions that govern
the loss of water and deuterium by evaporation, and the input of water due to infiltration and
the accompanying flux concentrations of deuterium. The bottom boundary condition was set to
zero-potential to represent the average water table level observed in the field.

2.3. Sensitivity Analyses

Environmental optimization studies are often affected by the equifinality problem [45], whereby
multiple sets of parameters can produce similar results. This problem is exacerbated with large
numbers of parameters and when only limited information about their interactions and their effects on
the output is available. In the METIS code, six parameters have to be optimized for each horizon of the
soil profiles to simulate water flow in the unsaturated zone: Smin, Smax, α, n, and Ks, describing the
water retention and hydraulic conductivity characteristics in accordance with the MvG model and F
soil porosity. The dispersivity, λ, also has to be optimized to simulate δ2H value dispersion in soil.
The same dispersivity value was assumed for both horizons [38].
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Water and δ2H transport equations are known to be highly non-linear; however, little attention
has been given to quantifying the influence of each parameter, individually and through interaction,
on groundwater recharge estimates. To fill this gap, sensitivity analyses were performed in order
to identify the most influential soil hydraulic parameters and their interactions, and to determine
how these parameters affect groundwater recharge estimation. Additionally, in order to demonstrate
if information contained in the isotope and water content profiles from a single sampling time are
complementary in their abilities to optimize soil hydraulic parameters by inverse modeling, sensitivity
analyses were performed to understand how soil hydraulic parameters affect the modeled water
content and isotope profiles at a specific time.

Sensitivity analyses presented below were performed for a synthetic case. Simulated recharge,
water content, and isotope profiles were obtained using the boundary conditions described above
(Section 2.2.3) and the soil hydraulic parameters presented in Table 2, for a period of 3 years (1 January
2016 to 31 December 2018).

Table 2. Comparison of soil hydraulic parameters obtained using different types of data in the
optimization procedure. The set of reference parameters is the “synthetic case”. To calibrate the model,
the other cases rely on one water content profile at a single time (case 1); one water content profile and
one pore water isotope composition profile at a same single time (case 2); monthly monitoring of the
water content and pore water isotope composition at a 15 cm depth, plus one water content and one
pore water isotope composition profile at a single time (case 3); and daily water content monitoring at
10, 20, 50, and 100 cm depths, plus one water content and pore water isotope composition profile at a
single time (case 4).

n α Ks F Smin Smax λ
(-) (m−1) (m s−1) (-) (-) (-) (m)

Synthetic case Horizon 1 2.00 5.00 1.00 × 10−3 0.40 0.02 0.60 0.01
Horizon 2 3.00 10.00 1.00 × 10−4 0.35 0.05 0.55 0.01

Case 1
Horizon 1 1.78 4.97 2.33 × 10−3 0.32 0.12 0.54 0.01
Horizon 2 2.37 21.36 8.63 × 10−3 0.23 0.09 0.29 0.01

Case 2
Horizon 1 1.31 8.91 2.94 × 10−3 0.37 0.05 0.51 0.01
Horizon 2 2.12 27.48 7.61 × 10−3 0.37 0.08 0.60 0.01

Case 3
Horizon 1 1.46 10.49 2.69 × 10−4 0.39 0.01 0.50 0.01
Horizon 2 2.37 23.80 1.25 × 10−4 0.20 0.04 0.54 0.01

Case 4
Horizon 1 1.46 10.49 2.69 × 10−4 0.39 0.01 0.50 0.01
Horizon 2 2.37 23.80 1.25 × 10−4 0.20 0.04 0.54 0.01

2.3.1. The Morris Method

In this study, the modified version of the Morris method proposed by [24] was used to investigate
input soil hydraulic parameters to which groundwater recharge is most sensitive. The Morris method
performs “One-At-a-Time” (OAT) analyses, whereby each parameter is varied one after another and the
relative variation in model output (referred to as the Elementary Effect, E) is measured. Each parameter,
X, is randomly selected in the input space, and the variation direction is also random. The repetition
(r times) of OAT analyses allows the full input parameter space to be scanned. Along each trajectory,
the so-called elementary effect of parameter Xj for the i-th repetition is defined as

Ei
j =

Y
(
X + ∆ej

)
−Y(X)

∆
, (11)

where Y is the model output with parameter set X, ∆ is a value chosen in the range of {1/(p−1),..,1−1/p−1)}
by the user, p is the number of discretization levels, and ej is a vector of the canonical basis. [24]
recommends that ∆ equals p/2(p−1). For any Xj selected in the input space, X + ∆ej is always in the
input space.
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To assess the sensitivity of the input factors, two indices, σ and µ*, are computed as follows:

µ∗j =
1
r

∑r

i=1

∣∣∣∣Ei
j

∣∣∣∣, (12)

σj =

√
1
r

∑r

i=1

(
Ei

j −
1
r

∑r

i=1
Ei

j

)2
. (13)

µj
* estimates the overall impact of the parameter Xj on the model output, and σj measures the

non-linear and/or interaction effects with other parameters.

2.3.2. The Sobol Method

A modified version of the Sobol sensitivity analysis [46] was performed for the most influent input
soil hydraulic parameters identified by the Morris method in order to quantify the amount of variance
that each parameter contributes to the unconditional variance of the model output. These amounts are
represented by Sobol’s sensitivity indices (SIs). The SIs give quantitative information on the variance
associated with a single parameter or related to interactions of multiple parameters. For a more
complete explanation of the Sobol method, please refer to Sobol (2001) [25]. Sobol’s sensitivity indices
are expressed as follows:

First-order indices : S1,i =
Vi

V
, (14)

Second-order indices : Si,j =
Vij

V
, (15)

Total indices : STi = S1,i +
∑

j,i
Sij , (16)

where Vi is the variance associated with the ith parameter and V is the total variance.
The first order index, S1,j, represents the individual variance contribution of the parameter Xi to

the total unconditional variance, also referred to as the “main effect”. The second order index, Si,j,
explains the interaction effect between parameters Xi and Xj. The overall impact of parameter Xi,
including the main effect and all its interactions with other parameters, is given by the total index STi.
If the sum of all first-order indices is less than 1, the model is non-additive.

Sobol sensitivity analysis was performed for groundwater recharge, which is ultimately the
targeted output variable, as well as for soil water content and pore water isotope profiles simulated at
a single sampling time, in order to investigate the benefit of combining soil water content and tracer
data in the optimization procedure.

2.3.3. Implementation of the Sensitivity Analyses

The Python programming language and the Sensitivity Analysis Library (SALib) [47] in particular
were used to conduct the sensitivity analyses. Sensitivity indices are calculated for scalar outputs
obtained from objective functions. Here, the modified Kling–Gupta efficiency (KGE) index, as defined
by [48], was used as the objective function (Equation (17)). This dimensionless index compares
simulated and observed data with regards to their correlation (r), the ratio of their mean values (bias
ratio, β), and the ratio of their coefficient of variation (variability ratio, γ) as follows:

KGE = 1 − [(1 − r )2 +(1 − β)2 +(1 − γ) 2]0.5. (17)

Values of the objective function are stored in a one-dimensional array for the subsequent
computation of the sensitivity indices. If the METIS code needs to reduce the computation step to less
than one second, it is considered to be non-convergent; the script then terminates the simulation and
attributes a large negative value to the objective function (−100). The same negative value is attributed
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when the duration of the modeled groundwater recharge is shorter than one year, which indicates that
the run was unsuccessful.

2.4. Model Calibration

2.4.1. Data Types

This study focuses on the type of data used for model calibration and the implications when using
the model to predict groundwater recharge. Four data types have been tested here using different
approaches:

• The one-profile approach uses a single depth profile of the water content at a single sampling
time (case 1) or one depth profile of both the water content and pore water isotope composition at
a given time (case 2) to calibrate the soil hydraulic parameters. This approach does not require
continuous monitoring data as it is only based on profiles at a given sampling time. Such a method
facilitates model calibration by avoiding the time, cost, and effort associated with long-term
soil water content measurements, since only one sampling campaign is needed to obtain the
soil samples;

• The monthly approach (case 3) uses the monthly water content and pore water isotope composition
at a 15 cm depth, plus one depth profile of both the water content and pore water isotope
composition at a given time (as in case 2), to calibrate the soil hydraulic parameters;

• The daily approach (case 4) uses daily monitoring of the water content at four different depths
(10, 20, 50, and 100 cm), and one depth profile of both the water content and pore water isotope
composition at a single time to calibrate the soil hydraulic parameters. [18] used this approach.

As neither monthly water content or pore water isotope composition monitoring data from
a 15 cm depth nor daily water content monitoring data from 10, 20, 50, and 100 cm depths were
available for our study sites, we used the synthetic case to discuss the performances of the optimization
procedures. Simulated water content and isotope profiles were obtained using the boundary conditions
described above (Section 2.2.3) and the soil hydraulic parameters presented in Table 2, for a period
of 3 years (1 January 2016 to 31 December 2108). These simulated data were subsampled with a
spacing of 5 cm between the soil surface to a 30 cm depth, and then 10 cm down to a 200 cm depth.
These subsampled data were used in place of observed data. The realism of the parameterization
obtained with the different calibration approaches was assessed based on their abilities to reproduce
observed groundwater recharge, both in terms of quantity and dynamics.

2.4.2. Multi-Objective Optimization Procedure

An optimization procedure was developed to calibrate soil hydraulic parameters of a two-layer
model (i.e., α1, n1, Smin1, Smax1, Ks1, F1, α2, n2, Smin2, Smax2, Ks2, F2, and λ) based on the difference
between the measured and simulated soil moisture and pore water isotope composition. The Latin
Hypercube Sampling (LHS) method [49] was used to sample soil hydraulic parameters in the
13-dimension parameter space. The range (min, max) for each parameter was chosen according to
expert knowledge [21] and 5000 values were randomly chosen from within this range (Table 2). The LHS
method ensures that parameter ranges are equally sampled and fully explored. Each computation is
initiated with a different set of soil hydraulic parameters, and soil moisture and pore water isotope
data are computed with these different parameter combinations. For each simulation, three KGE
were calculated: soil moisture (KGEθ), isotope data (KGEc), and the average of both (KGEtot).
Sequential and simultaneous multi-objective approaches have already been tested elsewhere [10,18]
and the simultaneous multi-objective approach was shown to be a time-efficient calibration procedure,
resulting in a good representation of water flow and isotope transport. The set of soil hydraulic
parameters leading to the best KGEtot was retained.
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3. Results and Discussion

3.1. Sensitivity Analyses

Morris sensitivity analysis method results produced for groundwater recharge (obtained from the
synthetic case) are reported in Figure 1. To interpret the results by simultaneously taking into account
both sensitivity measures, we used representation in the (µ*-σ) plane, which allows soil hydraulic
parameters to be classified into three types: parameters having negligible effects, with small µ* and σ;
parameters having non-linear effects and/or interactions with other parameters, with large µ* and σ;
and parameters having linear and additive effects, with large µ* and small σ. Parameters α1 and n1

present particularly strong non-linear effects and/or interactions with other parameters. All factors
with a high µ* value also have a high σ value, indicating that none of the parameters have a purely
linear effect. λ is the only parameter exhibiting small µ* and σ values, meaning that it has a very
limited effect on the output, and therefore can be fixed. Since all other soil hydraulic parameters exhibit
significant µ* and σ values, it was not possible to fix these and thereby reduce the dimensionality of the
problem without affecting the quality of the simulation. Five parameters therefore had to be optimized
for each horizon of the soil profiles. λwas set to 1 cm [38].

1 
 

 
Figure 1. Results of the Morris method sensitivity analysis for output groundwater recharge.

Sobol’s first-order index, S1, which represents the individual variance contribution of a given
parameter to the total unconditional variance, and Sobol’s total index, ST, which represents the total
impact of a given parameter, including its main effect and all its interaction effects with other parameters,
were calculated for the groundwater recharge calculated in the synthetic case (Figure 2a). Only the
retention curve shape parameters n1 and α1 exhibit a high S1 value, and thus have a significant direct
influence on groundwater recharge variance. All the other soil hydraulic parameters have a first-order
index of less than 1%, which indicates that their main effect on the output variance is negligible. The sum
of all first-order indices is less than one, which means that the model is non-additive. Only 62% of the
variance is attributable to the first-order effects, with interactions between soil hydraulic parameters
playing a fundamental role. Almost 86% of the variance in simulated groundwater recharge is caused
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by n1, either by variation in the parameter itself (49%) or by its interactions with other parameters.
The effect of the second most influential parameter, α1, represents only half of the n1 effect (47%). It can
be noted that all the other soil hydraulic parameters have a very low main effect, but a relatively high
total effect. This indicates that they have a limited direct effect on the variance of the objective function,
but an interaction effect with other parameters. All soil hydraulic parameters therefore influence the
output variance either directly or through their interactions. No parameter other than dispersivity can
be fixed without affecting the uncertainty of the output.Water 2019, 11, x FOR PEER REVIEW 11 of 22 
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Soil hydraulic parameters are ranked by decreasing influence. * 1044 days of simulation correspond to
9 November 2018. Results were checked to be independent of the chosen day.
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The sensitivity analysis of the model reveals that the effect of horizon 1, the surface layer,
strongly impacts the output. Within this layer, precipitation is partitioned into a vapor flux back into
the atmosphere through evaporation. The accuracy of the upper boundary (e.g., precipitation and
actual evaporation) and initial (e.g., water content and isotope content) conditions is therefore of great
importance. However, these data are often not available or are associated with high uncertainties
in outdoor experiments [50,51]. For example, various studies have shown that standard devices for
precipitation measurement frequently underestimate the amount of rainfall [52,53], affecting the soil
hydraulic property estimates [54]. [10] studied the impact of a less accurately defined upper boundary
condition on simulated state variables (water content, matric potential, and δ18O) by comparing
simulations that used daily precipitation measured with a rain gauge (tipping bucket method) with
simulations in which precipitation was derived from lysimeter weights. The authors demonstrated
that using less accurately defined boundary conditions clearly decreased the ability of the calibrated
vadose zone model to simulate water content, matric potential, and drainage. Efforts are therefore
needed to understand to what extent the collected records are consistent and representative of real
field conditions.

Sobol’s indices were calculated for one water content (Figure 2b) and pore water isotope
composition (Figure 2c) depth profile collected at a single time (obtained from the synthetic case). The
Sobol sensitivity analysis performed for the water content profile (Figure 2b) and groundwater recharge
(Figure 2a) showed similar results in terms of the order of the most influential soil hydraulic parameters,
and the main and total effects. Sobol’s sensitivity analysis results for the isotope profile (Figure 2c)
are significantly different. Even if n1 remains the most influent parameter, Smin2, which plays a very
minor role for the water content profile, is the second most influent parameter here. Inversely, Ks1,
which was the third most influent parameter for the water content profile, has only a minor influence
on the isotope profile. Information contained in the isotope and water content profiles is therefore
complementary in its abilities to optimize soil hydraulic parameters.

3.2. Model Parametrization

The synthetic case was used in order to test four data types for model calibration: one water
content profile at a single sampling time (case 1); one water content profile and one pore water isotope
composition profile at a single sampling time (case 2); monthly water content and pore water isotope
composition monitoring at a 15 cm depth, plus one depth profile of both the water content and pore
water isotope composition at a single time (case 3); and daily water content monitoring at 10, 20, 50, and
100 cm depths, plus one depth profile of both the water content and pore water isotope composition
at a given time (case 4). Table 2 presents the best set of soil hydraulic parameters obtained for each
calibration procedure, depending on the type of data used. n1 appears to be well-estimated, which is
consistent with the Sobol sensitivity analysis results. However, if we compare each set of soil hydraulic
parameters with those of the “synthetic case”, we observe that no approach allows it to be accurately
simulated, even if KGEtot is superior to 0.9 in each case. This result is not surprising considering, on the
one hand, the poor main effect of the parameters and their high interactions and, on the other hand, the
relatively low number of sets of parameters tested (5000). Nonetheless, this highlights the existence of
local minima and the difficulty of accurately calibrating soil models through a local inversion approach.

Cases 3 and 4 lead to the same best set of soil hydraulic parameters. Daily values of water content
at different depths do not contain more information for the inversion procedure than one monthly
measurement of the water content and pore water isotope composition in the first horizon.

It is difficult to determine which data type is most appropriate for groundwater recharge estimates
when only looking at soil hydraulic parameter values. In Table 3, we compare the annual groundwater
recharge values obtained through the different approaches for two simulation years (2017 and 2018)
to the value obtained in the synthetic case. The use of pore water isotopic composition profile
measurements for the calibration significantly improves the estimate accuracy. Comparing cases 1 and
2, the error for the annual value is reduced from 15% to 7% in 2017 and from 32% to 16% in 2018. The
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use of temporal data for calibration also improves the accuracy of the groundwater recharge estimates,
but less so; error is reduced from 16% to 9% in 2018 and is in the same range of values for 2017 (7%)
based on cases 2 and 3, respectively. However, we can observe an overestimation of groundwater
recharge for each case. If modeling is undertaken with the objective of estimating annual recharge
values, using only water content profile and pore water isotopic composition profile data to calibrate
the model leads to consistent results, even if the use of temporal data still remains the best approach.

Table 3. Comparison of groundwater recharge values obtained for two simulation years (2017 and
2018) using different types of data in the optimization procedure. The set of reference soil hydraulic
parameters is the “synthetic case”. To calibrate the model, the other cases rely on one water content
profile at a single time (case 1); one water content profile and one pore water isotope composition profile
at a same single time (case 2); monthly water content and pore water isotope composition monitoring
at a 15 cm depth, plus one water content and pore water isotope composition profile at a single time
(case 3); and daily water content monitoring at 10, 20, 50, and 100 cm depths, plus one water content
and pore water isotope composition profile at a single time (case 4). Results are given in millimeters.

Synthetic Case Case 1 Case 2 Case 3 Case 4
2017 278 319 298 302 302
2018 152 201 177 166 166

We were also interested in the dynamics of groundwater recharge. As the annual time step is
most relevant for groundwater recharge studies, we present annual cumulative curves in Figure 3.
For each case, the annual groundwater recharge cumulative curve obtained is compared with the
target curve (i.e., obtained with the set of soil hydraulic parameters from the synthetic case). The
groundwater recharge dynamics are well-reproduced in all the tested cases (KGE > 0.7). The two
groundwater recharge periods (spring and autumn) can be clearly identified. However, groundwater
recharge always appears to be overestimated in autumn, especially in 2017. This might be caused
by two important precipitation events (40 and 32 mm) occurring in October and only 21 days apart.
The use of pore water isotopic composition profile measurements for the calibration significantly
improves the accuracy of the simulated dynamics (from 0.90 to 0.97 in 2017 and from 0.71 to 0.83 in
2018 based on cases 1 and 2). The use of temporal data for calibration does not systematically improve
the accuracy of groundwater recharge dynamics. If modeling is undertaken with the objective of
estimating annual recharge values and identifying the seasonality of groundwater recharge, using
only water content and pore water isotopic composition profile to calibrate the model is a reliable
approach. Nonetheless, if daily groundwater recharge dynamics are needed for the study, the situation
is different: only calibration methods including temporal data lead to reliable results. This highlights
the need to select the data used for calibration based on the specific modeling objective.

In order to quantify the spread of groundwater recharge values around the optimal value (i.e.,
that obtained using the set of soil hydraulic parameters leading to the greatest KGEtot), we also present
groundwater recharge curves obtained with the five best sets of parameters (all KGEtot are above 0.9) in
Figure 3. The narrowest spread of groundwater recharge estimates is obtained for case 2, which means
that the model response is constrained enough and strengthens the argument that this approach is
suitable for calibrating soil models.
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3.3. Field Case Study

Under real conditions, using one water content and pore water isotope composition depth profile
from a single time to calibrate the model was also found to be a reliable approach in this work.
Water content profiles (KGEθ from 0.56 to 0.77) and δ2H profiles (KGEc from 0.57 to 0.71) were
satisfactorily reproduced (Figures 4 and 5). The KGEtot values that were obtained for the validation
model period (i.e., 2018) are of the same order of magnitude as those for the calibration period (i.e.,
2017), for sites SLA and SLB. For SLA, if the first three measurements (which represent the first 15 cm
below the surface level) are not considered, the KGEtot increases from 0.57 to 0.75 in 2017 and from
0.69 to 0.83 in 2018, mainly due to KGEc increasing. We suspect that the depleted values measured at 5
and 15 cm depths correspond to two small snowfall events (the first totally melted and the second
partially melted on SLA), which occurred on 19 November and 16 November 2017, respectively, a few
days before soil profile sampling. The monthly collection of precipitation isotope data does not allow
the conditions in the top centimeters of the soil profile to be accurately reproduced. With an increasing
infiltration depth, water gets mixed with the pore water previously present in the soil, leading to the
following loss of its initial isotopic signal and the convergence toward a mean value, which explains
the better results obtained at a greater depth. For SLB, we do not observe this increase in KGEc. If we
look more closely at the pore water isotope profile (Figure 5), the two snowfall events mentioned above
are not evident; rather, measurements in the upper 15 cm are very close to the average precipitation
composition in November (δ2H = −75%�). SLB is located in a pine forest. Interception by the trees,
and the needles and biomass cover on the soil could explain these results, by their not allowing small
precipitation events to directly infiltrate into the soil.Water 2019, 11, x FOR PEER REVIEW 25 of 22 
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The soil hydraulic parameters obtained for sites SLA and SLB are different for the two horizons
considered (Table 4), even if, for both sites, horizon 2 had no organic matter and the same granulometry.
Vegetation affects the soil structure and its stability at different scales and through various direct and
indirect mechanisms [55]. By penetrating the soil, roots form macropores which favor fluid transport.
They also create failure zones, which contribute to fragmentation of the soil and the formation of
aggregates, thus modifying soil hydraulic properties.

Table 4. Best set of soil hydraulic parameters obtained for sites SLA and SLB.

n α Ks F Smin Smax λ

(-) (m−1) (ms−1) (-) (-) (-) (m)

SLA
Horizon 1 1.87 11.32 5.46 × 10−3 0.21 0.02 0.44 0.01
Horizon 2 1.89 26.3 2.74 × 10−3 0.36 0.02 0.24 0.01

SLB
Horizon 1 1.51 20.35 8.26 × 10−3 0.28 0.04 0.54 0.01
Horizon 2 2.16 10.61 9.49 × 10−3 0.39 0.04 0.37 0.01
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The mean annual groundwater recharge values obtained for sites SLA and SLB using the proposed
method (Table 5), 345 mm and 357 mm, respectively, are consistent with previous studies [24].
As expected, recharge values and the repartition between evaporation and transpiration are different
between the sites due to differences in vegetation. The role of evaporation is greater at site SLA,
which is located in grassland, and the role of transpiration is greater at site SLB, which is located in a
pine forest.

Table 5. Annual simulated groundwater recharge, evaporation, and transpiration values for sites SLA
and SLB.

Recharge Evaporation Transpiration
(mm) (mm) (mm)

SLA
2017 429 307 117

2018 261 220 75

SLB
2017 456 215 217

2018 257 181 118

4. Conclusions

In this study, we investigated the possibility of calibrating a soil water transport model to estimate
groundwater recharge using only one water content and pore water isotope composition depth profile
from a single sampling time. By conducting sensitivity analyses, we highlighted the difficulties in
accurately calibrating the soil model. Indeed, the interactions between soil hydraulic parameters play
a fundamental role, and various combinations can lead to similar groundwater recharge simulations.
Combining water content and tracer data in a multi-objective calibration approach helped to constrain
soil hydraulic property determination, as the influence of soil hydraulic parameters for the two types
of data was found to differ. The value of pore water isotope information for appropriate soil water
transport model parameterization was demonstrated. For sandy soils, accurate calibration is possible
without temporally-continuous monitoring data, using only water content and pore water isotopic
composition profiles measured on a single date. However, even if not continuous, multi-temporal
data improve model calibration, especially pore water isotope data. Indeed, monthly water content
and pore water isotope composition monitoring in the first horizon provides as much information as
daily water content monitoring in both horizons. We therefore encourage field monitoring methods to
develop in this direction. More generally, it is important that the choice of data used for soil hydraulic
parameter calibration be made in accordance with the objectives of the model.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/12/2/393/s1,
Figure S1: Measured δ2H in precipitation at Mont Saint-Bruno, Quebec, Canada.
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