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ADAPTIVE APPROXIMATE

COMPUTATION FOR COMPLEX MODELS

MAXIME LENORMAND, FRANCK JABOT & GUILLAUME DEFFUANT

LISC, IRSTEA, Clermont-Ferrand, FRANCE (maxime.lenormand@irstea.fr)

CONTRIBUTION

e What? Improve the sequential Monte Carlo methods in ABC to
minimize the number of model runs to reach a given quality of

BAYESIAN

EXPERIMENTS ON A TOY EXAMPLE
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the posterior approximation.
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¢ (11, 0°) is the normal density of mean p and variance o

Why? In the PMC algorithm proposed by Beaumont et al.
(2009) the sequence of tolerance levels is not automatically de-
termined. The recent SMC algorithm proposed by Del Moral
et al. (2012) and the RSMC proposed by Drovandi and Pettitt

The problem of particle duplication

(2011) use a MCMC kernel which leads to a problem of particle =MC RSME
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. Simulate a particle 6 from the prior distribution of the model pa-
rameters and use it to simulate the model realisation = ~ f(z|0).

= The number of distinct particles decreases during the course ot

. If the distance p(x,y) to the data y is below a tolerance level ¢,
the algorithm:s.

accept the particle otherwise reject it.

3. Repeat until a particle sample of the desired size is obtained.

Comparison of algorithms

APMC ALGORITHM X

The Adaptive Population Monte Carlo algorithm is a sequential -0 N

Monte Carlo method in ABC. The purpose of this method is to se-
quentially improve the parameter posterior distributions represented
by a sample of particles of length V,.
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1. Simulate N particles from the prior distribution = using a Latin
Hypercube Sampling, simulate the N associated realizations of
the model and compute the N associated distances to the data.
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2. Keep the N, = | Na| closest to data particles and update their

associated tolerance level (the maximum of the NV, distances). 025 05 1 2 4 8 16 32
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3. Move N — N, particles from the previous weighted sample with

a jumping kernel and simulate the N — N, associated realiza-

tions of the model = The APMC algorithm is 2 to 8 times faster than the other

algorithms for an equivalent L3 distance between the simulated and

4. Merge the two samples to obtain a new weighted sample of the observed posterior distribution of model parameters.

length V.
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5. Go to step 2 until the proportion of "accepted” particles pgcc
among the N — N, particles is below the stopping criterion
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. . = The number of simulations x L3 is smaller for the APMC.
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: N (1) N 0.3 <a<0.7and 0.01 < pace,,,, < 0.05 present a good compromise
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Wi(ﬂ = 7T(9§t>) / d,gt) where 7 is the prior distribution and d§t) is
given by the sum of the probabilities to reach H,Et) from one of the N,
particles of the previous step.

The kernel transition K, is a multivariate normal distribution pa-
rameterized with twice the weighted variance of the previous sample.
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