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NEXT generation genetic data

Classical inference methods of the demographic history (likelihood based methods, IS, MCMC), approximate bayesian methods and Site Frequency Spectrum, suitable for polymorphism data sets consisting in some loci and assuming the genealogies of different loci are independent, do not exploit the recombination.

Take advantage of genome wide data with known genome

Pairwise alignment
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New inference approaches of demographic history based on the conserved sequence lengths in the pairwise alignment within a diploid genome : [3], [5], [4], [2], [1]

The patterns of linkage disequilibrium (LD) between polymorphic markers are shaped by the ancestral population history as we can see on haplotype homozygosity curves which measure the LD.

DEMOGRAPHIC HISTORY INFERENCE FROM GENOME WIDE SEQUENCE DATA

Haplotype Homozygosity: $HH(i):$ probability for $i$ adjacent markers drawn at random in the whole genome sequence to be homozygotes.

Theoretical $HH$ of [3], denoted $HH_0:$ coalescent based computation, assuming the mutation and recombination rate known and constant along the genome.

Empirical $HH$, denoted $HH$ computed from the observed data, is the segment proportion of at least $i$ homozygotes adjacent markers.

We estimate $\theta_0$ and $\theta_1$ by:

$\hat{\theta}_0 \in \arg \min_{\theta_0} \sum_i w_i(\hat{HH}_0(\theta_0,i) - \hat{HH}(i))^2$,

$\hat{\theta}_1 \in \arg \min_{\theta_1} \sum_i w_i(\hat{HH}_1(\theta_1,i) - \hat{HH}(i))^2$.

Evaluation of $i \rightarrow HH_0(\theta_0,i)$ is time consuming

$\sim$ optimization with the Markovian R package.

Model choice criterion: embedded models

Penalized mean square criterion

$\min_{\theta_0, \theta_1} \sum_i w_i(\hat{HH}_0(\theta_0,i) - \hat{HH}(i))^2$.

$w_i(\theta) = \frac{\theta^2}{\theta^2 + \phi^2}$,

$\phi$ = estimate of Sobol’s sensitivity index of order one of a given parameter $\phi$ computed for $i$ adjacent markers under the more complex model (sensitivity R package).

On this simulated data set with constant population size $\theta_0 = 500$, the non penalized mean square criterion would choose $M_0$, whereas the penalized mean square criterion choose $M_1$.

Detected a contraction

Avoid choosing the more complex model

Detecting a contraction

Numerical results

Data sets simulated under $M_0$, $\theta_0 = N_0 = 500$

<table>
<thead>
<tr>
<th>$n_{pen}$</th>
<th>0000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locus</td>
<td>2000</td>
<td>20000</td>
</tr>
</tbody>
</table>
| 100 | Adjustment | 0.74 | 0.59 | 0
| Penalized Adj. | 0.94 | 0.98 | 1 |

$\theta_0$, $N_0$

$\begin{cases} 494 & 494 \\ [478 - 510] & . \end{cases}$

$\theta_1$, $N_0$

$\begin{cases} 502 & 501 \\ [496 - 509] & . \end{cases}$

Data sets simulated under $M_1$, $\theta_1 = (N_1, h, f_1) = (500, 1500, 10)$

<table>
<thead>
<tr>
<th>$n_{pen}$</th>
<th>0000</th>
<th>15000</th>
<th>20000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locus</td>
<td>2000</td>
<td>20000</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>100</td>
<td>Penalized Adj.</td>
<td>0.81</td>
<td>0.92</td>
<td>0.95</td>
</tr>
</tbody>
</table>

$\overline{N_1}$

$\begin{cases} 634 & 633 \\ [617 - 650] & - \end{cases}$

$\begin{cases} 561 & 529 \\ [547 - 576] & - \end{cases}$

$\begin{cases} 534 & 492 \\ [520 - 548] & - \end{cases}$

Data sets simulated under $M_0$, $\theta_0 = N_0 = 500$

<table>
<thead>
<tr>
<th>$n_{pen}$</th>
<th>0000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locus</td>
<td>2000</td>
<td>20000</td>
</tr>
</tbody>
</table>
| 100 | Holstein data sets

$\overline{N_0}$

$\begin{cases} 6690 & 6924 \\ [6533 - 6847] & - \end{cases}$

$\overline{\theta_1}$

$\begin{cases} 6565 & 6532 \\ [5599 - 6372] & - \end{cases}$

$\overline{f_1}$

$\begin{cases} 4.23 & 4.0 \\ [3.90 - 4.57] & - \end{cases}$
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