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Genetic polymorphism modelling
Evolution model

• A sample of n gene copies at a single locus from the popu-
lation of effective size N(t).

• For any given locus, each individual has exactly one ances-
tor in the previous generation.

• The ancestral relationships between the individuals of the
sample going back in time to the MRCA are described by a
gene tree, distributed according to the n-coalescent. Gene tree of mi-

crosatellite markers.

Demographic model

We consider a demographic model, where the effective population
size varies in the time, denoted N(t). In particular we work with an
Exponentially Contracting Population (ECP). If we look back-
ward in time, we have :

Ñ(s) =

N
(

Nanc
N

)s/D
if 0 ≤ s ≤ D

Nanc if s ≥ D.
Exponentially contract-
ing population model.

Likelihood of the data
Notations: nobs : observed data,Hnobs : set of compatible histories with the observed data,

Problem
The histories are not observed. The likelihood of the data is obtained by summing over all the
possibilities (not observed), which is not feasible in practice:

L(nobs|φ) =

∫
1{h∈Hnobs }

Pφ(h)dh

Solution
A class of Monte-Carlo methods, based on Sequential Important Sampling (SIS), allows the
likelihood calculation despite the hidden process. The efficiency of these methods was been
proven by [1], [2], [3] and [6].
In this schema, the IS distribution propose histories which contribute the most to the sum defin-
ing the likelihood. But changing effective population size introduce a strong inhomogene-
ity in the Wright-Fisher model and the IS distributions become inefficient. The computation
time strongly increases for the same accuracy of the likelihood estimation, so that we can not
have a correct estimation.

Evaluating the likelihood with SIS

L(nobs|φ) =

∫
1{h∈Hnobs }

Pφ(h)
Qφ(h)

Qφ(h)dh = EH∼Qφ

[
1{H∈Hnobs }

Pφ(H)
Qφ(H)

]
We approximate the likelihood with a Monte-Carlo estimator:

̂L(nobs|φ) =
1

nH

nH∑
j=1

1{H( j)∈Hnobs }

Pφ(H( j)|φ)
Qφ(H( j))

=
1

nH

nH∑
j=1

w( j),

where H( j) ∼ Qφ are nH realizations of the latent inhomogeneous Markov process, Qφ is the
important sampling distribution and w( j) are the importance weights computed sequentially as
follow:

w( j)
k =

k∏
i=1

Pφ(H( j)
i−1,H

( j)
i |φ)

Qφ(H( j)
i ,H( j)

i−1)
= w( j)

k−1

Pφ(H( j)
k |H

( j)
k−1, φ)

Qφ(H( j)
k−1|H

( j)
k )

.

Correction of Importance Sampling distribution by Resampling (SISR)

The idea is to resample during the backward building of the histories, so that
we learn which are the histories proposed by the IS distribution that really
contribute most of the sum defining the likelihood and so save computation time.

We stop the SIS algorithm that builds the histories in parallel at a given check-
point and we draw a new collection of nH histories according to a multinomial
distribution with parameter nH and a resampling probability distribution v
that could be any distribution. This new algorithm is called SISR, see [5].

In this paper, we propose a new resampling probability distribution v on the col-
lection of histories. Since the information is mainly in the dependency between
individuals of the sample, we propose to substitute the pairwise composite like-
lihood, noted L2(h|φ), for the likelihood of the end of the history. It does not
approximate the likelihood but it behaves the same way and it is fast to com-
pute. Indeed, it is the product of the likelihoods of each pair of individuals in the
sample. We propose to draw the j-st history h( j) with probability :

v( j) =
(
w( j)

)α (
L2(h( j)|φ)

)β
, α, β ∈ [0, 1] , β � 1.

Numerical results when comparing SIS and SISR

With the same computational cost, the Mean Square Error (MSE) between the true value of
the likelihood and its estimate is lower when estimating with resampling (SISR) than without
(SIS), for a range of values of α and β : 0.4 ≤ α ≤ 0.7, 0 ≤ β ≤ 0.01.
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Boxplots of 100 estimates of the likelihood in a given parameter point with different estimation
algorithms, on simulated data sets.

The parameter of interest is the vector (θ,D, θanc). We estimate it by maximum likelihood
inference when the likelihood of the data is estimated by the SIS or SISR algorithm. In all the
following cases, the inference is difficult because of the strengh of the contraction or because
it happened recently (see [4]).
With the same computational cost, the resampling allows to reduce the bias and MSE in the
parameter estimation.

(θ,D, θanc) = (0.4, 1.25, 400) (0.4, 0.25, 40) (0.4, 0.25, 400)
Algorithm SIS SISR SIS SISR SIS SISR
Rel. bias θ 0.56 0.34 1.07 0.23 4.9 1.1

D −0.02 −0.017 0.23 0.571 −0.06 0.15
θanc 0.048 −0.042 0.032 0.023 0.044 −0.053

Rel. RMSE θ 0.71 0.53 2 1.8 5.2 1.7
D 0.14 0.14 0.45 0.8 0.14 0.37
θanc 0.37 0.38 0.29 0.27 0.25 0.23

Comparison of relative bias and Root Mean Squar Error (RMSE), analysis of data sets simu-
lated under the ECP model, by SIS and SISR with nH = 100 (left) or nH = 2000 (center and
right) histories sampled.
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