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Abstract 

 

Images play a vital role in crop phenotyping. Pixel-wise classification (into vegetation/background) or 

semantic segmentation is a critical step in the computation of several canopy state variables. Current state of 

the art methodologies based on convolutional neural networks are trained on data acquired under controlled 

environments. These models are unable to generalize to real-world dataset and hence need to be fine-tuned 

using new labels. This motivated us to create the P2S2 segmentation dataset – a collection of multi-crop RGB 

images from different acquisition conditions. We present here the dataset and state of the art results. 
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1 Introduction 

Deep learning and convolutional neural networks (CNNs) 

have recently demonstrated their huge potential in plant 

image segmentation [1]. However, the training and 

validation images are often acquired in laboratory and under 

controlled illumination conditions [2]–[3]. The evaluation of 

the method performances is also often limited to specific 

conditions including species or cultivars, crop stage, and 

illumination conditions. To overcome this issue, we propose 

the P2S2 dataset of annotated images: it was initially 

acquired for the validation of vegetation products derived 

from the Sentinel 2 satellite. It is composed of 75 images 

acquired over nine crops and different stages/conditions. We 

first describe our annotation strategy to build an accurate 

dataset. We then use the P2S2 segmentation dataset to 

evaluate the performances of a CNN trained with already 

existing datasets from the literature. We hope that this 

publicly available dataset will help crop phenotyping 

research to overcome the bottleneck in robust segmentation 

model building. 

2 Materials and methods 

2.1 Image collection: The data collection was carried out 

in four sites in France and Belgium chosen for their varied 

climatic and soil conditions. These four sites were 

cultivated with nine crop species - wheat, rapeseed, maize, 

sunflower, sugar beet, rice, potato, soybean and grassland. 

We considered five acquisition dates across the growing 

season in such a way to cover as many growth stages as 

possible. Downward looking digital RGB images were 

acquired at the ground level. Approximately 2400 images 

of size 6000 x 4000 pixels were collected through this 

experiment with a spatial resolution of 0.2mm. From these 

images, we picked up 20 random patches of 512 x 512 

pixels for each crop species. A maximum of four patches 

before and after the appearance of organs was selected. 

This led to a total of 75 images 

 

2.2 Annotation strategy: Thirteen experts precisely 

annotated the 75 images using a custom improved version 

of the JavaScript annotation tool provided by [4]. To avoid 

annotation bias due to subjectivity, at least two 

independent experts reviewed each annotated image. The 

dataset was annotated following a simple rule: labeling all 

the pixels belonging to a plant as vegetation (including 

flowers, spikes, and dried leaves) and the rest as 

background.  

 

 
Figure 1 Examples of images and their corresponding 

annotated masks 
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2.3 CNN architecture: 
We built a CNN inspired from the U-Net convolution-

deconvolution architecture. We used ResNet with 18 

layers, initialized on the ImageNet dataset, as the 

backbone architecture. The training dataset was composed 

of five ready-to-use datasets that included the images and 

their corresponding vegetation/background mask. These 

datasets correspond to a range of vegetation: CVPP dataset 

(top view of rosette plants), Easy-PCC (rice and wheat 

fields), wheat, carrot and weeds, and one other dataset of 

wheat (unpublished) [5]–[7]. This constituted 1400 

images, from which 15% was withheld for validation. 

 

2.4 Evaluation metrics: 
The CNN model was tested on the P2S2 segmentation 

dataset and its performances were also compared with a 

random forest (RF) model. The RF classifier was trained 

with the RGB pixel values, and we used 100 trees in the 

final estimator parameters. The fraction of vegetation and 

the mean IOU from these two approaches were compared. 

3 Results and Discussion 

3.1 CNNs achieve comparable performance to RF: 

  

Both approaches achieved a relative error of 20% on the 

P2S2 dataset. The lowest performances were achieved on 

crop species that were not selected in the training database. 

For the CNN, the performances are affected by the spatial 

resolution and the sharpness of the images. Regarding the 

RF model, the main limitations are due to strong 

illumination conditions, soil appearance and the presence 

of non-green vegetation. 

 

 
Figure 2: Vegetation cover estimates by CNN and RF 

4 Conclusion and Perspective 

We introduced a new, carefully annotated, precise, diverse 

image dataset acquired in a realistic environment. This 

challenging dataset is designed to improve the 

segmentation of vegetation images by building robust 

models. Moreover, it could be used as a common 

benchmark for future studies on vegetation segmentation It 

was used to evaluate a CNN approach trained on existing 

datasets from the literature. Results showed quite poor 

performances of this method due to the discrepancies 

between the training and the P2S2 dataset.This highlights 

the overall-value of this new dataset. Future work will 

focus on data augmentation and domain adaptation.  
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