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Abstract  22 

Preferential water flow in soil macropores such as underground channels formed by 23 

worm activity and plant root growth, can move a large volume of water and contaminants 24 
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to groundwater resources in a short time. To describe these types of water flow in soil, Di 25 

Pietro et al. (2003) developed and proposed kinematic–dispersive wave (KDW) model. 26 

They suggested this model by adding a dispersive term to the kinematic wave (KW) model 27 

that was severely convective and was presented by Germann in 1985. The fundamental 28 

assumption of this model is that the water flux (𝑢) is exclusively a function of the mobile 29 

water content, but in the KDW model, considering its additional dispersive term, it is 30 

assumed that the water flux is a non-linear function of the mobile water content and its 31 

first-time derivative. The first term of this assumption is a power function where the 32 

water flux depends on the mobile water content. This equation is just a mathematical 33 

equation and has no significant physical meaning. In this research, this power function is 34 

substituted by the shape of van Genuchten model that has an acceptable physical meaning, 35 

and thus the kinematic–dispersive wave van Genuchten (KDW-VG) model is introduced 36 

for the first time as the innovation of this research. The models were calibrated and 37 

validated with observations of four different rainfall intensities that were applied on the 38 

surface of a soil column with artificial preferential pathways. The output water fluxes from 39 

the bottom of the soil column versus the soil mobile volumetric water content in the 40 

column were recorded at set times. First, both the KDW and KDW-VG models were 41 

calibrated and their indefinite coefficients were determined by minimizing the error 42 

function between the observed and modelled water fluxes versus mobile volumetric 43 

water content using particle swarm optimization (PSO) algorithm. Next, both models, 44 

which are second-degree non-linear partial differential equations, were solved using 45 

numerical finite difference method with the MATLAB programming language, and were 46 

validated by experimental observations of rainfall hydrograph that was passed through 47 

the preferential routes of a physical model and was recorded from the bottom of the soil 48 
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column. Root-mean-square error (RMSE) comparison of the models predictions and 49 

observations indicated that the proposed model (KDW-VG) could predict the 50 

observations more accurately compared with the KDW model, and also had better 51 

performance in the calibration stage. 52 

Keywords: Preferential water flow, Artificial preferential pathways, Porous media, 53 

Numerical solution, Particle swarm optimization (PSO) algorithm, Finite difference 54 

Introduction 55 

Preferential water flow which is a non-uniform flow, is a common phenomenon in 56 

unsaturated soils. This type of flow normally causes the rapid movement of 57 

pollutants and is often observed when mass transport is dominated by macropore 58 

flow (Sheng et al., 2011; Li et al., 2018; Cohen and Weisbrod, 2018). Flows through 59 

macropores are a kind of preferential flow that occur on paths created by 60 

earthworms or plant roots (Gerke., 2006; Khitrov et al., 2009; Klammler et al., 61 

2017). Blue dye tracer studies show that the tracer moves not only along cracks 62 

but also through the burrows created by earthworms (Sander and Gerke, 2007). 63 

The appearance of preferential paths has been confirmed by direct observation 64 

using sequential magnetic resonance imaging (MRI) (Hoffman et al., 1996). The 65 

occurrence of this phenomenon during water infiltration depends on the initial 66 

water content of soils, the amount and intensity of rainfall, and soil hydraulic 67 

conductivity (Jarvis, 2007). Studies show that deep water movement in soils is 68 

predominantly due to the existence of preferential flow paths (Alaoui, 2015). In 69 

non-homogeneous and cracked soils, water flows move significantly faster than the 70 

soil matrix (Snehota et al., 2015) and create numerous splits in the soil profile, 71 
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resulting in poor water retention (Alaoui, 2015) and influencing runoff regulation, 72 

sediment transportation, and soil and water conservation (Tao, 2017). Solutes such 73 

as nitrogenous fertilizer and phosphorus that are widely used in agriculture 74 

(Moradzadeh et al., 2014) are transported through these routes and thereby, 75 

contaminate both surface and underground water (Flury, 1996; Zhang et al., 2017; 76 

Saadat et al., 2018), indirectly affecting the amount and concentration of runoff 77 

salts. Preferential flows induced by macropores are the main cause of pollution 78 

transport and groundwater circulation and contamination. Chemical fertilizers can 79 

also easily be transported through soil macropores to groundwater (Zhang et al., 80 

2015). Therefore, preferential flows can have a significant effect on human life, 81 

products, and ecology (Niu et al., 2007). 82 

Investigation of the behaviour of contaminant transport in the soil matrix requires 83 

knowledge of the equations governing water movement in the soil. Additionally, 84 

further research appears necessary to understand the enhancement of 85 

contaminant transport by preferential paths (Majdalani et al., 2008). In this regard, 86 

Germann (1985, 1990) and Chen and Wagenet (1992) extracted the relationship 87 

between average water flux (𝑢) and mobile water content in draining porosity 88 

(Germann., 1985; Germann., 1990; Chen and Wagenet., 1992). Both models 89 

revealed a non-linear relationship between water flux and the amount of mobile 90 

water content. These equations, which are based on the law of continuity, finally 91 

lead to the kinematic wave (KW) model to simulate preferential water flow, but 92 

usually overestimate the real flows (Germann, 1985; Di Pietro et al., 2003). As the 93 
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KW model is severely convective, it cannot consider the dispersive effect, because 94 

this model assumes that water flux is just a function of mobile water content (Di 95 

Pietro et al., 2003). To compensate for this defect, the kinematic–dispersive wave 96 

(KDW) model was proposed by Di Pietro and colleagues in 2003 to simulate 97 

preferential water flows in draining porosity with more accuracy (Di Pietro et al., 98 

2003; Majdalani et al., 2008). In this model, a dispersive term was added to the KW 99 

model and it was assumed that the water flux was a non-linear function of the 100 

mobile water content, and its first time derivative. This improvement made the 101 

KDW model more accurate than the KW model. The first term of this assumption is 102 

a power function where the water flux depends on mobile water content and the 103 

second term is a differential equation that models the hysteresis water content 104 

effect in the soil matrix. The power function term is just a mathematical equation 105 

and has no significant physical meaning. In this study, this power function is 106 

replaced with the shape of van Genuchten model that is more physically based. As 107 

the primary contribution of the study, the kinematic–dispersive wave van 108 

Genuchten (KDW-VG) model is introduced for the first time, which is the 109 

innovation of this research. 110 

Definition of models 111 

Kinematic–dispersive wave (KDW) model 112 

To apply the KDW model (Di Pietro et al., 2003), some fundamental assumptions 113 

listed by Di Pietro et al. (2003) and Niu et al. (2007) should be considered. The 114 

most important assumption is that the gravitational force dominates the capillary 115 

force and the other forces are not considered in the system. Therefore, the flow 116 
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transport is assumed to have a vertical downward direction. The other important 117 

assumption states that the model is established principally in the mobile water 118 

section. Given these assumptions, 𝑤 is the mobile volumetric water content, 𝑤𝑡 =119 

𝜕𝑤 𝜕𝑡⁄  is the first-order partial time derivative of 𝑤, and 𝑢 is the volumetric water 120 

flux. This assumes that the microporosity is completely saturated, so there is no 121 

water exchange between the two porosities. The law of continuity equation and its 122 

first derivative with respect to 𝑧 are respectively defined as (Di Pietro et al., 2003): 123 

𝜕𝑤(𝑧,𝑡)

𝜕𝑡
+

𝜕𝑢(𝑧,𝑡)

𝜕𝑧
= 0                                                                                                                     (1) 124 

𝜕2𝑤(𝑧,𝑡)

𝜕𝑧𝜕𝑡
+

𝜕2𝑢(𝑧,𝑡)

𝜕𝑧2
= 0                                                                                                                 (2) 125 

It is also assumed that the volumetric water flux within the macropores is a non-126 

linear function of the relation between 𝑤 and 𝑤𝑡 , described by the following 127 

equation: 128 

𝑢 = 𝑢(𝑤, 𝑤𝑡) ⇒ 𝑢(𝑧, 𝑡) = 𝑏[𝑤(𝑧, 𝑡)]𝑎 ± 𝜈𝑤
𝜕𝑤(𝑧,𝑡)

𝜕𝑡
                                                           (3) 129 

Accordingly, in the same water content, the negative sign is applied when the 130 

volumetric water flux of the drainage stage is greater than that of infiltration, and 131 

the positive sign is used when the volumetric water flux of infiltration stage is 132 

greater than that of drainage. Because, as will be explained later, the results of this 133 

study showed that, in the same water content, the volumetric water flux of the 134 

infiltration stage would be greater than drainage, the positive sign is used to define 135 

the formula. The model depends on three coefficients, where 𝑢(𝑧, 𝑡) [mm h-1] is 136 

volumetric water flux in time 𝑡 and depth 𝑧, 𝑎 is a macropore-flow distribution 137 
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index, 𝑏 [mm h-1], is a conductance term, and 𝜈𝑤 [mm] is the water dispersion 138 

coefficient, all of which are positive numbers (Majdalani et al., 2008). 139 

Given the first derivative of Eq. (3) with respect to 𝑧, the following description is 140 

derived: 141 

𝜕𝑢

𝜕𝑧
=

𝜕𝑢

𝜕𝑤
⋅

𝜕𝑤

𝜕𝑧
+

𝜕𝑢

𝜕𝑤𝑡
⋅

𝜕𝑤𝑡

𝜕𝑧
⇒

𝜕𝑢(𝑧,𝑡)

𝜕𝑧
= 𝑎𝑏[𝑤(𝑧, 𝑡)]𝑎−1 𝜕𝑤(𝑧,𝑡)

𝜕𝑧
+ 𝑣𝑤

𝜕2𝑤(𝑧,𝑡)

𝜕𝑧𝜕𝑡
                       (4) 142 

where 𝑐(𝑤) =
𝜕𝑢(𝑧,𝑡)

𝜕𝑤
|

𝑤𝑡=constant
= 𝑎𝑏[𝑤(𝑧, 𝑡)]𝑎−1 is signal speed and 𝑣𝑤 is equal to 143 

 
𝜕𝑢(𝑧,𝑡)

𝜕𝑤𝑡
|

𝑤=constant
. 144 

The continuity equation, Eq. (1), and Eq. (4) are combined to give the following 145 

equation: 146 

𝜕𝑤(𝑧,𝑡)

𝜕𝑡
+ 𝑎𝑏[𝑤(𝑧, 𝑡)]𝑎−1 𝜕𝑤(𝑧,𝑡)

𝜕𝑧
= −𝑣𝑤

𝜕2𝑤(𝑧,𝑡)

𝜕𝑧𝜕𝑡
                                                                    (5) 147 

Considering the first derivative of the continuity equation, Eq. (2), the following 148 

equation is derived from the substitution of  𝜕2𝑤(𝑧, 𝑡) 𝜕𝑧𝜕𝑡⁄ = −𝜕2𝑢(𝑧, 𝑡) 𝜕𝑧2⁄    149 

and multiplication of  𝜕𝑢(𝑧, 𝑡) 𝜕𝑤⁄  or 𝑎𝑏[𝑤(𝑧, 𝑡)]𝑎−1 on both sides of Eq. (5): 150 

𝜕𝑢(𝑧,𝑡)

𝜕𝑡
+ 𝑎𝑏[𝑤(𝑧, 𝑡)]𝑎−1 𝜕𝑢(𝑧,𝑡)

𝜕𝑧
= 𝑣𝑤𝑎𝑏[𝑤(𝑧, 𝑡)]𝑎−1 𝜕2𝑢(𝑧,𝑡)

𝜕𝑧2
                                                             (6) 151 

Neglecting the second term of Eq. (3), ±𝜈𝑤 ∙ 𝜕𝑤(𝑧, 𝑡) 𝜕𝑡⁄ , 𝑤(𝑧, 𝑡) = (𝑢(𝑧, 𝑡) 𝑏⁄ )
1

𝑎 is 152 

derived. Finally, with the substitution of (𝑢(𝑧, 𝑡) 𝑏⁄ )
1

𝑎 instead of 𝑤(𝑧, 𝑡), the 153 

following non-linear partial differential equation was derived by Di Pietro and 154 

colleagues in 2003 (Majdalani et al., 2008): 155 
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𝜕𝑢(𝑧,𝑡)

𝜕𝑡
+ 𝑎𝑏

1

𝑎[𝑢(𝑧, 𝑡)]
𝑎−1

𝑎
𝜕𝑢(𝑧,𝑡)

𝜕𝑧
= 𝜈𝑤𝑎𝑏

1

𝑎[𝑢(𝑧, 𝑡)]
𝑎−1

𝑎
𝜕2𝑢(𝑧,𝑡)

𝜕𝑧2
                                             (7) 156 

Model development 157 

Modified KDW model with combination of van Genuchten model– Introducing the 158 

kinematic–dispersive wave van Genuchten (KDW-VG) model 159 

As mentioned, Di Pietro and colleagues in 2003 applied Eq. (3) to model volumetric 160 

water flux. In this equation, ±𝜈𝑤 ∙ 𝜕𝑤(𝑧, 𝑡) 𝜕𝑡⁄  is the term that can model the loops 161 

of the hysteresis phenomenon during the infiltration–drainage cycles, and 162 

𝑏[𝑤(𝑧, 𝑡)]𝑎 is a power function that appears to have been taken from the power 163 

form of the volumetric water flux versus mobile water content (Fig. 1), as reported 164 

by Di Pietro and colleagues in 2003. 165 

 166 
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Fig. 1. Relative flux (𝒖 𝒖𝒔⁄ ) versus mobile water content for three input intensities (𝒖𝒔). Symbols 167 

show measured water fluxes and lines show fitted values to Eq. 3 (Di Pietro et al., 2003)


. 168 

As Fig. 1 shows, the curves follow a form of the power equation which is an 169 

empirical model. The power function term of Eq. (3), 𝑏[𝑤(𝑧, 𝑡)]𝑎, emphasizes the 170 

mathematical aspects with fewer physical assumptions. Here, this term is 171 

substituted with the van Genuchten model, which is more physically based. van 172 

Genuchten in 1980 showed that, based on the theory of Mualem’s capillary model 173 

(Mualem, 1976), the hydraulic conductivity model can be expressed in closed form 174 

(Radcliffe and Simunek, 2010). 175 

van Genuchten model 176 

The van Genuchten equation (van Genuchten, 1980; Abbasi et al., 2012; Wang et 177 

al., 2017) is an unsaturated hydraulic conductivity equation that has a physical 178 

base and is presented as follows: 179 

𝐾(𝑆e) = 𝐾s𝑆e
𝑙 (1 − (1 − 𝑆e

1

𝑚)
𝑚

)
2

, 𝑚 = 1 −
1

𝑛
, 𝑛 > 1                                                    (8) 180 

𝑆𝑒 =
𝑤−𝑤𝑟

𝑤𝑠−𝑤𝑟
                                                                                                                                    (9) 181 

where 𝑆e [-] is the effective water content, 𝐾(𝑆e) and 𝐾s [L T-1] are the unsaturated 182 

and saturated hydraulic conductivity, respectively, 𝑙 is the pore connectivity value, 183 

𝑛 and 𝑚 are dimensionless empirical constants, 𝑤 [L3 L-3] is the soil volumetric 184 

                                                           
 Fig 1 was reprinted from Elsevier, 278 (1-4), Liliana Di Pietro, Stephane Ruy, Yvan Capowiez, 

Predicting preferential water flow in soils by traveling-dispersive waves, Page 70, Copyright 

(2003), with permission from Elsevier, License Number: 4396440670492. 
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water content, 𝑤𝑟  is the residual soil volumetric water content, and 𝑤𝑠 is the 185 

saturated or field-saturated soil volumetric water content. As the volumetric water 186 

flux resembles hydraulic conductivity in terms of physical and dimensions, and 187 

similarly, its amount varies between different levels of water content, here the 188 

apparent shape of the van Genuchten model is used instead of the first term of Eq. 189 

(3), 𝑏[𝑤(𝑧, 𝑡)]𝑎. According to the experimental conditions, some slight variations 190 

should be applied to the definitions of the input parameters of the van Genuchten 191 

model. Whereas the amount of 𝑆e is normalized and dimensionless, in this study 192 

with the redefinition of the parameters of 𝑆e as 𝑤min and 𝑤max, the amount of 𝑆e 193 

always varies between 0 and 1. Instead of 𝑤r, 𝑤min is substituted in as the minimum 194 

amount of soil volumetric water content due to rainfall in each data series, and 𝑤s 195 

is substituted with 𝑤max as the maximum amount of observed water content in 196 

each experiment. Therefore, with the redefinition of the parameters of 𝑆𝑒 , 𝑆𝑒
∗ is 197 

defined as (𝑤(𝑧, 𝑡) − 𝑤𝑚𝑖𝑛) (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛)⁄ . In this study, all experiments were 198 

conducted in the unsaturated condition, and 𝑤𝑚𝑎𝑥 denotes the maximum amount 199 

of water content due to rainfall and is related to the maximum amount of water flux 200 

in each experiment. Therefore, we changed 𝑤𝑟  and 𝑤𝑠 to 𝑤𝑚𝑖𝑛 and 𝑤max, 201 

respectively. Both the van Genuchten model and the first term of Eq. (3), 202 

(𝑏[𝑤(𝑧, 𝑡)]𝑎), are power functions, but the van Genuchten model has more 203 

significant physical meaning. In the proposed model, the first term of Eq. (3), 204 

(𝑏[𝑤(𝑧, 𝑡)]𝑎), is substituted with the van Genuchten model. 205 
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Thus, with the general format of the van Genuchten model for simulating water flux 206 

and considering the hysteresis term of Eq. (3), ±𝜈𝑤 ∙ 𝜕𝑤(𝑧, 𝑡) 𝜕𝑡⁄ , the following 207 

equation is derived: 208 

𝑢(𝑧, 𝑡) = 𝑢𝑖𝑛(𝑆e
∗)𝑙 (1 − [1 − (𝑆e

∗)
1

𝑚]
𝑚

)
2

± 𝜈𝑤
𝜕𝑤(𝑧,𝑡)

𝜕𝑡
                                                        (10) 209 

As mentioned previously, the value of 𝑐 in the KDW model is: 
𝜕𝑢

𝜕𝑤
|

𝑤𝑡=constant
. Thus, 210 

the first derivative of Eq. (10) will be as follows: 211 

𝑐(𝑤) =
𝜕𝑢

𝜕𝑤
|

𝑤𝑡=constant
212 

=
𝑙 × 𝑢𝑖𝑛(𝑤(𝑧, 𝑡) − 𝑤𝑚𝑖𝑛)𝑙−1

(𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛)𝑙
× (1 − [1 − (𝑆e

∗)
1
𝑚]

𝑚

)
2

213 

+
2𝑢𝑖𝑛

𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛

(1 − [1 − (𝑆e
∗)

1
𝑚]

𝑚

) × (1 − (𝑆e
∗)

1
𝑚)

𝑚−1

× (𝑆e
∗)

1
𝑚

+𝑙−1 214 

                                                                                                                                                      (11) 215 

Therefore, after defining all parameters of the KDW-VG model, the model is 216 

introduced as below: 217 

𝜕𝑢(𝑧,𝑡)

𝜕𝑡
+ 𝑐(𝑢)

𝜕𝑢(𝑧,𝑡)

𝜕𝑧
= 𝑣𝑢

𝜕2𝑢(𝑧,𝑡)

𝜕𝑧2
                                                                                          (12) 218 

where 𝑣𝑢 = 𝑐(𝑢) ⋅ 𝑣𝑤. 219 

To solve Eq. (12) numerically, 𝑐(𝑢) should be specified. For the KDW model, this 220 

was solved as mentioned by the substitution of 𝑤(𝑧, 𝑡) = (𝑢(𝑧, 𝑡) 𝑏⁄ )
1

𝑎 into 221 

𝑐(𝑤) =
𝜕𝑢

𝜕𝑤
|

𝑤𝑡=constant
= 𝑎𝑏[𝑤(𝑧, 𝑡)]𝑎−1, and the expression for 𝑤 was arranged 222 
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according to 𝑢. Here, for the sake of simplicity, Di Pietro did not consider the 223 

hysteresis term of Eq. 3, (±𝜈𝑤 ∙ 𝜕𝑤(𝑧, 𝑡) 𝜕𝑡⁄ ), to be eligible to easily arrange the 224 

expression for 𝑤 according to 𝑢. Otherwise, algebraically, it would not be possible 225 

to create this change in the variable. This can partly hinder the convergence of the 226 

equation to better results. 227 

However, in the KDW-VG model, to consider the full relationship between the 228 

observed values of 𝑤 and 𝑢, a numerical relationship was created between these 229 

two terms, and then the function of 𝑤 = 𝑓(𝑢) was considered as a polynomial using 230 

the least-squares method. In this way, the effect of hysteresis water content was 231 

also considered. In this study, Eqs. (7) and (12) are solved in the MATLAB 232 

programming language by the finite-difference method, and with the following 233 

initial and boundary conditions, which were used by Germann in 1985: 234 

{
𝑢(𝑧, 𝑡) = 𝑢in(𝑡), 𝑧 = 0, 𝑡 > 0

𝑢(𝑧, 𝑡) = 𝑢0, 𝑧 > 0, 𝑡 = 0       
                                                                                         (13) 235 

where 𝑢in(𝑡) is the initial water flux. 236 

Estimation of coefficients of both models 237 

The indefinite parameters of both models are defined by minimizing the error 238 

function of the root-mean-square error (RMSE) between the observed and 239 

modelled water fluxes (Eqs. (3) and (10)) versus mobile water content. 240 

In the KDW model, the parameters 𝑎, 𝑏, and 𝑣𝑤 are unknown. These parameters 241 

are defined by the following equation: 242 

𝑅𝑀𝑆𝐸 = √1

𝑁
∑ (𝑢𝑖 − (𝑏𝑤𝑖

𝑎 ± 𝑣𝑤
𝜕𝑤

𝜕𝑡
|𝑖))𝑁

𝑖=1

2

                                                                   (14) 243 
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where 𝑁, 𝑢𝑖 , and 𝑤𝑖  are the number of experimental observations, observed fluxes 244 

at the bottom of the soil column at time 𝑖, and mean measured mobile water content 245 

at time 𝑖, respectively. 246 

In addition, in the KDW-VG model, the indefinite parameters 𝑙, 𝑚, and 𝑣𝑤 are 247 

calculated using the following equation: 248 

𝑅𝑀𝑆𝐸 =249 

√1

𝑁
∑ (𝑢𝑖 − [𝑢𝑖𝑛 (

𝑤𝑖−𝑤𝑚𝑖𝑛

𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛
)

𝑙

(1 − [1 − (
𝑤𝑖−𝑤𝑚𝑖𝑛

𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛
)

1

𝑚
]

𝑚

)

2

± 𝑣𝑤
𝜕𝑤

𝜕𝑡
|𝑖])

2

𝑁
𝑖=1      (15) 250 

To define the indefinite parameters of the two above mentioned models, the 251 

amount of RMSE in Eqs. (14) and (15) should be minimized. For this minimization, 252 

the heuristic method of particle swarm optimization (PSO) (Salahi et al., 2013) is 253 

applied in the present work. 254 

Finally, both KDW and KDW-VG models, represented by Eqs. (7) and (12) 255 

respectively, are solved using the finite difference method and the models are 256 

validated. In other words, the hydrograph of drainage from the bottom of the soil 257 

columns due to an artificial rainfall, is compared with the results of the KDW and 258 

KDW-VG models in corresponding water fluxes. It is hypothesized that the 259 

proposed model will provide a better prediction of the observations due to more 260 

physical assumptions in the KDW-VG model based on Mualem’s (1976) capillary 261 

model. Overall, the main objectives of this study are to (1) estimate the preferential 262 

water flow parameters of both KDW and KDW-VG models to achieve the global 263 
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minimum of error function using the PSO algorithm, and (2) validate both models 264 

with experimental observations to compare their performance. 265 

Optimization 266 

One of the most important aspects of this study is to estimate the parameters of 267 

applied models by finding the global minimum of the error functions. As the model 268 

developed in this study (KDW-VG) is an innovation of the research, the ranges of 269 

the model parameters are not definite, except for parameter 𝑚, which varies 270 

between 0 and 1. Therefore, this research is the first attempt to optimize and 271 

determine the parameters of the model, with the aim of minimising the error 272 

function. The literature review also shows that the KDW model has seldom been 273 

used to explain preferential water flow behavior and so far, its parameters have 274 

rarely been estimated by inverse methods (local or global). Therefore, the variation 275 

range of the parameter is still unclear, and this can be attributed to the occurrence 276 

of the local optimization problem. This study is one of the first attempts to optimize 277 

the parameters of the KDW model. The study attempts to find the global minimum 278 

of the error functions. Global methods have the advantage of avoiding the problems 279 

of local optimizations. However, this advantage is obtained through a large number 280 

of evaluations of the objective function (Rauch and Harremoës, 1999). As the 281 

parameters of the applied models are obtained by the PSO algorithm, the features 282 

of this method are briefly presented. 283 

Particle swarm optimization (PSO) algorithm 284 
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PSO is one of the optimization methods inspired by nature and has been designed 285 

to solve numerical optimization problems (NOP) with a very large search space and 286 

without the need to know the gradient of the objective function. This method was 287 

first introduced by Kennedy and Eberhart (1995). The method is a suitable way to 288 

find the optimal global point of an error function (Tsoulos and Stavrakoudis., 289 

2010). In this algorithm, to solve an optimization problem, a population of 290 

candidate responses randomly flows into the scope of the problem using a simple 291 

relation, and then it is explored to find the optimal global answer. 292 

Algorithm operation 293 

Assume that 𝑋, the search space for the PSO algorithm, is an 𝑛-dimensional and 294 

continuous search space. Each particle in the 𝑡-repetition of the PSO algorithm has 295 

three attributes: 𝑥(𝑡), the current position of the particle in the 𝑡-repetition; 𝑣(𝑡), 296 

the current speed of the particle in the 𝑡-repetition; and 𝑦(𝑡), the best individual 297 

position of the particle until 𝑡-repetition. The suitability of each particle is equal to 298 

its objective function value. Then, each particle moves in the search space with an 299 

initial speed of 𝑣, based on the suitability of the particle and other particles in the 300 

group. The best individual position of the particle until 𝑡-repetition yields the 𝑦(𝑡) 301 

that is the best value and the best position of the particle from the beginning to the 302 

𝑡-repetition. Now it is easy to determine 𝑦𝑖(𝑡), that is, the best individual position 303 

of the particle 𝑖 until 𝑡-repetition, based on the following relation: 304 

𝑦𝑖(𝑡) = {
𝑥𝑖(𝑡) 𝐹(𝑥𝑖(𝑡)) < 𝐹(𝑦𝑖(𝑡 − 1))

𝑦𝑖(𝑡 − 1) 𝑜. 𝑤.
                                                           (16) 305 
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In the above equation, the function 𝐹 is the value of the suitability of each particle 306 

based on the objective function. After definition of 𝑦𝑖(𝑡), the set of 𝑃(𝑡) can be 307 

defined as follows: 308 

𝑃(𝑡) = {𝑦1(𝑡), 𝑦2(𝑡), . . . , 𝑦𝑚(𝑡)}                                                                                          (17) 309 

Subsequently, for the minimization mode, �̑�(𝑡), which is the best global position 310 

found between all particles of the group until 𝑡-repetition, is defined as: 311 

�̑�(𝑡) = 𝑦𝑔(𝑡) = argmin
𝑖=1,...,𝑚

𝐹(𝑦𝑖(𝑡))                                                                                 (18) 312 

Then, the position of each particle can be updated at the end of each iteration based 313 

on the following relations: 314 

𝑣𝑖
𝑡+1 = 𝜔𝑣𝑖

𝑡 + 𝑟1𝑐1(𝑦𝑖
𝑡 − 𝑥𝑖

𝑡) + 𝑟2𝑐2(�̑�𝑡 − 𝑥𝑖
𝑡)                                                                  (19) 315 

𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝑣𝑖
𝑡+1                                                                                                                     (20) 316 

where 𝑟1, 𝑟2~𝑈(0,1) represent uniformly distributed random numbers that are 317 

applied to maintain the dispersion of the particles and induction of the random 318 

property of particle motion, and prevent them from sudden mutation. 𝑐1 and 𝑐2 are 319 

individual and social acceleration coefficients that control the personal and global 320 

best values, respectively, and their values are determined by trial and error based 321 

on empirical results. To start the optimization, these numbers are usually 322 

considered to be around 2. On the other hand, 𝑟1𝑐1(𝑦𝑖
𝑡 − 𝑥𝑖

𝑡) is the personal 323 

component that determines the rate of efficiency of particle 𝑖 relative to the 324 

previous steps, and 𝑟2𝑐2(�̑�𝑡 − 𝑥𝑖
𝑡) is the global (social) component that determines 325 

the efficiency rate of the particle 𝑖 relative to the whole group. In Eq. (19), the 326 
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inertia weight 𝜔, actually provides a relation for the particle speed that allows for 327 

more efficient search in the search space. Regarding Eq. (19), it is obvious that, 328 

large values of 𝜔 lead to a global search (i.e., a large-step search) and small values 329 

of 𝜔 lead to a local search (i.e., a small-step search). Therefore, with the application 330 

of large values of 𝜔, the algorithm will regularly search for new spaces without as 331 

much focus on accurate local searches, while by reducing the values of 𝜔, the 332 

search will be performed more locally and around the optimal answers obtained 333 

in the previous generation. Many relationships have already been proposed to 334 

determine the inertia weight (see Shi and Eberhart, 1998; Eberhart and Shi, 2001; 335 

Malik et al., 2007; Feng et al., 2007; Nikabadi and Ebadzadeh, 2008; Kentzoglanakis 336 

and Poole, 2009; Li and Gao, 2009; Chen et al., 2018; Yan et al., 2018; Ajdad et al., 337 

2019). 338 

Materials and methods 339 

Laboratory and numerical studies were conducted to investigate the preferential 340 

water flow in artificial macropores under different rainfall intensities. An artificial 341 

preferential path was made by inserting a light soil lens into a field soil matrix, 342 

which is proven to have a considerable effect on the preferential water flow. To 343 

find an appropriate soil for the experiments, different soil samples were first 344 

studied. The samples were oven-dried at 105 °C for 24 h and passed through a 2 345 

mm stainless steel screen. Then, the hydraulic conductivity of the soil samples was 346 

measured by the constant pressure head method. After selecting the appropriate 347 

soil to construct the model, the main sample, which had an artificial preferential 348 
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path to simulate the preferred water flow in the soil (created by coarse sand), was 349 

prepared using the following procedure (Wang et al., 2013, 2014). First, a PVC tube 350 

with an internal diameter of 15.5 cm and a height of 40 cm was prepared. The 351 

bottom of the soil column was covered with a double layer of plastic mesh with a 352 

pore diameter of 1–2 mm. Sharp-edge sand was also glued to the inner wall of the 353 

PVC tube, to increase the friction of the walls against the soil and reduce the 354 

probability of preferential flows from the walls. Then, about 1 cm of gravel 355 

(between the two sieves No. 10 and No. 6 (2 and 3.35 mm, respectively)) was 356 

poured onto the plastic mesh for better drainage. Next, the empty PVC tube with a 357 

tripod was placed in a bucket of water, which was filled with water to about one-358 

third of the height of the soil column. A tube with an external diameter of 1.4 cm 359 

and a height of 60 cm was placed in the center of the PVC tube temporarily. 360 

Subsequently, the soil was slowly poured into the PVC tube around the inner tube. 361 

After pouring the soil around the inner tube at each stage, the water was drained 362 

from the bottom by gravity and the soil was allowed to almost dry. After this, the 363 

inner tube was carefully pulled out from the PVC tube without disturbing the 364 

surrounding main experimental soil, leaving a 1.4 cm diameter hole in the center 365 

of the main column. The hole was immediately filled with coarse sand. To avoid the 366 

collapse of the hole walls as the inner tube was pulled out of the middle of the main 367 

PVC tube, the whole soil column was filled by wet pack method in three successive 368 

steps. In each step, a length of 10 cm was filled (Wang et al., 2013, 2014). At the 369 

end of each step, the hole that was considered for creating the macropores was 370 
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carefully filled with light sand. This was repeated three times until the entire soil 371 

sample was finally added. The soil had a coefficient of uniformity, 𝐶𝑢, of 1.645, a 372 

coefficient of curvature, 𝐶𝑐 , of 1.183, and a median grain size (𝐷50) of 0.146 mm. 373 

The particle diameters of the coarse sand used to fill the inner hole were between 374 

0.85 and 1 mm. After the construction of the soil sample, the saturated hydraulic 375 

conductivity of the whole soil sample was measured by the constant pressure head 376 

method as 172.6 mm h-1. Then the soil column was made saturated from the 377 

bottom for 48 h before the infiltration–drainage experiments. After saturation of 378 

the soil column, the water was allowed to be drained by gravity until the weight of 379 

the soil column was stabilized. After ensuring the emptying of soil pores involved 380 

in the preferential flow, mostly macropores, the soil column was most probably 381 

kept moist by water retained by capillary forces in micropores. A little exchange of 382 

water is expected between micropores and drainage porosity. The amount of 383 

water in the micropores could be determined by weighing the soil column. Then, 384 

as shown in Fig. 2, a funnel was attached to the bottom of the soil column. 385 
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 386 

Fig. 2. Experimental setup of the infiltration–drainage experiments. 387 

After preparing the soil sample and the physical model, as shown in Fig. 2, water 388 

droplets were created on the surface of the soil column with a rainfall simulator 389 

located about 10 cm above the soil surface. The rainfall simulator was connected 390 

to a pump fed from a water tank (Majdalani et al., 2008). The pump and two bypass 391 

pipes controlled rainfall duration and intensity. The flow condition was 392 

unsaturated, and the rainfall intensities should not have exceeded the hydraulic 393 

conductivity of the whole soil sample. The drainage flow was also monitored 394 

continuously with a precise scale, and the drainage hydrograph (water flux versus 395 

time) was derived from these data for each experiment. The larger scale was used 396 

to record the weight of the entire soil column moisture during the whole 397 
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experiment, to calculate the evaluation of the mobile soil water content of the soil 398 

column. The soil mobile volumetric water content at the desired time was 399 

calculated as follows: 400 

𝑤 =
𝑀𝑤−𝑡𝑜𝑡𝑎𝑙−𝑀𝑤−𝑚𝑖𝑐𝑟𝑜𝑝𝑜𝑟𝑒

𝑀𝑠
× 𝜌𝑏                                                                                        (21) 401 

where 𝑤 is the mobile volumetric water content, 𝑀𝑤−𝑡𝑜𝑡𝑎𝑙 is the total mass of water 402 

stored into the soil column, 𝑀𝑤−𝑚𝑖𝑐𝑟𝑜𝑝𝑜𝑟𝑒 is the mass of water stored in the 403 

micropores, 𝑀𝑠 is the dry soil mass measured at the end of the experiments after 404 

oven drying at 105 °C, and 𝜌b is the dry bulk density of the soil, given by the 405 

following equation: 406 

𝜌𝑏 =
𝑀𝑠

𝑉𝑡
                                                                                                                                       (22) 407 

where 𝑉𝑡 is the total volume of the soil column. For this study, the dry bulk density 408 

was 1.47 g cm-3. 409 

In this study, infiltration experiments were performed with four simulated rainfall 410 

intensities of 56.97, 107.64, 133.01, and 161.71 mm h-1. Two different scales were 411 

used. One was set at the bottom of the funnel to determine the amount of drainage 412 

flow, and the other was used to weigh the whole soil sample. Thus, as soon as the 413 

second scale reached a plateau, the rainfall simulator could be switched off. From 414 

this point, the scale placed under the funnel recorded the drainage flow or the 415 

falling limb of the drainage hydrograph. The scale below the soil sample measured 416 

the amount of mobile water content at each moment, and the other scale measured 417 

the drainage flow at the bottom of the soil column. 418 
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Results and discussion 419 

Calibration of the KDW and KDW-VG models 420 

To determine the indefinite coefficients of both models, the objective functions, 421 

Eqs. (14) and (15), were minimized using the PSO algorithm for the KDW and 422 

KDW-VG models, respectively. The water flux (𝑢) was drawn as a function of 𝑤 in 423 

infiltration–drainage cycles in each of the four rainfall intensities (Fig. 3). This 424 

figure is similar to the findings of Di Pietro and colleagues in 2003, and shows a 425 

hysteresis loop between the infiltration and drainage stage. However, the direction 426 

of the hysteresis loop is different. In our experiments, the water flux was higher for 427 

the infiltration stage than for the drainage stage for a given soil water content. 428 

Therefore, the differential equation used in Eqs. (14) and (15) should have a 429 

positive sign. Di Pietro et al. (2003) found a negative sign in their equation as they 430 

observed that the water flux was lower for the infiltration stage than for the 431 

drainage stage. Different studies have reported contradictory results (Di Pietro et 432 

al., 2003; van Genuchten, 1980; Gallage et al., 2013; Nielsen and Biggar, 1961; Topp 433 

and Miller, 1966; Youngs, 1964; Poulovassilis, 1969). These authors used different 434 

soil textures in their research and achieved different results for the movement 435 

direction of the hysteresis cycle of soil moisture against the water flux. It seems 436 

that no general findings on the direction of the hysteresis loop can be drawn from 437 

the literature. 438 

For each level of rainfall intensity, Eqs. (14) and (15) were fitted for the KDW and 439 

KDW-VG models to the observations plotted on Fig. 3. 440 
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 441 

Fig. 3. Water flux exiting the soil column at different rainfall intensities versus soil mobile 442 

volumetric water content. 443 

In this study, for optimization, after investigating several relationships, the 444 

relationship of linearly decreasing inertia weight presented by Xin et al. (2009) 445 

was finally used to determine the inertia weight as follows: 446 

𝜔𝑘 = 𝜔𝑚𝑎𝑥 −
𝜔𝑚𝑎𝑥−𝜔𝑚𝑖𝑛

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
× 𝑘                                                                                                                                (23) 447 

where 𝜔𝑘  is the amount of inertia weight in the 𝑘-repetition, and 𝜔min and 𝜔max 448 

are the amounts of inertia weight that are considered by default in this relationship 449 

for the initial minimum and maximum values. Here, the values of 0.2 and 1.2 were 450 

selected for 𝜔min and 𝜔max, respectively, which yielded the best results, and the 451 

maximum allowed iteration was the termination criterion of the optimization 452 

algorithm. The initial value of 𝜔𝑘  was selected as 1 for the first generation and, due 453 

to the values of 𝜔min and 𝜔max, the number of created generations, and algorithm 454 

iteration, after 5000 iterations this fell linearly to reach its minimum amount of 0.2. 455 
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This range of changes was selected by conducting calculations and reviewing 456 

previous studies (Bansal et al., 2011). Here, to make a balance between global and 457 

local searches and, therefore, faster convergence of the algorithm to the optimal 458 

global solution, the inertia weight was reduced uniformly throughout the 459 

implementation of the algorithm. In addition, according to Eq. (19), different 460 

values for 𝑐1 and 𝑐2 were selected and tested and, finally, the values of 1.2 and 2.4 461 

for 𝑐1 and 𝑐2, respectively, yielded the best answers. Moreover, the size of each 462 

answer group, or the number of particles of each generation, in other words, the 463 

group size (𝑚) in this study, were selected to be equal to 200 particles. 464 

Calibration results of the KDW model and determination of indefinite coefficients 465 

of the model 466 

Parameters 𝑎, 𝑏, and 𝑣𝑤 were estimated according to Eq. (14), by minimizing the 467 

difference between the response of the relation of 𝑏[𝑤(𝑧, 𝑡)]𝑎 + 𝜈𝑤 ∙ 𝜕𝑤(𝑧, 𝑡) 𝜕𝑡⁄  468 

with 𝑢 measured from the end of the soil column in corresponding 𝑤 determined 469 

from the average whole of the soil column by the PSO algorithm. The optimization 470 

process of Eq. (14) and how to achieve the best results is shown in Fig. 4. The figure 471 

depicts the process of finding the optimal global point of the error function using 472 

the PSO algorithm for different rainfall intensities. Here, the horizontal axis 473 

represents the number of optimization algorithm iterations, and the vertical axis 474 

represents the value of the error function, which is equal to the RMSE of Eq. (14) 475 

computed for each iteration. 476 
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 477 

Fig. 4. Route finding of the optimal point of the objective function using the PSO algorithm, for the 478 

KDW model. 𝒂, 𝒃, 𝒄, and 𝒅 represent the experiments with rainfall intensities of 56.97, 107.64, 479 

133.01, and161.71 mm h-1, respectively. 480 

As can be seen in Fig. 4, the algorithm finds the best response whatever the rainfall 481 

intensity after about 3300 iterations, and the line becomes perfectly horizontal, 482 

reflecting a constant and minimum value of RMSE. The optimized coefficients of 483 

the KDW model are presented in Table 1. 484 

Table 1 Optimized and calibrated coefficients of the KDW model for different rainfall intensities. 485 

RMSE (mm h-1) 𝜈𝑤 (mm) 𝑏 (mm h-1) 𝑎 Rainfall intensity (mm h-1) 

0.46 90.55 100076 1.0372 56.97 

0.70 89.26 72095 1.0246 107.64 

1.60 89.41 57058 1.0350 133.01 

1.71 90.64 42062 1.0200 161.71 

 486 



26 

The value of the parameter 𝑏 decreases with an increase in rainfall intensity. 487 

Similar results were found by Di Pietro and Lafolie (1991) with the KW model on 488 

artificial soil, but contradictory results were found by Di Pietro et al. (2003) on 489 

natural soil with the KDW model. The macropore networks in Di Pietro et al. 490 

(2003) were formed by earthworms and were mainly cylindrical, whereas the 491 

macropore network in Di Pietro and Lafolie (1991) is quite similar to our 492 

experimental design due to the packing of large soil aggregates (mean diameter 493 

about 10 mm). The contradiction of our results with those of Di Pietro et al. (2003) 494 

can be related to the fact that in Di Pietro’s research in 2003, at a constant moisture 495 

level, the amount of water flux in the drainage stage was higher than in the 496 

infiltration stage. We derived the opposite finding. The inconsistency in the 497 

direction of the hysteresis cycle movement may be associated with the difference 498 

in the applied soil texture in the two studies. Nonetheless, 𝑣𝑤 was approximately 499 

constant. Moreover, the values of the parameter 𝑎 were approximately 1. However, 500 

further experiments are needed to prove this trend. The results of the model fitting 501 

to the experimental observations are presented in Fig. 5, where the line depicts the 502 

fitted values of the model and the squares represent the observed values. 503 
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 504 

Fig. 5. Modelled and observed water flux exiting the soil column at different rainfall intensities 505 

versus soil mobile volumetric water content, for the KDW model. 𝒂, 𝒃, 𝒄, and 𝒅 represent the 506 

experiments with rainfall intensities of 56.97, 107.64, 133.01, and161.71 mm h-1, respectively. 507 

As shown in Fig. 5, Eq. (14) fits the experimental observations well. 508 

Calibration results of the KDW-VG model and determination of indefinite 509 

coefficients of the model 510 

Again, to determine the indefinite coefficients of the model, the objective function 511 

was minimized using the PSO algorithm. Hence, the parameters 𝑙, 𝑚, and 𝑣𝑤 were 512 

estimated with respect to Eq. (15) by minimizing the difference between the 513 

response of the relation of 514 

𝑢𝑖𝑛 (
𝑤(𝑧, 𝑡) − 𝑤𝑚𝑖𝑛

𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛

)
𝑙

(1 − [1 − (
𝑤(𝑧, 𝑡) − 𝑤𝑚𝑖𝑛

𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛

)

1
𝑚

]

𝑚

)

2

+ 𝑣𝑤

𝜕𝑤(𝑧, 𝑡)

𝜕𝑡
 515 

with the 𝑢 measured at the bottom of the soil column in corresponding 𝑤 that was 516 

obtained from the average of the whole soil column. Fig. 6 displays the process of 517 
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achieving the best responses and optimization of Eq. (15) using the PSO algorithm 518 

for all different rainfall intensities. Here, the horizontal axis represents the number 519 

of optimization algorithm iterations, and the vertical axis represents the value of 520 

the error function, which is equal to the RMSE of Eq. (15) computed for each 521 

iteration. 522 

 523 

Fig. 6. Route finding of the optimal point of the objective function using the PSO algorithm, for the 524 

KDW-VG model. 𝒂, 𝒃, 𝒄, and 𝒅 represent the experiments with rainfall intensities of 56.97, 107.64, 525 

133.01, and161.71 mm h-1, respectively. 526 

Based on Fig. 6, the algorithm achieved the best response after 3500 iterations 527 

whatever the rainfall intensity, and the line became perfectly horizontal, reflecting 528 

a constant and minimum value of RMSE. The optimized coefficients of the KDW-VG 529 

model are presented in Table 2. 530 

Table 2 Optimized and calibrated coefficients of the KDW-VG model for different rainfall intensities. 531 

RMSE (mm h-1) 𝜈𝑤 (mm) 𝑚 𝑙 Rainfall intensity (mm h-1) 
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0.43 90.13 0.9856 -1.0458 56.97 

0.68 89.81 0.9847 -1.0345 107.64 

1.56 89.20 0.9889 -1.0494 133.01 

1.70 90.90 0.9863 -1.0334 161.71 

 532 

We observe that, as the intensity was increased, the values of parameters 𝑙, 𝑚, and 533 

𝑣𝑤 did not significantly change. This means that the ranges of the coefficients in the 534 

model developed in this study are not sensitive to the intensity of input rainfall. In 535 

the van Genuchten model, the value of 𝑚 cannot be greater than 1, and higher 536 

values of 𝑚 represent more rapid movement of water or lighter texture of the soil. 537 

In this regard, in an attempt to determine the coefficient 𝑚 in the van Genuchten 538 

model, Ghanbarian-Alavijeh et al. (2010) obtained the maximum amount of this 539 

coefficient for the lightest soil (sand) as 0.61. Carsel and Parrish (1988) reported a 540 

value of 0.63 for the coefficient 𝑚 in sandy soil. This was 0.68 for sandy soil based 541 

on the Rosetta database (Schaap et al., 2001). In addition, Leij et al. (1996) obtained 542 

a maximum value of 0.85 for 𝑚 in the van Genuchten model in sandy soil. Yates et 543 

al. (1992) examined several types of sandy soil and reported that 𝑚 and 𝑙 in the 544 

van Genuchten model were equal to 0.86 and -1.92, 0.85 and -1.3, and 0.84 and -545 

1.26, respectively. These values imply that due to the existence of preferential 546 

flows in the current study and the rapid movement of water through macropores, 547 

the value of 0.98 that was derived for 𝑚 in the present study seems logical. 548 
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Conversely, according to Table 2, the values of 𝑙 obtained in this study are 549 

approximately equal to the values reported by Yates (Yates et al., 1992). The results 550 

of model fitting to the experimental observations are shown in Fig. 7. Here, the 551 

squares represent the observed values and the line is the fitted value of the model 552 

to the observation. 553 

 
554 

Fig. 7. Modelled and observed water flux exiting the soil column at different rainfall intensities 555 

versus soil mobile volumetric water content, for the KDW-VG model. 𝒂, 𝒃, 𝒄, and 𝒅 represent the 556 

experiments with rainfall intensities of 56.97, 107.64, 133.01, and 161.71 mm h-1, respectively. 557 

According to Fig. 7, Eq. (15) fit the experimental observations very well, and with 558 

very high accuracy. In general, by comparing the results of the two models, (see 559 

Tables 1 and 2), it can be concluded that KDW-VG model fit the observations with 560 

a slightly lower RMSE value compared to the KDW model. This indicates that the 561 

KDW-VG model, in which the power function used in the KDW model was replaced 562 

with the van Genuchten model, was able to fit the observations better due to its 563 
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stronger physical meaning and concept. Generally, the fitting of both KDW and 564 

KDW-VG models was better at lower rainfall intensities, because the dispersive 565 

effect was gradually decreased with the increase in input intensities. Therefore, the 566 

effect of this factor was higher at lower velocities, and fitting of the observations 567 

was better at lower rainfall intensities. It should be mentioned that the only 568 

common coefficient of the two models, the water dispersion coefficient (𝜈𝑤), was 569 

found to be almost constant whatever the rainfall intensity and was not affected by 570 

the differences between the two models. In addition, Table 2 shows that the 571 

changes in the three optimized coefficients of the KDW-VG model are very low 572 

regardless of the initial rainfall intensity. This implies that the parameters of the 573 

developed KDW-VG model are not sensitive to rainfall intensity, which is one of the 574 

advantages of the model developed in this study, whereas, according to Table 1, the 575 

coefficient 𝑏 in the KDW model changed significantly with changes in rainfall 576 

intensity. 577 

Comparison of the models' predictions with experimental observations (model 578 

validation results) 579 

After calibration of the models with data on the water flux exiting the soil column 580 

at different rainfall intensities versus soil mobile volumetric water content, the 581 

coefficients of both the KDW and KDW-VG models were obtained. These models 582 

(Eqs. (7) and (12), respectively) were then solved with a numerical finite difference 583 

method. For the numerical solution, the spatial (ℎ) step size of the finite difference 584 

method was selected to be equal in all corresponding experiments of both models. 585 
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This was also done for temporal (𝜏) step size. Thereby, the results of the models in 586 

corresponding intensities became fairly comparable. These spatial and temporal 587 

steps were selected primarily to satisfy the stability condition (see Appendix) and 588 

capture the best response of the finite difference method and the lowest RMSE 589 

values between observations and the models' predictions. Numerical results were 590 

compared to the observed values of the water flux amount exiting the soil column 591 

versus time, or the recorded hydrograph at the outlet of the soil column. Figure 8 592 

shows the recorded hydrographs for the different rainfall experiments with 593 

different intensities.  594 

 
595 

Fig. 8. Output hydrographs from the end of the soil column for different rainfall intensities. 596 

In Fig. 8, regardless of the rainfall intensity, at first, the drainage hydrograph shows 597 

a rapid increase in flux 𝑢 up to a non-sloping part corresponding to a pseudo-steady 598 

0

20

40

60

80

100

120

140

160

180

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

u
 (

m
m

 h
-1

)

Time (h)

56.97

107.64

133.01

161.71

Rainfall 

intensities

(mm h-1)



33 

state, and when the input flow stops, the downside stage is a sudden drop in the 599 

flow rate that is followed by a drainage stage with a milder gradient. 600 

Validation of the KDW model 601 

The RMSE between the numerical results and those observed experimentally 602 

represents the difference between measurements and simulations. It is shown in 603 

Table 3 for different rainfall intensities. 604 

Table 3 RMSE values between the numerical results of the KDW model and the observed values, for 605 

different rainfall intensities. 606 

RMSE (mm h-1) Rainfall intensity (mm h-1) 

4.34 56.97 

7.68 107.64 

7.72 133.01 

7.20 161.71 

 607 

The results of this numerical modelling are also displayed in Fig. 9, in which the 608 

line represents the simulation results and the circles represent the observed 609 

values. 610 
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 611 

Fig. 9. The numerical results of the KDW model versus the observed values of the experiments for 612 

different rainfall intensities. 𝒂, 𝒃, 𝒄, and 𝒅 represent the experiments with rainfall intensities of 613 

56.97, 107.64, 133.01, and161.71 mm h-1, respectively. 614 

As can be seen from Table 3 and Fig. 9, the numerical solutions are in good 615 

agreement with experimental observations. 616 

Cross-simulation to determine the optimal coefficients of the KDW model 617 

As discussed earlier, the coefficients of the KDW model were optimized with four 618 

different rainfall intensities and the model was calibrated for each. Then, it was 619 

important to specify which of these four series of coefficients could be accepted as 620 

a single set of coefficients for this soil type whatever the rainfall intensity. To 621 

answer the question, as shown in Table 4, the KDW model was separately validated 622 

for each rainfall intensity using each series of coefficients, which had separately 623 

been calculated previously. Here, the RMSE values for the cross-simulation of the 624 
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experiment 𝑗 (column) were obtained using the estimated parameters from the 625 

experiment 𝑘 (row), which were equal to 𝑘 ≡ 𝑗 = 1, 2, 3, 4. 626 

Table 4 RMSE values (mm h-1) for cross-simulation of 𝒋 (column) using parameters optimized from 627 

the experiment 𝒌 (row) for the KDW model 628 

 Experiments 

Rainfall intensity (mm h-1) 56.97 107.64 133.01 161.71 

56.97 4.34 12.06 18.07 24.66 

107.64 4.50 7.68 12.25 18.53 

133.01 6.67 7.32 7.72 10.75 

161.71 8.45 11.19 9.51 7.20 

 629 

As shown in Table 4, the coefficients derived from the rainfall intensity of 133.01 630 

mm h-1 gave better predictions of the experimental observations related to the 631 

hydrograph of the outlet from the end of the soil column. 632 

Validation of the KDW-VG model 633 

The RMSE values between the numerical results of the KDW-VG model and the 634 

observed values of drainage flux are shown for all rainfall intensities in Table 5. 635 

Table 5 RMSE values between the numerical results of the KDW-VG model and the observed values, 636 

for different rainfall intensities. 637 

RMSE (mm h-1) Rainfall intensity (mm h-1) 

4.29 56.97 
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7.57 107.64 

7.53 133.01 

7.09 161.71 

 638 

The results of this numerical modeling are depicted in Fig. 10 in which the line 639 

depicts the simulation results and the circles represent the measurements. 640 

 641 

Fig. 10. The numerical results of the KDW-VG model versus the observed values of the experiments 642 

for different rainfall intensities. 𝒂, 𝒃, 𝒄, and 𝒅 represent the experiments with rainfall intensities of 643 

56.97, 107.64, 133.01, and161.71 mm h-1, respectively. 644 

Based on the results presented in Table 5 and Fig. 10, it is clear that the numerical 645 

solutions are strongly consistent with the experimental observations. 646 

Cross-simulation to determine the optimal coefficients of the KDW-VG model 647 
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Here, to determine the best of the four series of coefficients that were separately 648 

obtained using each rainfall intensity, as shown in Table 6, the KDW-VG model was 649 

separately validated for each level of rainfall intensity using each series of 650 

coefficients. As previously, for the cross-simulation of the experiment 𝑗 (column), 651 

the RMSE values were derived from the estimated parameters of the experiment 𝑘 652 

(row), which were equal to 𝑘 ≡ 𝑗 = 1, 2, 3, 4, respectively. 653 

Table 6 RMSE values (mm h-1) for cross-simulation of 𝒋 (column) using parameters optimized from 654 

the experiment 𝒌 (row) for the KDW-VG model. 655 

 Experiments 

Rainfall intensity (mm h-1) 56.97 107.64 133.01 161.71 

56.97 4.29 7.49 7.77 7.07 

107.64 4.37 7.57 8.00 7.11 

133.01 4.22 7.38 7.53 7.06 

161.71 4.35 7.57 7.91 7.09 

 656 

As is clear from Table 6, for this model too, the optimized coefficients of rainfall 657 

intensity of 131.01 mm h-1 provide a better prediction of the experimental 658 

observations pertaining to the hydrograph of the outlet from the end of the soil 659 

column for all rainfall intensities. However, this prediction for rainfall intensities 660 

other than 133.01 mm h-1 was better than the prediction of the optimal coefficients 661 

of each rainfall intensity, and the third row had the minimum value of RMSE for 662 

each column. Here, it should be mentioned that the RMSEs of the prediction of 663 
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other optimized coefficients for each rainfall intensity were not very different. It 664 

can be observed in the columns of Table 6 that the RMSEs of each column are all 665 

within the same range and are not very different because, in the KDW-VG model, 666 

the coefficients of 𝑙, 𝑚, and 𝑣𝑤 did not differ significantly from one to another 667 

irrespective of the rainfall intensity from which they were derived. This is not the 668 

case for the original KDW model (see Table 4) and can be seen as one of the 669 

advantages of the developed KDW-VG model, for which the input parameters do 670 

not depend on the rainfall intensity. In other words, none of the coefficients 𝑙, 𝑚, or 671 

𝑣𝑤 exhibit significant variation in the validation stage when compared with the 672 

coefficient 𝑏 in the KDW model and they could be considered as parameters 673 

representative of the soil properties only, whereas the parameters of the KDW 674 

models are not representative of the soil properties only as they also depend on 675 

the rainfall intensity. 676 

Comparison of performance of the KDW and KDW-VG models in prediction of 677 

output hydrographs from the end of the soil column 678 

Here, the comparison of Tables 3 and 5 clearly shows that the new KDW-VG model 679 

predicted the output hydrograph from the end of the soil column with better 680 

accuracy than the original KDW model. In fact, the RMSE values of the KDW-VG 681 

model were lower than those of the KDW model for the corresponding rainfall 682 

intensities. This finding can also be related to the application of the van Genuchten 683 

model, instead of the power equation in the KDW model. The predictions of both 684 

the KDW and KDW-VG models were improved at lower rainfall intensities, 685 
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especially at the rainfall intensity of 56.97 mm h-1. This proves the hypothesis that 686 

the dispersive effect is gradually eliminated as input intensities increase, and can 687 

be more effective in better prediction at lower velocities. The results show that the 688 

dispersion of the wetting front decreases as the input intensity increases. At high 689 

intensities, some small-scale dispersive effects, such as capillary effects, may not 690 

occur at intermediate pore sizes and the coarse pores, in most cases, participate 691 

more in rapid preferential flows. This has also been reported by Di Pietro et al. 692 

(2003). Here, for a more accurate comparison of the accuracy of the models, the 693 

cumulative square deviations of the measured and predicted values were 694 

calculated for both models. The cumulative square deviations are depicted in Fig. 695 

11 as a function of time. In Fig. 11, part 𝑎 shows the shape of the output hydrograph 696 

from the end of the soil column for each rainfall intensity, and part 𝑏 represents the 697 

amounts of the cumulative square deviations between the measured and predicted 698 

values for both models at the corresponding observation points of part 𝑎. 699 
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 700 

Fig. 11. Output hydrographs from the end of the soil column for different rainfall intensities (𝒂𝟏~𝒂𝟒). 701 

Cumulative square deviations between the measured and predicted values for both models at the 702 

corresponding observation points of part 𝒂 (𝒃𝟏~𝒃𝟒). Numbers 1 to 4 represent the experiments with 703 

rainfall intensities of 56.97, 107.64, 133.01, and161.71 mm h-1 respectively. 704 
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From Fig. 11, it can be seen that the cumulative square deviations between the 705 

measured and predicted values versus time are generally lower for the KDW-VG 706 

model than for the KDW model. This means that our proposed model is more 707 

accurate than the KDW model. 708 

Conclusions 709 

This study presented the new kinematic–dispersive wave van Genuchten (KDW-710 

VG) model for the simulation of water flow through preferential paths. This model 711 

is an evolution of the former KDW model (Di Pietro et al., 2003). In the KDW-VG 712 

model, the power equation that was applied in the KDW model to describe the 713 

relation between water flux and mobile water content was replaced with the shape 714 

of the van Genuchten model, which had more physical meaning. Infiltration–715 

drainage experiments were carried out on a soil column prone to preferential flow. 716 

A particle swarm optimization (PSO) algorithm was used to optimize and estimate 717 

the coefficients of the KDW and KDW-VG models. After parameters optimization, 718 

both models could simulate the experiments with very low error. After calibration 719 

of the models, the output hydrographs from the end of the soil column were used 720 

for validation of the models. Despite a very close agreement between the simulated 721 

and measured hydrographs, the KDW-VG model could better predict the drainage 722 

hydrograph and water flow through the preferential paths; the RMSE was lower 723 

for the KDW-VG model than for the KDW model. The prediction of both models was 724 

better at lower rainfall intensities, because when the input rainfall intensities 725 

increased, the dispersive effect gradually decreased, and this effect could be more 726 
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influential on better prediction processes at lower velocities. Moreover, the 727 

optimized parameters of the KDW-VG model were not sensitive to rainfall intensity 728 

compared to the coefficients of the KDW model; a single set of parameters 729 

representative of only soil properties can be obtained with the KDW-VG model, 730 

whereas the KDW parameters also depend on rainfall intensity. This is a very 731 

significant advance in the modelling and prediction of preferential flow, but these 732 

results need to be confirmed by applying the KDW-VG model for different soils. 733 

Overall, the developed equation of this study is suggested to be used in water and 734 

solute transport models in porous media, especially to model preferential flows 735 

and transport of solutes in soils. For future studies, it is recommended to replace 736 

the van Genuchten model with the Burdine (Meng, 2018) or Brooks–Corey models 737 

(Huber et al., 2018) to investigate the performance of these models in combination 738 

with the KDW model. In addition, for further research work, these experiments 739 

could be replicated with a precise weighing lysimeter, to evaluate the efficiency of 740 

the KDW-VG model and the solution method and estimate the coefficients for field 741 

and real conditions. 742 
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Appendix 752 

Numerical solution and discretization 753 

As mentioned, the general form of the partial differential equations used in this 754 

study, Eqs. (7) and (12), is as follows: 755 

𝜕𝑢(𝑧,𝑡)

𝜕𝑡
+ 𝑐(𝑢)

𝜕𝑢(𝑧,𝑡)

𝜕𝑧
= 𝑣𝑢

𝜕2𝑢(𝑧,𝑡)

𝜕𝑧2
,
 

756 

where 𝑣𝑢 = 𝑐(𝑢)𝑣𝑤 . 757 

To solve this equation, an explicit scheme is used in spatial and temporal steps. For 758 

discretization, with respect to numerical mesh and assuming subscript 𝑖 for the 759 

representation of spatial nodes and subscript 𝑗 for temporal nodes, the time 760 

derivative with a forward difference and the space derivative with a central 761 

difference at the 𝑗th temporal step were approximated as follows: 762 

Time derivative with a forward difference:                                                              
𝜕𝑢

𝜕𝑡
=

𝑢𝑖
𝑗+1

−𝑢𝑖
𝑗

𝜏
 763 

Space derivative with a central difference:                                                            
𝜕𝑢

𝜕𝑧
=

𝑢𝑖+1
𝑗

−𝑢𝑖−1
𝑗

2ℎ
 764 

Second-order space derivative:                                                               
𝜕2𝑢

𝜕𝑧2
=

𝑢𝑖−1
𝑗

−2𝑢𝑖
𝑗

+𝑢𝑖+1
𝑗

ℎ2
 765 
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where ℎ is the space interval between the two places and 𝜏 is the temporal step. By 766 

substituting in the numerical approximations, equivalent to the expressions of the 767 

equations used (Eqs. (7) and (12)), the following discretization is derived: 768 

𝑢𝑖
𝑗+1

−𝑢𝑖
𝑗

𝜏
+ 𝑐(𝑢)

𝑢𝑖+1
𝑗

−𝑢𝑖−1
𝑗

2ℎ
= 𝜈𝑤𝑐(𝑢)

𝑢𝑖−1
𝑗

−2𝑢𝑖
𝑗

+𝑢𝑖+1
𝑗

ℎ2
                                                                                  (A.1) 769 

By arrangement and algebraic displacement of the above equation, the discrete 770 

form of the applied models, except for the final nodes is derived as below 771 

(according to Fig. A.1): 772 

𝑢𝑖
𝑗+1

= 𝑢𝑖
𝑗

+
𝜏𝑣𝑤

ℎ2
𝑐(𝑢)(𝑢𝑖−1

𝑗
− 2𝑢𝑖

𝑗
+ 𝑢𝑖+1

𝑗
) −

𝜏

2ℎ
𝑐(𝑢)(𝑢𝑖+1

𝑗
− 𝑢𝑖−1

𝑗
)                                   (A.2) 773 

in which 𝑐(𝑢) is the convective celerity, which is a function of 𝑢. 774 

  775 

Fig. A.1. Numerical mesh scheme for the numerical solution of Eqs. (7) and (12), except for the final 776 

nodes. 777 

 778 
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For the final nodes, the derivative approximations should not depend on the 779 

forward nodes. To do this, the Taylor expansion of 𝑓 around 𝑥0 is defined as 780 

follows: 781 

𝑓(𝑥) = 𝑓(𝑥0) + (𝑥 − 𝑥0)𝑓 ′(𝑥0) +
(𝑥−𝑥0)2

2!
𝑓″(𝑥0) +

(𝑥−𝑥0)3

3!
𝑓‴(𝑥0)+. ..                            (A.3) 782 

Regarding the above relationship, the following phrases can be written: 783 

𝑓(𝑥0 − 2ℎ) = 𝑓(𝑥0) − 2 ℎ 𝑓 ′ (𝑥0) + 2ℎ2𝑓″(𝑥0) −
4

3
ℎ3 𝑓‴ (𝑥0)+. ..                                     (A.4) 784 

𝑓(𝑥0 − ℎ) = 𝑓(𝑥0) − ℎ𝑓 ′(𝑥0) +
ℎ2

2!
𝑓″(𝑥0) −

ℎ3

3!
𝑓‴(𝑥0)+. ..                                                        (A.5) 785 

2𝑓(𝑥0 − ℎ) − 𝑓(𝑥0 − 2ℎ) = 𝑓(𝑥0) − ℎ2𝑓″(𝑥0) + ℎ3𝑓‴(𝑥0)                                                    (A.6) 786 

Here, if the phrase ℎ3𝑓‴(𝑥0) is neglected, the second-order derivative 787 

approximation of the function 𝑓 with the order of error of ℎ is obtained as below 788 

by algebraic arrangement of the above expression: 789 

𝑓″(𝑥0) =
𝑓(𝑥0)−2𝑓(𝑥0−ℎ)+𝑓(𝑥0−2ℎ)

ℎ2
⇒

𝜕2𝑢

𝜕𝑧2
=

𝑢𝑖
𝑗

−2𝑢𝑖−1
𝑗

+𝑢𝑖−2
𝑗

ℎ2
                                                               (A.7) 790 

In addition, with the algebraic displacement of Eq. (A.5) and if the 
ℎ2

2!
𝑓″(𝑥0) −791 

ℎ3

3!
𝑓‴(𝑥0) is assumed to be small, the first-order derivative approximation of the 792 

function 𝑓 with the order of error ℎ is as follows: 793 

𝑓 ′(𝑥0) =
𝑓(𝑥0)−𝑓(𝑥0−ℎ)

ℎ
⇒

𝜕𝑢

𝜕𝑥
=

𝑢𝑖
𝑗

−𝑢𝑖−1
𝑗

ℎ
                                                                                                         (A.8) 794 

Therefore, the discretization of Eqs. (7) and (12) were approximated as follows for 795 

the final nodes with respect to numerical mesh, and assuming subscript 𝑖 for the 796 
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representation of the spatial nodes and subscript 𝑗 for temporal nodes, the time 797 

derivative with a forward difference and the first space derivative with a backward 798 

difference in the 𝑗th temporal step, and the second-order space derivative based on 799 

the discretization of Eq. (A.7): 800 

𝑢𝑖
𝑗+1

−𝑢𝑖
𝑗

𝜏
+ 𝑐(𝑢)

𝑢𝑖
𝑗

−𝑢𝑖−1
𝑗

ℎ
= 𝜈𝑤𝑐(𝑢)

𝑢𝑖
𝑗

−2𝑢𝑖−1
𝑗

+𝑢𝑖−2
𝑗

ℎ2
                                                                                      (A.9) 801 

With the arrangement and algebraic displacement of the above equation, the 802 

discrete form of the applied models is derived for the final nodes as follows 803 

(according to Fig. A.2): 804 

𝑢𝑖
𝑗+1

= 𝑢𝑖
𝑗

−
𝜏

ℎ
𝑐(𝑢)(𝑢𝑖

𝑗
− 𝑢𝑖−1

𝑗
) +

𝜏𝜈𝑤

ℎ2
𝑐(𝑢)(𝑢𝑖

𝑗
− 2𝑢𝑖−1

𝑗
+ 𝑢𝑖−2

𝑗
)                                      (A.10) 805 

 806 

Fig. A.2. Numerical mesh scheme for the numerical solution of Eqs. (7) and (12), for the final nodes. 807 

In addition, ℎ and 𝜏 were determined so as to satisfy the following stability 808 

condition (Di Pietro et al., 2003), otherwise, the numerical model would not be 809 

converged: 810 
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((
𝜏

ℎ
) 𝑐(𝑢))

2

≤ 2
𝜏𝑣𝑤

ℎ2
𝑐(𝑢) ≤ 1                                                                                                                         (A.11) 811 

Here, the stability condition is evaluated for 𝑢 = 𝑢𝑠 . In the following, the 812 

relationship between 𝑐(𝑤) and 𝑢 for the KDW model is expressed as: 813 

𝑐(𝑢) =
𝑎𝑏

𝑏
(𝑎−1)

𝑎

[𝑢(𝑧, 𝑡)]
𝑎−1

𝑎 = 𝑎𝑏
1

𝑎[𝑢(𝑧, 𝑡)]
𝑎−1

𝑎                                                                                         (A.12) 814 

where 𝑢 depends on the time and spatial steps of numerical mesh. 815 

Additionally, the wave celerity must be calculated at each temporal step and space 816 

interval between the two places. Here, finally, the value of 𝑐 is considered as 817 

follows, accounting for the values of 𝑢𝑖−0.5
𝑗+0.5

 (Di Pietro et al., 2003): 818 

𝑐(𝑢) =
𝑎𝑏

𝑏
(𝑎−1)

𝑎

(
𝑢𝑖

𝑗
+𝑢𝑖−1

𝑗+1

2
)

(𝑎−1)

𝑎

                                                                                                                                (A.13) 819 

However, for the KDW-VG model, as mentioned previously, the relationship 820 

between 𝑐 and 𝑤 is as follows: 821 

𝑐(𝑤) =
𝜕𝑢

𝜕𝑤
|

𝑤𝑡=constant
822 

=
𝑙 × 𝑢𝑖𝑛(𝑤(𝑧, 𝑡) − 𝑤𝑚𝑖𝑛)𝑙−1

(𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛)𝑙
× (1 − [1 − (𝑆e

∗)
1
𝑚]

𝑚

)
2

823 

+
2𝑢𝑖𝑛

𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛

(1 − [1 − (𝑆e
∗)

1
𝑚]

𝑚

) × (1 − (𝑆e
∗)

1
𝑚)

𝑚−1

× (𝑆e
∗)

1
𝑚

+𝑙−1 824 

To determine the relationship between 𝒄 and  𝒖, 𝒘 must first be arranged 825 

according to 𝒖. To do this, based on the water flux experiments (𝒖) versus mobile 826 

water content (𝒘), a polynomial or exponential equation was obtained as 𝒘 = 𝒇(𝒖) 827 
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according to the experiments and for each rainfall intensity. Subsequently, this 828 

equation derived from the experiments was used instead of the 𝒘(𝒛, 𝒕) value in the 829 

above equation. Thus, 𝒄(𝒖) was determined for each experiment. Here, the value 830 

of 𝒄 was again considered as  (𝒖𝒊
𝒋

+ 𝒖𝒊−𝟏
𝒋+𝟏

) 𝟐⁄ , accounting for the values of 𝒖𝒊−𝟎.𝟓
𝒋+𝟎.𝟓

.831 
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