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A New Direct Sun Correction Algorithm for the Soil
Moisture and Ocean Salinity Space Mission

Ali Khazâal , François Cabot, Eric Anterrieu , Member, IEEE, and Yann H. Kerr , Fellow, IEEE

Abstract—The interferometric measurements provided by the
Soil Moisture and Ocean Salinity (SMOS) satellite are contami-
nated by solar radiations due to a quasi-permanent presence of the
Sun in the field of view of the instrument. A correction algorithm is
developed and implemented in the SMOS image reconstruction
processor to remove the contribution of these radiations. Since
the Sun is seen under an angle much smaller than the angular
resolution of SMOS, this algorithm assimilates the Sun disc to a
single source located at its center. However, strong residuals persist
in the retrieved images mainly due to the presence of different
distributed smaller sources of brightness in the Sun disc. Thus,
the performance of the algorithm degrades rapidly as soon as the
dominant source is far from the center of the disc. This behavior
shows the limitation of the algorithm and its strong dependencies
to the position of the Sun. In this article, we propose two other
algorithms to account for the solar radiations. The first one is an
iterative optimization algorithm based on estimating the position of
the dominant source of brightness inside the Sun disc. The second
algorithm is based on estimating the contribution of the different
sources of brightness within the Sun disc using an oversampled grid
by solving a constrained least square optimization problem with an
explicit solution.

Index Terms—Constrained optimization, inverse problems,
regularization, solar radiations.

I. INTRODUCTION

THE European Space Agency (ESA) Soil Moisture and
Ocean Salinity (SMOS) satellite provides global mea-

surements over the entire earth that are used to retrieve soil
moisture and sea surface salinity [1]. The instrument on board
SMOS is a two-dimensional L-band interferometer equipped
with 69 equally spaced antennas/receivers operating at the cen-
tral frequency fo = 1.413 GHz and located along the arms of
a Y-shaped array [2]. The interferometric measurements, also
called complex visibilities, provided by SMOS are the cross cor-
relations of the signals collected by each pair of receivers [3] and
are used to retrieve the brightness temperature distribution of the
observed scenes [4]. But these signals include the contribution of
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other sources of brightness than the surface emission due to their
presence inside the field of view (FOV) of the satellite. These
sources of brightness are referred to as “foreign sources” and
their contribution are removed prior to the image reconstruction
to reduce any associated reconstruction biases.

Among these sources of brightness, we can distinguish the
direct Sky, Sun, and Moon radiations, as well as the reflected
Sun radiations (Sun glint) [5]. This article focuses only on the
impact of the direct solar radiations on the retrieved images. In
the current SMOS level 1 operational data processor (L1OP),
a correction algorithm is already implemented [6] where the
Sun disc is assimilated to a single point located at its center but
strong residuals persist in the retrieved images as we will show
hereafter. The main problem is that the Sun is not a single source
but rather a disc with distributed smaller sources at very high
temperature as showed using ground-based radio telescope [7].
In this article, we propose two other algorithms: The first one
is an iterative optimization algorithm that identifies the position
of the main source, which optimizes the Sun correction perfor-
mance. The second algorithm estimates the different sources of
brightness within the Sun disc using an a priori oversampling
grid around the position of the Sun and by solving a constrained
least square optimization problem with an explicit solution.

II. SMOS IMAGE RECONSTRUCTION PROCESSOR

The SMOS image reconstruction processor within the L1OP
converts the interferometric measurements or visibilities Vo into
brightness temperature images T . Since SMOS is a fully polari-
metric instrument as described in [8], the retrieved images are
obtained in X , Y , and XY polarizations [4]. For simplification
reasons, the image reconstruction algorithm is recalled here
without referring to the different polarizations.

Before the reconstruction, the visibilitiesVo are first corrected
from the contribution of the physical temperature of the re-
ceivers Vrec by using a set of measured calibrated visibilities
obtained from deep Sky observations [9]. Then, the remaining
visibilities are corrected from the contribution of the foreign
sources of brightness present in the FOV (direct Sun, Moon,
and Sky radiations, as well as the Sun glint). These sources, if
not eliminated, will contaminate the retrieved brightness tem-
peratures thus leading to erroneous retrieval of ocean salinity
and soil moisture. Therefore, their contribution, namely Vfs is
removed prior to the image reconstruction in order to remove
any associated reconstruction biases.
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The corrected visibilities, V = Vo − Vrec − Vfs, are then
used to retrieve T through the following linear relationship:

V (u, v) = G(u, v, ξ, η)× T (ξ, η) (1)

where G is the instrument modeling operator that depends
mostly on the antenna voltage patterns of SMOS [4]; (u, v) are
the spatial frequencies in the Fourier domain, which are confined
to a limited star-shaped region and coincide with the nodes of an
hexagonally sampled grid [10]; and (ξ, η) are the director cosine
coordinates defining the instantaneous FOV of SMOS, which
has the extent of the unit circle. However, the reconstructed
FOV is an hexagon inside the unit circle and bounded by earth
and Sky aliases since the Shannon–Nyquist sampling criterion
is not respected [11]. The regions with only Sky aliases are
kept since the Sky temperature is well known and its impact
can be accounted for. The retrieved brightness temperature T is
therefore restricted to an extended alias-free field of view region
(EAFFOV).

To retrieve T from (1), it has been shown in [12] that this
linear problem is ill-posed since the number of visibilities V
is always smaller than the number of pixels of T . A physical
regularization approach was also proposed in [12] that takes
advantage of the limited frequency coverage inside the star to
do the reconstruction in the Fourier domain instead of the spatial
domain. Indeed, since the number of frequencies inside the star-
shaped region is always smaller than the number of visibilities
due to the redundancies of the instrument, the reconstruction
problem in the Fourier domain is well-posed, and (1) can be
written as

V = J× ̂T (2)

where ̂T are the Fourier components of T inside the star, J =
GU∗Z is a well-conditioned reconstruction operator, U is the
Fourier transform operator, and Z is the zero-padding operator
beyond the star. The unique solution of (2) is given by

Tr = U∗ZJ+V (3)

where J+ = (J∗J)−1J∗ is the Moore–Penrose pseudoinverse
of J.

The retrieved brightness temperatures Tr suffer from impor-
tant spatial biases mainly due to the aliasing in the reconstructed
FOV but also to the Gibbs oscillations due to the sharp transition
beyond the limited star-shaped frequency coverage [13]. To
reduce the biases, the L1OP applies a differential reconstruction
by removing from the visibilities V the contribution ˜V = G ˜T
of an artificial scene ˜T as close as possible to the observed
one T [14]. In this case, a differential system, δV = GδT , is
solved, with δV = V − ˜V and δT = T − ˜T , and yielding to
the following solution:

δTr = U∗ZJ+(V −G ˜T ) . (4)

Finally, the retrieved temperature Tr is obtained by adding
the artificial scene ˜T to δTr

Tr = Tr + ˜T . (5)

Fig. 1. Sun position (ξs, ηs) (small circle in yellow) inside the FOV of SMOS
(circle in cyan) and its alias (small circle in red) inside the reconstructed hexagon
(in red). The ellipsoid in blue corresponds to the earth as seen by the instrument.
The region between the earth horizon and the unit circle corresponds to the Sky.
The dot (or dashed) circles and lines correspond to the six aliases.

Fig. 2. Retrieved brightness temperature Tr in X (left) and Y (right) polar-
izations without any correction of the direct solar radiations. This example is
taken from an orbit over the Pacific ocean in October 20, 2011.

III. DIRECT SOLAR RADIATIONS IN SMOS IMAGES

The Sun is present in almost all the SMOS images either
above or below the antenna plane [15]. If the Sun is above the
antenna plane, the solar radiations are captured by the front-lobes
antenna patterns and their contribution to the measurements is
maximum. If it is below the antenna plane, the radiations are
captured by the back-lobes antenna patterns (their gain is very
small with respect to those in front) with a minimum and mostly
local contribution.

We also indicate that the Sun is always located within the
Sky region and outside the reconstructed hexagon, as shown in
Fig. 1. But, one of its six aliases is most of the time located inside
the EAFFOV as also shown in Fig. 1 and thus contaminating the
retrieved brightness temperatures. An example of such contami-
nation is shown in Fig. 2 for two snapshots taken over the Pacific
ocean in October 20, 2011. We notice here a bright source that
contaminates the retrieved images with a brightness temperature
that can reach several thousands of Kelvin. This contamination
also spreads into six directions (so-called Sun tails) around the
Sun position due to the hexagonal grid of SMOS. Therefore, it is
necessary to remove the contribution of the direct Sun to avoid
any degradation of the SMOS retrievals. In the next sections, we
first describe the Sun correction algorithm already implemented
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in the L1OP and then we propose two other correction algo-
rithms. Finally, the three algorithms are compared using SMOS
real data.

IV. SINGLE-SOURCE ALGORITHM

The correction algorithm implemented in the SMOS L1OP
considers the Sun as a single source and not a disk. This as-
sumption is valid since the Sun is seen under an angle smaller
than the angular resolution of SMOS. In fact, the Sun diameter
at L-band is about 0.5◦, whereas the angular resolution of SMOS
ranges from 1.60◦ to 2.25◦. The position of the Sun (ξs, ηs) in
the director cosine coordinates corresponds to the center of the
sun disc calculated using the method proposed by Van Flandern
and Pulkkinen [16] with a precision smaller than 0.01◦.

The algorithm used for now was initially introduced in [6]
and then modified in [17]. The Sun is modeled as a Dirac
signal and its contribution VSun (part of Vfs) is calculated by
estimating first its brightness temperature Ts and then multiply
it by the system response function vector corresponding to the
Sun position G(u, v, ξs, ηs)

VSun(u, v) = G(u, v, ξs, ηs)× Ts(ξs, ηs) . (6)

The estimation of the Sun brightness temperature Ts is done
using the following equation:

Ts =
F−1(Vo − Vrec)(ξs,ηs) − T scene

F−1
(

G(u, v, ξs, ηs)
)

(ξs,ηs)

(7)

where the following statements hold.
1) F−1(Vo − Vrec)(ξs,ηs) is the inverse Fourier transform

applied to Vo − Vrec over the Sun position (ξs, ηs).
2) T scene is the average temperature of the observed scene.

It is computed as the average of F−1(Vo − Vrec) over a
square of 11× 11 pixels, centered at (ξs, ηs).

3) F−1
(

G(u, v, ξs, ηs)
)

(ξs,ηs)
is the inverse Fourier trans-

form of the system response function vector G(u, v, ξs,
ηs) calculated at the Sun position (ξs, ηs).

Fig. 3 shows the retrieved brightness temperature images
Tr using the single-source algorithm for the two snapshots of
Fig. 2 where we observe important residuals over the Sun alias.
Also shown in Fig. 3 are the differences of reconstruction δTr

with and without applying the Sun correction algorithm. These
differences show that even though the Sun correction algorithm
is only applied over one single pixel, its impact is affecting
all the area surrounding it, mainly the tails but also creating
oscillations all over the image. Therefore, any under or over
correction of the Sun radiations, will propagate through the
reconstruction affecting not only the position of the alias of the
Sun but also the tails and to a less degree the surrounding pixels.
As a consequence, all pixels of the Sun disc and the tails are for
now flagged and not used by the SMOS level 2 processor in the
retrieval of salinity and soil moisture.

V. ITERATIVE ALGORITHM

The single-source algorithm is very dependent on the position
of the Sun in the FOV. Two possible problems can be encountered

Fig. 3. [Top] Retrieved brightness temperature Tr1 in X (left) and Y (right)
polarizations after applying the single-source Sun correction algorithm. [Bot-
tom] Difference of brightness temperature δTr = Tr − Tr1 without any cor-
rection of the direct solar radiations and with the single-source algorithm.

in this algorithm: 1) the position of the Sun is not calculated with
a sufficient precision; or 2) the dominant source of brightness
inside the Sun disc is far from the center of the disc. In both
cases, we need a better estimation of the Sun position, namely
(ξs, ηs).

To do that, we propose here an iterative algorithm that uses the
SMOS data to estimate the new position. The idea is to minimize
the standard deviation of the retrieved differential brightness
temperature δTr of (4) over a region D around the Sun position

(ξs, ηs) = min
(ξ,η)∈D

σ
(

U∗ZJ+(V − ˜V − VSun(ξs, ηs)−G ˜T )
)

(8)
with D={(ξ,η),s.t.

√
(ξ−ξs)2+(η−ηs)2<d}, where d = 0.0103 is the

sampling rate of the hexagonal grid of SMOS. Normally, the
standard deviation over such a limited zone is very close to zero
if the Sun is well corrected.

To solve (8), we use the interior point algorithm of the
MATLAB built in function fmincon.m with (ξs, ηs) as an initial
solution. This algorithm attempts to take a direct Newton step
at the beginning of each iteration. If it cannot, it attempts a
conjugate gradient step. Finally, the single-source algorithm is
applied over the new estimated position (ξs, ηs).

Fig. 4 shows the retrieved brightness temperature map Tr

using the iterative algorithm for the two previous snapshots
of Fig. 2. The estimated position (ξs, ηs) was found equal
to (−0.9219, 0.2886) for the snapshot in X polarization and
(−0.9227, 0.2896) for the one in Y polarization, whereas the
calculated position (ξs, ηs) is (−0.9217, 0.2899) in X polariza-
tion and (−0.9217, 0.2901) in Y polarization. The Euclidean
distance between the estimated dominant source and the position
of the center of the Sun is 0.0013.
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Fig. 4. [Top] Retrieved brightness temperature Tr2 in X (left) and Y (right)
polarizations after applying the iterative Sun correction algorithm. [Bottom]
Difference of brightness temperature δTr = Tr1 − Tr2 between the single-
source and the iterative Sun correction algorithms.

Looking at Fig. 4, we notice that the residuals are almost
totally corrected. The difference of brightness temperature be-
tween the single-source and the iterative Sun correction algo-
rithms is also shown in Fig. 4. This difference spreads mainly
from the Sun alias position through the tails, whereas the rest
of the image is also affected by very weak oscillations. Such
difference could be very significant and especially for sea sur-
face salinity retrievals since it is very sensitive to brightness
temperature [18].

On the other hand, two drawbacks of this algorithm are
identified as follows.

1) Its execution time is very high compared to the single-
source algorithm mainly due to the reconstruction proce-
dure that is repeated for each iteration. We have at least a
factor 100 between both algorithms making it difficult to
ingest it into an operational processor.

2) This algorithm estimates the Sun position using SMOS
visibilities. Therefore, the accuracy of the estimated po-
sition varies with the level of contamination of the visi-
bilities by other sources of brightness and mainly radio
frequency interference (RFI) highly present in the SMOS
data [19].

VI. MULTIPLE SOURCES ALGORITHM

Despite the fact that the position of the center of the
Sun (ξs, ηs) is located very accurately, it seems that the Sun is
not a point source located at its center, but rather a distribution
of much smaller sources at very high temperature. This has been
documented using ground-based radio telescope [7], as shown
in Fig. 5.

Fig. 5. Image of the Sun Stokes 1 brightness temperature (color range goes
from 0 to 2.2× 106K) as reported by the ground-based radio telescope [7].

The size and distances between the individual sources of the
Sun within the disc are well below SMOS geometric resolution
as referred above. But, the poor performance of the single-source
Sun correction algorithm and the improvements obtained using
the iterative algorithm have shown that it is important to localize
these sources as much precise as possible. To improve the
localization of the sources, the algorithm proposed hereafter uses
an oversampling grid within the Sun disc around (ξs, ηs). As for
the Sun brightness temperatures, they are estimated by solving
a constrained least square optimization problem with an explicit
solution.

A. Oversampling Grid

To localize finely all sources within the Sun disc, we propose
to use an oversampled grid around the computed position of the
Sun (ξs, ηs). This fine grid preserves the hexagonal sampling
and is limited to the maximum expected extent of the active
Sun at L-band, which is slightly larger than the optical apparent
diameter of the Sun. This extent is always smaller than the pixel
spacing d = 0.0103 of the original (ξ, η) grid. Thus, it makes
sense to set the oversampling grid support equal to d.

Fig. 6 shows an example of the oversampling grid (ξg, ηg)
surrounding the Sun center (ξs, ηs) for an oversampling ratio
R, which leads to Ng = (1 +

∑

r=1:R 6× (r − 1)) subpixels
including (ξs, ηs). The value of R is fixed by the following
three parameters.

1) The computational time of the overall algorithm that is an
increasing function of R.

2) The density of the oversampled grid: We have noticed that
the Euclidean distance between the center of the Sun disc
(ξs, ηs) and the estimated ones (ξg, ηg) is in the range of
10−3 in the (ξ, η) grid. Therefore, the distance between
two subpixels ( d

R ) should be close to this value.



1168 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 13, 2020

Fig. 6. Oversampling grid (ξg , ηg) shown in red around the Sun position (in
yellow) and drawn over the standard grid (in blue). This example is shown for
an oversampling ratio R = 4, which leads to Ng = 37 subpixels.

TABLE I
CONDITIONING NUMBER (C) OF THE SYSTEM RESPONSE FUNCTION G AND

SPACING BETWEEN TWO SUBPIXELS ( d
R ) CALCULATED FOR THE Ng

SUBPIXELS (ξg , ηg) IN FUNCTION OF THE OVERSAMPLING RATIO R.

3) The conditioning of the system response matrix G calcu-
lated for the oversampled grid (ξg, ηg) and defined as the
ratio between the maximum and the minimum singular
values (SV) of G

C =
max(SV(G))

min(SV(G))
. (9)

The closer C is to 1, the more G(u, v, ξg, ηg) is well
conditioned.

Table I summarizes the values of the spacing between two
subpixels ( d

R ) and the conditioning number C in function of
the oversampling ratio R. A compromise between the computa-
tional time, the conditioning of G, and still having a dense grid
is needed. Based on that table, we have chosen to set R = 4
with Ng = 37 subpixels. The G(u, v, ξg, ηg) matrix is in this
case ill-conditioned and a regularization is needed to ensure a
unique and stable solution.

B. Sun Temperature Estimation

The single-source algorithm is initially applied over Vo −
Vrec. For this algorithm, we propose to apply it over the differen-
tial visibilities δV = Vo − Vrec − Vfs − ˜V . By this, we reduce
as much as possible the impact of the observed scene T in the

Fig. 7. Regions of the FOV considered in the criterion J to estimate the Ng

Sun temperatures Tg . [Blue] Polluted region by the solar radiations including
the disc of the Sun alias and the six tails. [Green] Clean region around the Sun
alias considered as not contaminated by the solar radiations.

estimation of the Ng Sun temperatures Tg . To estimate Tg , we
propose to minimize the following criterion:

J(ξg, ηg) =

∣

∣

∣

∣

∣

∣

∣

∣

F−1(δV )p −F−1(δV )c

−
Ng
∑

g=1

TgF−1
(

G
(

ξg, ηg
))

∣

∣

∣

∣

∣

∣

∣

∣

2

(10)

where F−1 represents the inverse Fourier transform; p represent
the pixels inside the hexagon polluted by the solar radiations
including the disc of the Sun alias and the corresponding six
tails, as shown in blue in Fig. 7; and c represent the clean pixels
around the Sun alias considered as not contaminated by the solar
radiations and shown in green in Fig. 7. The term F−1(δV )c
represents the average of the residual image over the c clean
pixels.

As mentioned above, the G(u, v, ξg, ηg) matrix used in the
criterion J is ill-conditioned and should be regularized. To
overcome this problem, we propose to add two constraints to
J weighted by the same Lagrangian λ given by

L(ξg, ηg) =

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

Ng
∑

g=1

(

Tg − To

Ng

)

∣

∣

∣

∣

∣

∣
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∣

∣

∣

∣
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2

+

∣
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∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

⎛

⎝

Ng
∑

g=1

Tg

⎞

⎠− To

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

(11)
where To is the estimated brightness temperature using the
single-source algorithm. The first constraint will limit the es-
timated temperature of each source around an average value
equal to To

Ng
, whereas the second one will limit the sum of the

estimated temperatures to To. Now, to estimate Tg , we propose
to minimize the following constrained optimization problem:

min(ξg,ηg) J(ξg, ηg) + λL(ξg, ηg) . (12)

The choice of using the same Lagrangian λ was because of the
similarity of the two constraints and more particularly to simplify
the optimization. The value of λ is chosen as the tradeoff between
the deviation from the data (represented by J) and the deviation
from the solution (represented by L). For a fixed value of λ, (12)
is linear with respect to Tg and can be written in the following
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Fig. 8. L curve representing the deviation from the solution L as a function
of the residual J for all values of the regularization parameter λ. The optimal
value of λ was found equal to 10−6 (dot in red).

linear form:
⎛

⎜

⎜

⎝

F−1(δV )p −F−1(δV )c

λTo

Ng
×Og

λTo

⎞

⎟

⎟

⎠

=

⎛

⎜

⎜

⎝

F−1
(

G(ξg, ηg)
)

λ × I

λ ×Ot
g

⎞

⎟

⎟

⎠

× Tg

(13)
with I is the square identity matrix (Ng ×Ng) andOg is a vector
(Ng × 1) of values equal to 1. This equation can be written as

y = A× Tg (14)

with an analytic solution in the least square sense

Tg = (AtA)−1At × y . (15)

Once Tg are estimated, the Sun visibilities are computed as
the sum of all contributions from the subsampled sources

VSun = G(u, v, ξg, ηg)× Tg(ξg, ηg) . (16)

As for the Lagrangian λ, it is chosen by plotting the L curve
representing the deviation from the solution L as a function of
the residual norm J for all values of the regularization param-
eters λ. This characteristic curve has an L-shaped dependence
and the optimal value of regularization parameter can be found
at the corner of the L curve. Fig. 8 shows the L curve obtained
for the snapshot over the ocean in X polarization used in the
previous sections. Similar curves are also obtained for all the
tested snapshots and the optimal value of λ has been found to
be equal to 10−6.

Fig. 9 shows the retrieved brightness temperature map Tr

using the multiple sources algorithm for the two snapshots of
Fig. 2. We notice that the residual solar radiations are almost
completely reduced and that the retrieved maps are very close to
those obtained using the iterative algorithm but with a process-
ing time slightly higher than the single-source algorithm. The
difference of brightness temperature between the single-source
and the multiple source Sun correction algorithms is also shown
in Fig. 9. As for the iterative algorithm, we notice important
differences over the Sun alias and the tails and also weak

Fig. 9. [Top] Retrieved brightness temperature Tr3 in X (left) and Y (right)
polarizations after applying the iterative Sun correction algorithm. [Bottom]
Difference of brightness temperature δTr = Tr1 − Tr3 between the single-
source and the multiple sources Sun correction algorithms.

oscillations elsewhere. In the next section, larger data sets of
SMOS data are processed with the three algorithms in order to
compare their impact on the retrieved brightness temperatures.

VII. RESULTS AND COMPARISON

The three algorithms described above are tested and compared
using SMOS interferometric measurements processed up to the
level of brightness temperature. The comparison is done first
over the open ocean and then over the land surfaces. To push
furthermore the comparison, a global test over the entire earth
surface is also shown using ten days of SMOS data.

Over open ocean, the variation of brightness temperature is
expected to be quite smooth from one snapshot to another.
Fig. 10 shows the spatial standard deviation in the EAFFOV,
σTr

(ξ, η)), using the three algorithms for all snapshots within a
latitude range [45◦S 5◦N] at boresight (ξ = 0, η = 0). The data
are taken from an orbit over the Pacific Ocean in October 20,
2011, where the entire FOV is 100% ocean. We notice here the
clear advantage of the iterative and multiple sources algorithms
when compared to the single-source algorithm. Even though the
solar radiations have not entirely been removed using the two
proposed algorithms, we notice an important decrease of the
residuals around the Sun alias.

A second comparison over the open ocean is to look at the
latitudinal variation of Tr. For that, we consider two regions
of pixels: 1) the circle centered at the Sun alias and of radius
d1 = 0.0103, and 2) the region between two circles centered at
the Sun alias and of radius d1 = 0.0103 and d2 = 0.05. The first
region shows the impact over the Sun disc whereas the second
reflects the impact over the tails and the clean pixels surrounding
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Fig. 10. Spatial standard deviation of 350 retrieved brightness temperature
images over the ocean in X (left) and Y (right) polarizations after correcting
the direct solar radiations using the: [bottom] single-source algorithm, [middle]
iterative algorithm, and [top] multiple source algorithm. The data are taken from
an orbit over the Pacific Ocean in January 20, 2011 and the snapshots are located
within a latitude range at boresight between 45◦S and 5◦N.

the Sun disc. The results are only shown here in X polarization
since the impact on Y polarization is exactly the same. Fig. 11
shows the mean and standard deviation (Tr(ξd, ηd), σTr

(ξd, ηd))
for each snapshot over the two regions. From this figure, we
deduce the following.

1) Over the Sun disc, the multiple sources and the iterative al-
gorithms are close to each other and outperform the single-
source algorithm. The variation of the mean Tr(ξd, ηd)
and the standard deviation σTr

(ξd, ηd) are much smoother
and less noisy using the two proposed algorithms. The
standard deviation is also extremely reduced.

2) Far from the Sun disc (the second region), we also notice
that both the mean and standard deviation are improved
using the two proposed algorithms (smoother variation,
and an important decrease of the values of the standard
deviation). These results show that the improvements are
not restricted over the Sun disc and that the Sun tails and
the clean region also benefit from these algorithms.

Moving on now to the comparison over land surfaces,
Fig. 12 shows an example of the mean and standard deviation

Fig. 11. Latitudinal variation over ocean: Variation of the mean Tr (bottom)
and the standard deviation σTr (top) of the retrieved brightness temperatures
Tr in X polarization using the single source (blue), the iterative (green), and
the multiple sources (red) algorithms over: (a) a circle centered at the Sun alias
position and for a radius d1 = 0.0103 and (b) the region between two circles
centered at the alias of the Sun and of radius d1 = 0.0103 and d2 = 0.05. The
data are taken from an orbit over the Pacific Ocean in October 20, 2011 and
the snapshots are located within a latitude range at boresight between 45◦S and
5◦N.

Fig. 12. Latitudinal variation over land: Variation of the mean Tr (bottom)
and the standard deviation σTr (top) of the retrieved brightness temperatures
Tr in X polarization using the single source (blue), the iterative (green), and
the multiple sources (red) algorithms over: (a) a circle centered at the Sun alias
position and for a radius d1 = 0.0103 and (b) the region between two circles
centered at the alias of the Sun and of radius d1 = 0.0103 and d2 = 0.05. The
data are taken from an orbit over the USA and Mexico in January 20, 2013 and
the snapshots are located within a latitude range at boresight between 25◦N and
45◦N.
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Fig. 13. Mean [top] and standard deviation [bottom] of Tr over a disc of radius d = 0.0103 centered at the Sun alias inside the EAFFOV for ten days of
descending orbits in X polarization after accounting for the direct solar radiations using the single source [left] and the multiple source [right] algorithms. The
data were taken for the period of January 1–10, 2011. The regions in white are not contaminated by the solar radiations since the Sun is eclipsed by the earth at this
period of time.

(Tr(ξd, ηd), σTr
(ξd, ηd)) calculated over the same two regions

of pixels as above for more than 150 consecutive snapshots of
an orbit taken on January 20, 2013, over USA and Mexico. The
results over land confirm those obtained over the ocean where
the iterative and multiple sources algorithms are on the same
level and outperform the single-source algorithm. These results
should open the door on relaxing some of the rough filtering
done at level 2 soil moisture and sea surface salinity retrievals.

Both previous tests over land and ocean were done over a
limited number of snapshots taken within one orbit. Therefore, it
is important to validate the proposed algorithms over larger data
sets that cover the entire earth’s surface. For that, we have pro-
cessed ten days (January 1–10, 2011) of SMOS interferometric
measurements using the multiple sources algorithm. These data
are compared to those processed by the L1OP using the single-
source algorithm. For each retrieved image Tr, we look for the
Sun alias inside the EAFFOV and calculate its corresponding
latitude and longitude as well as the mean and standard deviation
over the disc d1 described above and the results are shown in
Fig. 13. We precise that the iterative algorithm, which cannot
be used operationally because of its high execution time, is not
considered in this test and that the results are only shown in X
polarization. Looking back at Fig. 13, the following conclusions
can be drawn.

1) The mean brightness temperatures suffer from important
oscillations using the single-source algorithm that are

significantly reduced with the proposed algorithm leading
to a much smoother variation.

2) The standard deviation map shows high residuals of the
solar radiations using the single-source algorithm mainly
in the northern hemisphere where the Sun is above the
antenna plane at this period of time. These residuals are
extremely reduced using the proposed new algorithm.

3) Over the southern hemisphere, the Sun is below the an-
tenna plane at this period of time and the solar radiations
are not accounted for in the current version of the L1OP
thus the difference of contrast in the mean brightness tem-
perature map near latitude 40◦S. For the multiple source
algorithm, the solar radiations are corrected efficiently
even though the Sun is below the antenna plane. This map
shows the need for extending the correction to both cases
where the Sun is above and below the antenna plane as
proposed in [15].

4) The regions in dark red over Europe, the Middle East, and
China correspond to data contaminated by RFI.

5) Above 50◦N of latitude, the Sun is eclipsed by the earth
at this period of time and the Sun correction algorithm
is not applied. Furthermore, the Sun alias is outside the
EAFFOV thus explaining that there are no information in
this region.

Finally, based on the results presented above, the ESA has
implemented the multiple source Sun correction algorithm in
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the latest version of the L1OP (v720) that will be used for the
next complete archive reprocessing and operational production.

VIII. CONCLUSION

Direct solar radiations contaminate the SMOS interferometric
measurements whether the Sun is below or above the antenna
plane of the satellite. A correction algorithm is already imple-
mented in the SMOS operational processor where the Sun disc
is considered as a single source located at its center since it is
seen under an angle much smaller than the angular resolution of
the satellite. We have shown that important residuals of the solar
radiations are still present in the retrieved brightness temperature
images mainly because the dominant source of brightness within
the Sun disc is not always located at the center. As a consequence,
the level 2 soil moisture and sea surface salinity processors are
for now filtering all pixels around the Sun position and tails in
order to reduce the impact of the residual radiations yielding to
less retrievals.

To overcome this issue, we have proposed two algorithms
in order to reduce furthermore the residual radiations. The first
one is an iterative algorithm that searches for the position of
the dominant source of brightness by minimizing the standard
deviation of the retrieved image around the Sun disc. We have
shown that this algorithm does reduce the residual radiations
but requires a very high computational time and therefore is not
deemed to be operational.

The second algorithm considers the Sun as a disc with multiple
sources defined over a fine grid. The brightness temperature of
the different sources are estimated using a constrained linear
optimization problem with an explicit solution. We have shown
that this algorithm is quite close from a performance point of
view to the iterative one and its computational time is slightly
higher than the single-source algorithm. We also indicate that the
multiple source algorithm is now implemented in the up-coming
version of the SMOS operational processor (L1OP v720) that
will be used for the next complete archive reprocessing and op-
erational production. The use of the new algorithm in the L1OP
will open up the question on reducing some of the restrictions at
level 2 leading to more retrievals and thus improving the quality
of sea surface salinity and soil moisture.
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