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Abstract

In precision agriculture and plant breeding, the amount of data tends to increase. This massive data is becoming more and more complex, leading to difficulties in managing and analysing it. Optical instruments such as NIR Spectroscopy or hyperspectral imaging are gradually expanding directly in the field, increasing the amount of spectral database. Using these tools allows access to non-destructive and rapid measurements to classify new varieties according to breeding objectives. Processing this massive amount of spectral data is challenging. In a context of genotype discrimination, we propose to apply a method called parSketch-PLSDA to analyse such a massive amount of spectral data. ParSketch-PLSDA is a combination of an indexing strategy (parSketch) and the reference method (PLSDA) for predicting classes from multivariate data. For this purpose, a spectral database was formed by collecting 1,300,000 spectra generated from hyperspectral images of leaves of four different sunflower genotypes. ParSketch-PLSDA is com-
pared to a PLSDA. Both methods use the same set of calibration and test. The prediction model obtained by PLSDA has a classification error close to 23% on average across all genotypes. ParSketch-PLSDA method outperforms PLSDA by greatly improving prediction qualities by 10%. Indeed, the model built with ParSketch-PLSDA has the ability to take into account non-linearities among data sets. These results are encouraging and allow us to anticipate the future bottleneck related to the generation of a large amount of data from phenotyping.
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1. Introduction

In recent years, precision agriculture and plant breeding have tended to increase the quantity and complexity of phenotyping related data (Mahlein, 2016; Tripodi et al., 2018; Awada et al., 2018). Managing and analysing huge amounts of data are identified as a future bottleneck in phenotyping (Tripodi et al., 2018). Indeed, over the last few years, high throughput phenotyping (HTP) platforms in the laboratory or directly in the field have been flourishing (Chawade et al., 2019; Shakoor et al., 2017). These platforms provide a monitoring of one or more phenotypic traits of the vegetation. This information can be obtained at different spatial, spectral or temporal scales depending on the studied level, which could be vegetation organ, individual or even population (Dhondt et al., 2013; Mahlein, 2016; Mutka et al., 2016). The higher the spatial, spectral or temporal resolution, the larger the amount of data.
Spectroscopy in the visible and near-infrared range (VIS-NIR) has proven to be relevant for providing useful information for vegetation monitoring. Several plant phenotyping issues can be tackled with high spectral resolution measurements such as biochemical variable access (Vigneau et al., 2011; Jay et al., 2017), disease (Lu et al., 2018; Yu et al., 2018) or stress detection (Behmann et al., 2014; Christensen et al., 2005).

From a technological point of view, spectral acquisitions directly in the field have been made possible thanks to spectrometer miniaturisation (Yan and Siesler, 2018; Beć et al., 2020) or hyperspectral imager evolution (Mishra et al., 2020; Fiorani and Schurr, 2013). Associated with mobile vectors (such as UAV, tractor, pedestrian), these tools become HTP instruments and generate a large amount of spectral data. However, simple computations on this amount of data such as outlier detection or the use of pre-processing become difficult to perform and very time consuming (Szymańska, 2018). Processing this massive amount of spectral data is challenging.

In chemometrics, most popular methods as Partial Least Square (PLS) (Wold et al., 2001) are based on an assumption of linear relationship between spectral data and specific variables (Mark and Workman, 2007). These methods are popular because of their good predictive performances and low computation time. Conversely, using these methods may not provide good prediction models when relationships between spectra and variable of interest are non-linear.

When dealing with a large amount of spectral data, complex structures and non-linear relationships can arise which may compromise linear regression approaches (Dardenne et al., 2000). In practice, using a linear classifi-
cation or regression to predict a complex database would lead to degraded results (Bertran et al., 1999; Ni et al., 2014). As a consequence, linear methods are challenged on large amounts of data. Furthermore, some methods, called local methods, exploit data based on a restricted neighbourhood of individuals which greatly improves prediction quality (Dardenne et al., 2000; Pérez-Marín et al., 2007; Davrieux et al., 2016; Naes et al., 1990). These methods can be used to overcome non-linearity problems under the assumption that with a restricted neighbourhood, the relationship between spectra and variables becomes linear. The parSketch-PLSDA method has recently been proposed to implement a local approach to a large volume of data (Metz et al., 2020). Therefore, parSketch-PLSDA can be used to address the complex analysis of large amount of spectral data from phenotyping.

In this paper, we propose to study the use of the parSketch-PLSDA method to exploit a large amount of spectral data, generated from hyperspectral images of leaves of four different sunflower genotypes. Additionally, we compare this method with a reference method in an application of discrimination of different sunflower varieties.

2. Materials and methods

2.1. Biological material

Four sunflower genotypes (called A, B, C and D) were grown in a greenhouse at INRAE France in well-watered conditions by using a flood and drain system refilling water every 48 hours. All pots used the same potting soil (Pot Clay coarse, Floradur, Floragard). Water and lighting conditions were similar for each pot with a day-night cycle of 16h/8h.
temperature was 25°C with a relative humidity in the greenhouse ranging from 50% to 60%. The greenhouse was equipped with multispectral lighting (450 nm, 560 nm, 660 nm, 730 nm and 6000°K) controlled by Herbro automaton (GreenHouseKeeper) with Photosynthetically Active Radiation (PAR) set at 400 µmol/m2/s.

For the four selected genotypes, two potted plants (called P1 and P2) of each were grown. Four leaves were collected at the upper and middle parts of each plant, except for the genotype D where only two leaves of each plant were collected. Leaf petioles were immediately wrapped with water soaked paper before measurements. In total, 28 leaves were then collected and measured.

2.2. Spectral acquisitions

Spectral data of the prepared leaf samples were acquired in the reflectance mode by using a laboratory-based line scanning Hyperspectral Imaging System (HIS). The HIS system was composed of a linear halogen light (Haloline, Osram, 150 W), a translation rail (Linear Unit LES 4, Iselautomation, Germany), and a detection system. The sample was placed on a translation rail, synchronised with the acquisition software (NEO Hyspex, Norsk Elektro Optikk AS) which can record images when sample was scanned under the hyperspectral camera (NEO Hyspex VNIR-1600 with 30cm-objective, Norsk Elektro Optikk AS, Skedsmokorest, Norway). Spectral data were acquired in the 400 – 1000 nm wavelength range with 3.7 nm intervals.

For each sample, the reflected light intensity \( I_a(\lambda) \) was measured at each wavelength. Dark current image \( I_b(\lambda) \) was also recorded for each measure. A white reference (SRS99, Spectralon ®) was used as a reference
(I_o(\lambda)) to standardize images from non-uniformities of all components of the instrumentation (light source, lens, detector). From these measurements, reflectance (R_s(\lambda)) was calculated for each sample:

\[ R_s(\lambda) = \frac{I_s(\lambda) - I_b(\lambda)}{I_0(\lambda) - I_b(\lambda)} \]  

For all hyperspectral images, vegetation pixels were selected to form a spectral data set. This selection was made by a threshold procedure (Fig. 1). Indeed, vegetation and background pixels were easily identified by comparing their reflectance value at 800 nm to a threshold defined here at 30%. Leaf spectra were collected from the 28 hyperspectral images, representing more than 1,300,000 spectra.

![Sunflower leaf image and mask](https://example.com)

Figure 1: Pixel selection from a hyperspectral image of a sunflower leaf (a) image, (b) mask based on threshold values

2.3. Data analysis

Two methods were used to compare their ability to discriminate sunflower genotypes. Both methods were applied to a similar data set, called test set, built out of the spectra database. Calculations were performed with the R software (version 3.6.1 (Core Team, 2013)) and rnisr package (https://
was used for classical discrimination methods (PLSDA).

2.3.1. PLSDA method

The Partial Least Squares for Discrimination Analysis (PLSDA) (Barker and Rayens, 2003) was used as reference method for classification. This method consisted of building models between multivariate data and a vector coding different classes (here, the four genotypes).

Multivariate data was represented by a matrix $X$ of size $(n, p)$ where $n$ was the observation number and $p$ the variable number. The $n$ observations were identified by their corresponding class in the vector $y$ of size $(n,1)$ where values ranged from 1 to $q$, where $q$ was the class number. The first step was to transform $y$ into a dummy matrix $Y$ of size $(n, q)$ also called disjunctive table.

$$y = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 2 \\ 2 \\ 3 \\ 3 \end{bmatrix} \rightarrow Y = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{bmatrix} \quad (2)$$

An example of a dummy matrix is given in equation 2 with nine observations belonging to three classes. The matrix $Y$ contains binary values (0,1)
where each column corresponded to a class. For a given observation, the class-corresponding column has a value of 1 while other columns were equal to 0.

Then, a Partial Least Square (PLS) model (Wold et al., 2001) was applied between $X$ and $Y$. $Y$ being multidimensional, the algorithm PLS2 adapted to the prediction of several responses was used. Finally, a linear discriminant analysis (LDA) (Fisher, 1936) was applied between the PLS2 scores and $Y$.

### 2.3.2. ParSketch-PLSDA method

The other strategy was to apply the parSketch-PLSDA method (Metz et al., 2020), an extension of the K-Nearest Neighbours (KNN)-PLSDA method for massive data processing (Lesnoff et al., 2020). ParSketch-PLSDA was used to combine an indexation strategy (parSketch) and the PLSDA. An approximation of the *neighbourhood* was defined for each spectrum to be classified. This *neighbourhood* was then used to compute a PLSDA model and to predict which class belong new spectra.

ParSketch was performed in three steps: dimension reduction, grid creation, *neighbourhood* approximation. Three method parameters $(v, s, m)$ were defined, corresponding to these three steps, and are described below.

First, a dimension reduction was achieved by calculating the matrix $T$ corresponding to the sketch of the matrix $X$ as follows:

$$ T = XP $$

Where $P$ was a matrix of size $(p,v)$ containing values of -1 or 1 according to a random selection. The first parameter of ParSketch ($v$), corresponding to the column number of $P$ was then defined. The higher the value of $v$
the better the approximation of the **neighbourhood**. However, the larger the
time of $v$ the longer the parSketch method computation time.

The second step corresponding to the grid creation process (see Fig. 2)
was to segment the space (2d) formed by adjacent pairs of $T$ columns. The
number of segments ($s$) is the second parSketch parameter. The higher the
value of $s$ the better the approximation of the nearest **neighbours**. However,
the greater the value of $s$, the smaller the number of **neighbours**.

![grid creation example](image)

Figure 2: An illustrated example of grid creation with a segment number $s = 3$

The last step to configure parSketch was to define the minimal number
$m$ of grids returned in the **neighbour’s** search. This step corresponded to the
neighbourhood approximation for the grid search process (see Fig. 3). The higher the value of $m$ the better the approximation of the nearest neighbours. Observations present in the same cell for at least $m$ grid number are selected as neighbours of the individual to be predicted. However, the greater the value of $m$, the smaller the number of neighbours returned by parSketch method.

Figure 3: An illustrated example of grid search. For a new measure $t(new)$ and a $m$ value equals to 2, $t(6)$ will be returned as a neighbour because it is present in two grids next to $t(new)$, whereas $t(1)$ will not be considered as a neighbour.

2.4. Evaluation strategies and method parameterization

The data set was divided into two independent data sets: a calibration set and an independent test set. The calibration set was formed with the 14 images acquired on P1 plants and corresponding to about 650,000 spec-
tra. The PLSDA model and parSketch-PLSDA method were both calibrated using all spectra of this calibration set.

The test set was formed with the other 14 images acquired on P2 plants (independent from P1). 1000 spectra were randomly selected in each image totalling 14,000 spectra for the test set. Spectra that could not be predicted by parSketch due to lack of neighbours were removed from the test set. In the end, the same test set were used for parSketch-PLSDA and for PLSDA.

For both methods, validation steps were performed on the calibration set in order to minimize overfitting.

To build the PLSDA model, the cross-validation step consisted of splitting the calibration data set into different blocks in order to calculate calibration and validation errors. This approach, also called k-fold validation (Wold, 1978; Camacho and Ferrer, 2012) was carried out with five blocks repeated three times. Validation errors were then computed and led to the number of latent variables to be retained.

For parSketch-PLSDA, a parametrisation step was performed to configure the three parSketch parameters. This step was performed by analyzing distributions of returned neighbours according to two parSketch parameters: number of segments $s$ and the common minimum grids $m$. Here, the number of random vectors $v$ was set to a value of 20. Afterwards, a PLSDA model was established. The number of latent variables was optimized for a subset of the calibration set, called the validation set. This validation set was formed with four images of the calibration set by randomly selecting 1000 spectra in each image.

In order to compare both methods, confusion matrices were obtained and
percentages of precision and recall were calculated according to the following
equations:

\[
\text{Precision} = \frac{tp}{tp + fp} \tag{4}
\]

\[
\text{Recall} = \frac{tp}{tp + fn} \tag{5}
\]

Where \(tp\), \(fp\) and \(fn\) corresponded to true positives, false positives and
false negatives respectively. On the one hand, for a given class, precision
value assessed the predictive quality of the model based on the proportion
of well-classified observations among all observations that were classified in
the same corresponding class. On the other hand, recall, also called sensi-
tivity, evaluated the number of well-classified observations compared to the
total number of observations of the given class. These two criteria are com-
plementary to evaluate the model performances. These two figures of merit
were expressed as percentages. The higher the values, the better the model
performance.
3. Results and discussion

3.1. Data visualization

Figure 4: All data set including Genotype A (red), B (green), C (cyan) and D (violet): (a) spectra, (b) score plot of the first two principal components

Reflectance spectra shown in Fig. 4a correspond to 1000 spectra per class randomly selected among all the data set. These spectra correspond to vegetation spectra (Xu et al., 2019): specific hollows at 450 nm and 650 nm related to chlorophyll content, anthocyanin content at 550 nm; the red-edge towards 780 nm and a plateau in the near-infrared between 780 nm and 1000 nm. Besides, the main observed variability in the spectrum plot corresponds to an additive effect due to the scattering effect of the structure of the leaves. However, the number of spectra is too large to be able to describe difference between classes.

A principal component analysis was applied to these spectra. Figure 4b shows the score plot of the two first components. The first component represents 88% of the spectra variability and 8% for the second component. On
these two components, scores are uniformly distributed without any evident
distinction between genotypes. The exploratory study of the spectra shows
that there are no outliers and that there is no distinct group on the first two
components.

3.2. Model calibration

3.2.1. PLSDA

Figure 5 shows the cross-validated error rate curve for PLSDA applied to
all spectra of the calibration data set. The behaviour of the curve decreases
continuously according to the latent variable (LV) number.

![Error rate vs LV](image)

Figure 5: Evolution of the cross-validated error rate as a function of latent variables (LV)
for the PLSDA applied to all spectra of the calibration data set

A high value of LV number generally shows the complex structure of a
data set. This is expected with spectral measurements on vegetation (Metz
et al., 2020). With 16 LVs, an error rate with a value close to 12% is obtained. However, after 16 LVs the predictive performance gain is very small. Consequently, the PLSDA model is set to 16 LVs.

3.2.2. ParSketch-PLSDA

ParSketch parameters $s$ and $m$ are studied according to the statistical distribution of the number of returned neighbours (Fig. 6).

![Figure 6: Distribution of the returned neighbours according to parSketch parameters $s$ and $m$ (number of segments and common minimum grids). Here, $v$ (number of random vectors) parameter is fixed to 20](image)

The number of neighbours decreases to a value close to zero when parameter values $(s,m)$ increase. Indeed, on the one hand, an increase of number of segments $s$, the number of returned neighbours will be lower. And on the other hand, by increasing the minimum number of common grids $m$, the risk of not having neighbours is high. This global trend is expected (Metz et al., 2020).
By contrast, when parameter values are low, the number of returned neighbours is high (close to 300,000 neighbours by individual to be predicted). This situation is not desirable, as it may cause problems related to computation time constraints. As a result, parameters $m$ and $s$ must be chosen to have a sufficient number of neighbours, neither too much nor too little. As several values are possible, four combinations of the parSketch parameters are selected (Table 1) to compare their model performances.

Table 1: Combinations of the selected parSketch parameters and the corresponding median number of returned neighbours

<table>
<thead>
<tr>
<th>Combination</th>
<th>$m$</th>
<th>$v$</th>
<th>$s$</th>
<th>Median neighbour number</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>9</td>
<td>20</td>
<td>8</td>
<td>1246</td>
</tr>
<tr>
<td>(b)</td>
<td>8</td>
<td>20</td>
<td>12</td>
<td>2903</td>
</tr>
<tr>
<td>(c)</td>
<td>7</td>
<td>20</td>
<td>12</td>
<td>9303</td>
</tr>
<tr>
<td>(d)</td>
<td>6</td>
<td>20</td>
<td>12</td>
<td>27030</td>
</tr>
</tbody>
</table>

Table 1 shows the retained values of the three parSketch parameters for these four combinations. The combination (a) was selected because the median number of neighbours is 1246. This low number of neighbours enables to quickly calibrate PLSDA models but it could be insufficient to have a good predictive quality. Indeed, a low median number of neighbours means that a large amount of observations do not have neighbour at all. For the combinations (b) and (c), higher numbers of neighbours are returned, with median values of 2903 and 9303 respectively. Finally, the highest median number of neighbours returned by parSketch is chosen with the combination
(d) with a value equal to 27030. In this case, constraints in computation time might appear. Moreover, the linear relationship between spectra and class variable of a small *neighbourhood* might be lost.

Validation error curves for the four retained combinations for parSketch-PLSDA are shown in the figure 7.

![Figure 7: Evolution of the validation error rate as a function of latent variables for the four parameter combinations of parSketch-PLSDA](image_url)

With higher error values, the combination (a) is less predictive than other parameter combinations. As expected, this combination having the smallest number of *neighbours*, the resultant model has poorer predictive performances than the three other ones.
The error curve obtained with the combination (b) reaches lower rates than the combination (a) curve. This means that the predictive capabilities of the model can be improved by slightly increasing the number of neighbours. The combination (c) has best predictive performance for the validation set with lowest values of classification error. The combination (d) has lower prediction quality than the combination (c) for a larger median number of neighbours per sample to be predicted (cf. Table 1).

The model with the lowest predictive quality has a high number of neighbours. This degradation reflects a non-linear aspect of the data set. By further increasing the number of returned neighbours, prediction qualities of parSketch will be close to the PLSDA method on the whole data set.

Finally, for this validation set the optimal parameter combination is the combination (c). In this case, the number of latent variables is not easy to define. The number of latent variables is defined by a trade-off between the size of the model and the benefit of adding an extra dimension to the model. The number of latent variables chosen is therefore 16.

3.3. Model testing

The PLSDA model has been calibrated with all the spectra of the calibration set. Then this model is applied to the test set defined previously and its prediction performances are assessed in Table 2.
Table 2: Confusion matrix for PLSDA (16 LVs)

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3120</td>
<td>121</td>
<td>339</td>
<td>250</td>
<td>81</td>
</tr>
<tr>
<td>B</td>
<td>238</td>
<td>2812</td>
<td>619</td>
<td>154</td>
<td>74</td>
</tr>
<tr>
<td>C</td>
<td>127</td>
<td>241</td>
<td>3463</td>
<td>75</td>
<td>89</td>
</tr>
<tr>
<td>D</td>
<td>283</td>
<td>173</td>
<td>270</td>
<td>1213</td>
<td>63</td>
</tr>
</tbody>
</table>

| Precision (%) | 83 | 84 | 74 | 72 |

Precision and recall values are high for all classes A, B, C and D with values ranging from 72% to 84% for precision and from 63% to 89% for recall. Genotypes A and B have the highest precision values with values of 83% and 84%, respectively. This means that 83% of spectra classified in genotype A, actually belong to genotype A. Few other genotypes are found in this class. The same argumentation holds true for 84% of genotype B spectra. For recall, genotypes A and C have the best values with 81% and 89%, respectively. For these genotypes, spectra are mainly well-classified that is infrequently assigned to other classes.

The percentage missings from recall values correspond to the prediction error for each class. The prediction error of the whole data set, corresponding to the average error, is close to 23%. It is expected to have value for the test error slightly higher than the 12% observed during calibration (see Fig. 5). This means that the calibration set samples are representative of the test set despite their independence (as mentioned above, the test set corresponds to other plants of the same genotype).
Table 3 shows the parSketch-PLSDA prediction performance by giving percentages of precision and recall for each genotype. Genotypes A and D have the highest precision values with values of 96% and 91% respectively. Besides, genotypes A and C have the highest recall values with values of 93% and 92% respectively. Genotype D has low recall values with both methods (63% for PLSDA and 78% for parSketch-PLSDA). This is probably due to the under-representation in the data set which may degrade the model calibration. Indeed, only two images were acquired per plant of genotype D compared to four images for the other genotypes.

Finally, overall recall and precision values have increased by almost 10% with parSketch-PLSDA (83% and 87% respectively) compared to PLSDA (76% and 77% respectively). Consequently, the model prediction error decreases to a value of 13%. This implies that parSketch-PLSDA model performs better than the reference discriminant strategy. This improvement in the classification results demonstrates the advantage of using a limited number of neighbours to create a model.
As the methods used are locally linear, this improvement confirms the hypothesis that with a limited number of neighbours, the problem becomes linear. The prediction improvement obtained with parSketch-PLSDA method highlights the presence of non-linear relationships between spectra and a class variable in the whole data set, which can be encountered when building a large spectral database.

4. Conclusion

In this study, we compared the two classification strategies on the same calibration and test data sets. For both methods, classification results are encouraging and confirm the interest of VIS-NIR spectroscopy for variety discrimination. Results showed that parSketch-PLSDA method outperforms PLSDA by improving prediction qualities by 10%. The use of the parSketch-PLSDA procedure in the exploitation of massive spectral data is confirmed and shows the interest of using a close neighbourhood of the spectra to be predicted.

It would be interesting to test such methods on a larger number of genotypes. This increase in the spectral database can potentially lead to an increase in complexity hence reducing the data set quality. Therefore, it would be interesting, in perspective, to evaluate other methods dealing with non-linearity.

In the framework of plant breeding, hyperspectral imaging or field microspectrometers as tools for high-throughput plant phenotyping could be considered in real time with this method. In an applicative aspect, parSketch procedure is parallelisable, which shows the possibility of fast real-time
prediction of a large amount of data. We used parSketch-PLSDA on spectral data for close-range plant phenotyping. Other applications to plant breeding (disease, biotic/abiotic stress) or other applications related to precision agriculture could be considered. More generally, this method can be applied to any other application in analytical chemistry or metabolomics.
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