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Abstract 

Key message 

Phenomic selection accurately predicts heading date and grain yield of wheat breeding lines. Combining 

spectra from different environments and optimising the training set maximise the predictive ability of the 

method. 

Phenomic selection (PS) is a recent breeding approach similar to genomic selection (GS) except that genotyping 

is replaced by near infrared (NIR) spectroscopy. PS can potentially account for non-additive effects and has the 

major advantage of being low cost and high throughput. Factors influencing GS predictive abilities have been 

intensively studied, but little is known about PS. We tested and compared the abilities of PS and GS to predict 

grain yield and heading date from several datasets of bread wheat lines corresponding to the first or second years 

of trial evaluation from two breeding companies and one research institute in France. We evaluated several factors 

affecting PS predictive abilities including the possibility of combining spectra collected in different environments. 

A simple H-BLUP model predicted both traits with prediction ability from 0.26 to 0.62, and with an efficient 

computation time. Our results showed that the environments in which lines are grown had a crucial impact on 

predictive ability based on the spectra acquired and was specific to the trait considered. Models combining NIR 

spectra from different environments were the best PS models and were at least as accurate as GS in most of the 

datasets. Furthermore, a GH-BLUP model combining genotyping and NIR spectra was the best model of all (pre-

diction ability from 0.31 to 0.73). We demonstrated also that as for GS, the size and the composition of the training 

set has a crucial impact on predictive ability. PS could therefore replace or complement GS for efficient wheat 

breeding programs. 
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Bread wheat, Genomic selection (GS), Genomic-like omics-based (GLOB) prediction, Near infrared spectros-

copy (NIRS), Phenomic selection (PS), Plant breeding.
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INTRODUCTION 

In plant breeding, phenotyping is a key element for breeders to select candidates. The creation of new varieties 

that outperform the control varieties rely on the ability of breeders to evaluate numerous candidates to maximise 

the chance of success. It is particularly difficult for complex traits interacting with the environmental conditions, 

as in this case the best variety is not the same from one environment to another (Allard and Bradshaw 1964). 

Phenotyping is costly, time consuming and requires a large amount of seed, so the number of candidates pheno-

typed is one of the main limiting factors. Prediction approaches such as genomic selection (GS) have been pro-

posed in the last two decades to overcome this constraint. The aim of GS is to predict the performances of un-

phenotyped candidates based on molecular markers (Whittaker et al. 2000; Meuwissen et al. 2001). In GS, a gen-

otyped and phenotyped training set (TS) of varieties is used to train a statistical model. This model can then be 

applied to predict the genomic estimated breeding values of a predicted set using genotyping information alone. 

GS can improve genetic gain by increasing the intensity of selection with more candidates or by reducing the 

duration of the breeding cycles. The efficiency of GS depends on the prediction accuracy of the model, which can 

be influenced by multiple factors: the genetic architecture of the trait (Daetwyler et al. 2010) and its heritability 

(Hayes et al. 2009b), linkage disequilibrium (Zhong et al. 2009), marker density (Solberg et al. 2008; de los Cam-

pos et al. 2013; Hickey et al. 2014), the size and composition of the training set (Albrecht et al. 2011; Heffner et 

al. 2011; Pszczola et al. 2012; Rincent et al. 2012; Daetwyler et al. 2013), and the statistical model (Charmet et al. 

2020).The efficiency of GS has been evaluated in breeding (Hayes et al. 2009a; Jannink et al. 2010; Crossa et al. 

2010, 2017) and pre-breeding programs (Gorjanc et al. 2016; Yu et al. 2016) with promising results, but imple-

mentation of the approach remains difficult for some species due to the expense of genotyping tools. Small breed-

ing companies may not have the budget for genotyping thousands of candidates each year (R2D2 Consortium et 

al. 2021). Furthermore, in GS, the biological processes occurring between the genotype level and the phenotype 

level are ignored. One can then wonder if other types of information could better link genotypes to phenotypes 

considering non-additive effect for example. 

Endophenotype refers to an intermediate trait level between the genome and the phenotype, resulting from the 

association of a genotype, an environment, and the interaction between them (Fernandez et al. 2016). Some studies 

have shown that molecular markers can be replaced by endophenotypes such as transcripts (Frisch et al. 2010; Fu 

et al. 2012; Zenke-Philippi et al. 2017; Azodi et al. 2020), metabolites (Riedelsheimer et al. 2012; Xu et al. 2016), 

or both (Guo et al. 2016; Westhues et al. 2017; Schrag et al. 2018), or small RNA (Schrag et al. 2018; Seifert et 

al. 2018) when predicting complex traits in maize hybrids. By depicting interactions between genes and the envi-

ronment and the plant regulatory system, these types of omics data are thought to capture non-additive relation-

ships that are difficult to model with molecular markers alone, and the resulting predictions are often at least as 

accurate. The omics data are usually collected at an early stage of plant development from different tissues (leaves, 
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roots) of genotypes grown in controlled conditions. However, like in GS, the controlled conditions of omics ac-

quisition may be radically different from the field trial environment in which the training set is phenotyped. This 

genomic-like omics-based (GLOB) prediction approach is however effective in capturing genetic similarity po-

tentially related to both additive and non-additive effects.  

The routine acquisition of endophenotypic data is expensive, so it is still challenging to implement them in breed-

ing. Rincent et al. (2018) proposed a low-cost and efficient alternative, called phenomic selection (PS), in which 

genotyping or other omics are replaced by near infrared spectra. Near infrared spectroscopy (NIRS) is a non-

destructive method to measure the reflectance or absorbance of a biological sample at different wavelengths in the 

visible and near-infrared spectrum. According to the Beer-Lambert law, reflectance and absorbance are directly 

linked to the molecular composition of the sample, which for plants is influenced by genetics, environmental fac-

tors and their interaction. NIR spectra are already routinely collected in cereal breeding, for instance, to predict 

grain composition and quality (Osborne 2006). The accuracies of PS and GS in predicting different traits in bread 

wheat and poplar populations were compared in two scenarios (Rincent et al. 2018). In the first scenario, predic-

tions were made within one environment, that is, the plants or plots that were predicted are those from which the 

NIR spectra were acquired. The second scenario was a GLOB approach in which spectra were used instead of 

endophenotypes, so spectra were collected in at least one environment that may have differed from the environ-

ments in which the training set was phenotyped. Spectra were used to estimate genetic similarities between varie-

ties. PS outperformed GS in predicting wheat grain yield (GY) in both scenarios. A simple mixed model was used 

in which the similarity matrix was computed with molecular marker information for GS (G-BLUP) and with NIR 

spectra for PS (H-BLUP). As molecular markers are considered as quantitative variables in GS (with regression 

according to allele counts), most GS models including RR-BLUP, G-BLUP, BayesA, B, C and Cπ can be used in 

PS by replacing genotyping data by NIRS measurements. 

There are only a few studies of PS so far. In some PS studies, spectra were acquired in the same environment as 

the predicted trait (as in scenario 1 above). For the best statistical model based on scenario 1, PS results were 

promising with GY prediction accuracies ranging from 0.37 to 0.51 in wheat  (Rincent et al. 2018; Krause et al. 

2019; Cuevas et al. 2019). By comparison, a GLOB approach produced wheat GY prediction accuracies ranging 

from 0.28 to 0.53 (Rincent et al. 2018). Galán et al. (2020) adjusted mean spectra for each genotype by correcting 

environment and spatial effects and predicted dry matter yield in winter rye with prediction accuracies ranging 

from 0.48 to 0.59. Lane et al. (2020) also applied a GLOB prediction approach in which a set of spectra from one 

year was used to predict maize GY for another year using partial least square regression. The resulting prediction 

accuracies ranged from 0.19 to 0.69. They also averaged the relationship matrices computed on NIR spectra from 

several environments to predict maize grain yield. Predictive accuracies of H-BLUP model ranged 0.07 to 0.70 for 

all environments and two cross-validation scenarios.  

As for GS, some factors have already been identified as impacting PS accuracy. Specifically, PS predictive ability 

(PA) using NIRS was strongly influenced by the trait and tissue considered, including the environment in which 

plants were grown (Rincent et al. 2018). Drought environments appeared to be more useful than irrigated environ-

ments, for example. Galán et al. (2020) compared different training population sizes to make predictions with H-

BLUP and G-BLUP and found that prediction abilities increased the larger the training set. Cuevas et al. (2019) 

pre-processed NIR spectra with different mathematical transformations and found the predictive abilities varied 

according to predictive model used.    

Here we investigated the ability of PS to predict the traits of GY and HD in elite breeding lines in winter wheat 

produced by two breeding companies (Agri-Obtentions and Florimond-Desprez) and one research institute 

(INRAE) in France. The accuracy of any predictive model used in breeding will have an impact on genetic gain 

and selection efficiency, so we explored which factors alter the predictive abilities of PS. The objectives were to 

investigate how the predictive ability of statistical models was affected by the assumptions made, or by how the 

NIR spectra were collected (environment or generation of plant sample) and used (singly or in combination). The 

second objective was to compare the predictive abilities of PS, GS, and models combining variables related to 

both NIR spectra and molecular markers. The effects of the size and the composition of the training set on the GS 

and PS predictive abilities were also assessed. 
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Materials and Methods  

Phenotyping, genotyping and NIRS data 

Genetic material and phenotypic data  

We used four different datasets corresponding to the first or second year of trial evaluation of bread wheat candi-

date breeding lines. These lines (pedigree and double haploid) were developed in the breeding programs of Flori-

mond Desprez (France), and Agri-Obtentions (France) together with INRAE (France). Data were grouped accord-

ing to breeding program and according to the year of trial evaluation. For each dataset, the year, site, trial treat-

ments, the number of lines, the number of lines genotyped and the traits evaluated are listed (Table 1).  

Set1 is data from the first year of trial evaluation of breeding lines developed by Florimond Desprez between 2016 

and 2018. Data were collected from six environments (two sites in three years). Grain yield (GY) and heading date 

(HD) were evaluated for each breeding line in an augmented design with a control repeated every five microplots. 

NIR spectra are available for all lines in all the environments between 2016-2018 and also for the preceding year 

when breeding lines were in nursery, for the 2017-2018 years. 

Set2 is data from the first year of trial evaluation of breeding lines developed by Agri-Obtentions and INRAE in 

2018 and 2019. It is composed of eight environments, involving four sites and two years. EM site is a reference 

site for evaluating all the lines that were evaluated in the same year at the three other sites. GY was evaluated in 

an augmented design in the reference site and in randomized complete blocks for the other sites. HD data was 

missing for some of the environments, so to simplify the analysis, HD was not predicted for Set2. NIR spectra are 

available for all the genotypes and all the repetitions in all the environments.  

Set3 is data from the second year of trial evaluation of breeding lines developed by Florimond Desprez between 

2016 and 2018. It is composed of nine environments, involving four sites and three years. GY and HD were eval-

uated in lattice or randomised block designs. NIR spectra are available for all the lines in all the environments, and 

also in the preceding year when breeding lines were in nursery, for 2017-2018 years.  

Set4 is data from the second year of trial evaluation of breeding lines developed by Agri-Obtentions and INRAE 

in 2018 and 2019. This dataset is composed of seven environments, involving two sites, two treatments (intensive 

practices versus low input) and two years. One environment was removed from the analysis due to mis-association 

between genotypes and phenotypes in the data that could not be corrected. GY and HD were evaluated in each 

environment in three complete randomised blocks. NIR spectra are available for all the lines in all the environments 

and also in the preceding year when breeding lines were in nursery, for 2019 year. 

GY data was adjusted to a humidity rate of 15% and HD was scored on each plot as the date when 50% of the ears 

were half emerged. All the trial details can be found in Supplemental data Tables S1 & S2. 

Genotypic data 

Lines in Set1 and Set3 were genotyped with the 35K breeder Bristol array (Axiom™ Wheat Breeder's Genotyping 

Array). Lines in Set2 and Set4 were genotyped with the 35K BreedWheat array (Axiom™ BreedWheat Genotyp-

ing Array) which is a subset of the 280K SNP array (Rimbert et al. 2018). This subset corresponds to a selection 

of markers minimizing linkage disequilibrium between them (Ben-Sadoun et al. 2020). Molecular markers were 

eliminated if the minor allele frequency was less than 5%, or if the heterozygosity rate or missing value rate was 

greater than 5%. After filtering for high-resolution SNPs, we obtained 5,824 SNPs in both Set1 and Set3, 12,303 

SNPs in Set4-2018, and 19,512 SNPs for both Set2 and Set4-2019. On average over the sets, a proportion of 1.1% 

of missing values were imputed with the average allele frequency of the corresponding marker. Minor allele fre-

quency, missing value and mean imputation were computed with the sommer R package (Covarrubias-Pazaran 

2016)  
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Table 1 Summary of the four datasets resulting from the trial evaluations. All lines evaluated were either double haploid or 

self-pollinated pedigree lines. T, treated (equivalent to intensive practices). LI, low input. NT, not treated (equivalent to inten-

sive practices without fungicide treatment). Summary statistics were calculated on the adjusted means (models M1-M3 in Table 

2). GY, grain yield in t/ha. HD, heading date in number of days after the 1st of January. 𝛍, mean.  

𝛔𝛜 , residual standard deviation. CV, coefficient of variation (%) as CV =
σϵ

 μ
×100. See Supplementary Table S1 for the de-

scription of the sites. 

Panel Year Site Treatment 
Number 

of lines 

Lines  

genotyped 

Trait 

GY HD 

𝜇 𝜎𝜖  CV 𝜇 𝜎𝜖 CV 

Set1 

2016 
HV 

T 
234 199 7.7 0.4 5.2 143 0.7 0.5 

LC 269 209 8.5 0.8 9.4 121 1.4 1.2 

2017 
HV 

T 
280 157 10.7 0.3 2.8 140 0.8 0.6 

LC 184 90 7.9 0.5 6.3 124 1.2 1.0 

2018 
HV 

T 
125 

- 
10.4 0.4 3.8 137 0.4 0.3 

LT 113 8.2 0.5 6.1 125 1.3 1.0 

Set2 

2018 

CF LI 328 

- 

7.5 0.3 4.0 - - - 

GL T 566 9.5 0.3 3.2 - - - 

RE LI 131 6.1 0.3 4.9 - - - 

EM LI / NT 1351 8.3 0.5 6.0 - - - 

2019 

CF LI 264 - 5.3 0.4 7.5 - - - 

GL T 433 325 10.5 0.4 3.8 - - - 

RE LI 113 - 7.2 0.4 5.6 - - - 

EM LI / NT 1418 - 8.2 0.5 6.2 - - - 

Set3 

2016 

CP 

T 

95 

- 

9.0 0.3 3.3 145 0.9 0.6 

HV 103 7.7 0.4 5.2 140 0.7 0.5 

LC 141 9.1 0.5 5.5 120 4 3.3 

2017 

CP 

T 

77 49 12.6 0.3 2.4 144 0.7 0.5 

HV 82 49 10.9 0.2 1.8 140 0.6 0.4 

LC 94 57 7.8 0.4 5.1 122 1.2 1.0 

VB 104 57 8.8 0.2 2.3 133 0.8 0.6 

2018 
CP 

T 
101 69 11.0 0.2 1.8 145 2.2 1.5 

HV 102 70 10.6 0.3 2.8 136 3.1 2.3 

Set4 

2018 

ML T 

82 71 

9.7 0.5 5.2 141 0.2 0.1 

EM 
LI 

8.0 0.4 5.0 139 0.1 0.1 

ML 5.8 0.5 8.6 141 0.1 0.1 

2019 

EM 
T 

111 100 10.4 0.3 2.9 144 0.1 0.1 

LM 112 101 11.5 0.4 3.5 145 0.5 0.3 

EM 
LI 

112 101 8.2 0.4 4.9 144 0.1 0.1 

LM 112 101 10.4 0.4 3.8 145 0.2 0.1 
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NIRS data 

For NIRS acquisition, all flour and grain samples were stored in dry conditions at ambient temperature. NIRS of 

Set1 and Set3 were collected with the NIRS 6500 FOSS spectrometer (FOSS NIR Systems, Silver Spring, MD, 

USA) over the range 400 to 2500 nm in steps of 2 nm. All the NIRS were collected on 10 g of wheat flour except 

for Set1-2019 where 40 g of grain was used. Final spectra are the average of 32 repetitions measured by the spec-

trometer. NIRS of Set2 were collected on 150 g of grain for each genotype with the XDS NIR Analysers FOSS 

spectrometer (FOSS NIR Systems, Silver Spring, MD, USA) in the range 400 to 2500 nm in steps of 2 nm. Final 

spectra are the average of 16 repetitions measured by the spectrometer. For these three sets, NIRS were exported 

with ISIscanTM and WINisiTM 4.20 (Infrasoft International). NIRS of Set4 were collected on 350 g of grain for 

each genotype with the MPA II FT‐NIR analyser (Bruker Optics, Ettlingen, Germany) ranging from 3594.92 cm-

1 to 12489.60 cm-1 in steps of 7.7cm-1. Final spectra are the average of 64 repetitions measured by the spectrometer. 

NIRS were exported with the OPUS LAB software provided by Bruker. To harmonise the data, NIRS data of Set4 

were converted into nm in steps of 2 nm, so the final spectra ranged from 802 to 2492 nm. Spectra were visualised 

to filter out any spectra with abnormal absorbances resulting from technical errors. Where possible, we computed 

adjusted means of NIR absorbance for each wavelength when NIRS were measured on each microplot of the 

experimental design using the corrective model applied for GY and HD (Table 2). It was necessary to transform 

raw spectra because of inherent noise in the absorbance measurement. We first applied the standard normal variate 

transformation, which scales and centres each spectrum. Then we applied the Savitzky-Golay filter (Savitzky and 

Golay 1964) to compute the derivative with a window length of 61, using the R package signal (Signal developers 

2013). All the NIRS were processed in R software (R Core Team 2019). 

 

Statistical models for adjusting data and estimating heritability  

Different statistical models adapted to each experimental design were used to correct traits for environmental ef-

fects, and to obtain the adjusted mean and broad-sense heritability of GY and HD. In environments with an aug-

mented design, a two-dimensional P-spline mixed model was used to compute adjusted means, simultaneously 

accounting for global and local spatial trends across row and column effects (Model M1). In environments with a 

randomised complete block, global spatial effects were corrected for block and sub-block effects using the checks 

and replicated lines (M2). For the other environments with a randomised complete block with row and column 

information, a two-dimensional P-spline mixed model including block and sub-block effects was used to adjust 

for global and local trends (M3). Details of the traits and absorbance adjustments are summarised in Table S2.  

After correcting for spatial effects, heritability within each environment was calculated for GY and HD. The fol-

lowing mixed model (Equation 1) was fitted to the corrected phenotypes in order to estimate the genetic (𝜎𝐺
2 ) and 

error (𝜎𝑒
2) variances. The controls were excluded from this step to focus on the variance of the breeding lines.  

�̂�𝑖𝑘 = 𝜇 + 𝐺𝑖 + 𝜖𝑖𝑘 (1) 

𝐺𝑖~𝑁(0, 𝐼𝜎𝐺
2) and 𝜖𝑖𝑘~𝑁(0, 𝐼𝜎𝑒

2)   

where �̂�𝑖𝑘 is the trait corrected for spatial effects for genotype 𝑖 and rep 𝑘, 𝐺𝑖 the random genetic effect for genotype 

𝑖, and 𝜖𝑖𝑘 the residual effect.  

Broad sense heritability (H²) was estimated as follows: 

𝐻2 =
�̂�𝐺

2

�̂�𝐺
2+

�̂�𝜖
2

𝑁𝑟𝑒𝑝

  (2) 

where �̂�𝐺
2 and, �̂�𝜖

2 are the Restricted Maximum Likelihood of the genetic and residual variances derived by fitting 

Equation 1, respectively, and 𝑁𝑟𝑒𝑝 is the average number of replicates in the corresponding environment. Details 

of heritability and variances are given in Table S3. Models M1 and M3 were fitted with the SpATS R package 

(Rodríguez-Álvarez et al. 2018) and Model M2 and Equation 1 were fitted with the breedR package (Facundo 

Muñoz and Leopoldo Sanchez 2020).   
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Table 2 Statistical models for computing adjusted means for GY, HD, and absorbance at each wavelength. 𝑦 is a vector of the trait observations. 

𝛽 is a vector of the intercept and genotype fixed effect and X is the corresponding design matrix for the fixed effect. 𝑓(𝑟. 𝑐) represents a smooth 

bivariate function on a vector of rows r and a vector of columns c. 𝑹 is the random effect of rows such that 𝑹~𝑁(0, 𝐼𝜎𝑟
2) with the corresponding 

design matrix 𝒁𝒓. 𝑪 is the random effect of columns such that 𝑪~𝑁(0, 𝐼𝜎𝑐
2) with the corresponding design matrix 𝒁𝒄. 𝑩 is the random effect of 

the block design such that 𝑩~𝑁(0. 𝐼𝜎𝐵
2) with the corresponding design matrix 𝒁𝒋. 𝑺𝑩 is the random effect of sub-blocks in corresponding 

blocks such that 𝑺𝑩~𝑁(0. 𝐼𝜎𝑆𝑏
2 ) with the corresponding design matrix 𝒁𝒌. Finally, in all models, 𝝐~𝑁(0, 𝐼𝜎𝑒

2) is the random residual effect. 

 

Model Equation 

M1  𝑦 = 𝑋𝛽 + 𝑓(𝑟. 𝑐) + 𝒁𝒓𝑹 + 𝒁𝒄𝑪 + 𝝐 

M2  𝑦 = 𝑋𝛽 + 𝒁𝒋𝑩 + 𝒁𝒌𝑺𝑩 + 𝝐 

M3 𝑦 = 𝑋𝛽 + 𝒁𝒋𝑩 + 𝒁𝒌𝑺𝑩 + 𝑓(𝑟. 𝑐) + 𝒁𝒓𝑹 + 𝒁𝒄𝑪 + 𝝐 

 

Calculation of the genetic and hyperspectral relationship matrices  

Relationship between individuals was estimated with data from molecular markers (kinship matrix K) and from 

NIRS (hyperspectral relationship matrix H). For markers, the relationship matrix was estimated following the 

Endelman and Janninck (2012) equation : 

𝐾 =
𝐴𝐴′

2 ∑ 𝑝𝑘(1 − 𝑝𝑘)
 

where A is a centred matrix with dimensions 𝑁 × 𝑀, 𝑁 is the number of genotypes and 𝑀 the number of molecular 

markers. For the ith individual and the kth marker, 𝐴𝑖𝑘 = 𝑋𝑖𝑘 + 1 − 2𝑝𝑘 with 𝑋 the genotype matrix, coded in {-

1,0,1} and 𝑝𝑘the frequency of allele 1 at marker 𝑘. K was computed with the rrBLUP R package (Endelman 2011). 

For NIRS, the relationship matrix was computed as:  

𝐻 =
𝑆∗𝑆∗′

𝐿
 

where S* is the centred and scaled matrix of NIRS (dimension 𝑁 ×  𝐿), and 𝐿 the number of wavelengths. 

K and H were both scaled to have a sample variance of 1 to avoid biased parameter estimations due to different 

scalings (Kang et al. 2010; Forni et al. 2011). 

Reference prediction models and prediction scenario  

For genomic prediction, we applied two reference models (G-BLUP, GS-LASSO), suited to contrasted genetic 

architectures, to predict GY and HD: 

G-BLUP: �̂�𝑖 = 𝜇 + 𝐺𝑖 + 𝜖𝑖 with 𝐺~𝑁(0, 𝐾𝜎𝐺
2) and ϵ~𝑁(0, 𝐼𝜎𝜖

2) 

GS-LASSO: 𝑌�̂� = 𝜇 + ∑ 𝑥𝑖𝑘
𝑝
𝑘=1 𝛽𝑘 + 𝜖𝑖 where 

 �̂�(λ) = Argminβϵℝ𝑝{‖𝑌 − 𝑋β‖2 + λ‖𝛽‖} with ‖𝛽‖ = ∑ |𝛽𝑘|𝑝
𝑘=1  and λ > 0. 

For G-BLUP, 𝜇 is the intercept, 𝐺𝑖 is a random polygenic effect for the variety 𝑖 and 𝐾 the relationship matrix 

calculated with molecular markers (see above). For LASSO, 𝑥𝑖𝑘 is the allele of marker k for the variety 𝑖 and 𝛽𝑘 

the effect of the marker k on the trait. For all models, 𝑌�̂� is the adjusted mean of the trait for variety 𝑖, and 𝜖𝑖 the 

residual.  

These two models were adapted for phenomic selection. H-BLUP is an adaptation of G-BLUP with H instead of 

K as covariance matrix. PS-LASSO is an adaptation of GS-LASSO using each wavelength as predictive variable 
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𝑠𝑖𝑘, corresponding to the adjusted, transformed, scaled and centred absorbance of wavelength k for the variety i, 

and 𝛽𝑘 as the effect of the wavelength k on the trait. 

H-BLUP: �̂�𝑖 = 𝜇 + 𝑊𝑖 + 𝜖𝑖 with 𝑊~𝑁(0, 𝐻𝜎𝐺
2) and ϵ~𝑁(0, 𝐼𝜎𝜖

2) 

PS-LASSO: 𝑌�̂� = 𝜇 + ∑ 𝑠𝑖𝑘
𝑝
𝑘=1 𝛽𝑘 + 𝜖𝑖 where 

 �̂�(λ) = Argminβϵℝ𝑝{‖𝑌 − 𝑆β‖2 + λ‖𝛽‖} with ‖𝛽‖ = ∑ |𝛽𝑘|𝑝
𝑘=1  and λ > 0 

G-BLUP and H-BLUP models were run with the R package rrBLUP and the GS-LASSO and PS-LASSO models 

were run with the glmnet R package (Friedman et al. 2010) 

To compare models, we computed the predictions within each environment. We considered a 5-fold cross valida-

tion scheme, which consisted in randomly splitting the data in five folds of the same size. The training set (TS) 

was constituted of four folds and the validation set of the remaining fold. Predictive ability (PA) was computed as 

the Pearson’s correlation between the predicted values and the adjusted means of the validation set. In total, five 

PA were calculated when the five folds were used once each as the validation set. This procedure was repeated 25 

times to get robust results. Comparison of models was then based on the mean and quantiles of the 125 resulting 

PA obtained in each environment.  

Evaluation of factors influencing predictive ability of PS  

Data subsets were specifically defined with the properties necessary for evaluating each factor (e.g. availability of 

genotypic data, number of environments with NIRS). The different sets and subsets are detailed in Table S4.  

Impact of the prediction models on predictive ability 

We considered two types of penalised models with assumptions corresponding to contrasted genetic architectures 

(G-BLUP/H-BLUP and GS-LASSO/PS-LASSO). In this analysis, the NIR spectra used in each model were col-

lected in the same environment as the predicted traits. The four datasets were analysed in this way to gain an 

overview of PS in different breeding materials. 

Impact of NIR spectrum origin of acquisition (environment and generation)  

In practice, a genotype may be characterized by multiple spectra acquired from plant material grown in different 

environments. We investigated whether the environment or generation of NIR spectra acquisition had an impact 

on PA based on NIRS. We compared two types of predictive models involving a relationship matrix H derived 

from the NIR spectrum measured on plant material from a single environment (Single-NIRS) or from multiple 

NIR spectra measured on plant material from different environments and/or on the previous generation in nurseries 

(Multi-NIRS). For the models based on a single NIR spectrum, we compared PA obtained with a NIR spectrum 

measured on plant material from the same environment as the predicted trait (S), or with a NIR spectrum measured 

on plant material from a different environment than the predicted trait (D) or with a NIR spectrum measured on 

the previous generation in nurseries (G). Scenarios D and G correspond to a GLOB approach as the predictions 

are made in environments in which no NIR spectrum was acquired. 

The next objective was to assess the effect of combining NIR spectra acquired from different environments or 

different breeding generations to predict GY and HD. To do this, we computed H using a matrix with the NIR 

spectra added one next to the other from NIR spectrum 1 matrix (𝑁1) to NIR spectrum p matrix (𝑁𝑝) 

𝑆 = (𝑁1 … 𝑁𝑝) 

S had 𝑖 × ∑ 𝜆𝑗
𝑝
𝑗=1  dimensions where 𝜆𝑗 designates the number of wavelengths for the NIR spectrum j, and i the 

number of genotypes.  

We combined NIR spectra from the same and the different environments as the one in which the predicted trait 

was phenotyped for the TS (CbSD), or combined only those from different environments (CbD). Also, we com-

bined the NIR spectrum recorded in the same environment as the predicted trait with the NIR spectrum recorded 

on the previous generation in nurseries (CbSG). All the NIR spectra available were combined in a final model 

(CbSDG). Another method of combining information from multiple NIR spectra is to average NIR spectra meas-

ured at multiple sites for each genotype. Here we averaged the spectra from the same environment as the predicted 
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trait and at least a different one for each genotype (AvSD). In this model each genotype is characterised by a single 

spectrum instead of the multiple spectra collected in the different environments. All the models are detailed in 

Table 3. These models correspond to GLOB approach too, as at least one NIR spectrum used was from another 

environment than the environment for the predicted traits.   

Because of differences in datasets (number of environments, availability of NIRS collected in the previous gener-

ation) these models could not be applied to all the data. We therefore divided the four sets into two subsets to 

address each research question. SubSet_SD included genotypes that had been evaluated in at least two environ-

ments. Each genotype is described by J spectra originating from J environments, compatible with testing models 

S, D, CbSD, CbD, AvSD. SubSet_SDG includes genotypes evaluated in at least two environments plus in the 

previous generation in nurseries, with NIRS being compatible with evaluating models S, D, G, CbSD, CbD, 

CbSDG, AvSD. Details about the composition of the subsets are presented in Table S4. 

Comparison of models based on data from molecular markers, NIRS, or both 

To compare PS and GS PA, we compared the CbSD model to the reference model G-BLUP (M). Then we inves-

tigated models that combine NIR spectra and molecular marker information (GH-BLUP). Two models were de-

veloped: CbSD+M and CbSG+M which combined the hyperspectral effect of CbSD/CbSG with the polygenic 

effect of M. All the models are detailed in Table 3. GH-BLUP models were run with R package Sommer. Two 

subsets were created to compare these models: SubSet_SDM referred to genotypes that had been evaluated in 

more than one environment and genotyped. SubSet_SGM referred to genotypes that had been evaluated in the 

previous generation and had been genotyped. Details of the composition of subsets are given in Table S4. 

Impact of the training population size and composition on predictive ability 

In GS the size and composition of the training set (TS) has an impact on PA. We characterised this effect by testing 

six TS sizes (10, 50, 100, 150, 200, 250 genotypes). We randomly split the data in five folds of the same size. One 

fold was attributed to the validation set and the remaining folds are the genotypes potentially included in the TS. 

Among the latter, we randomly sampled a definite number of lines to constitute the final TS with the corresponding 

size. The same procedure was followed for all the folds and all the TS sizes, and was repeated 25 times to give 

125 predictive abilities for each TS size. We thus compared the PA of the four models M, S, CbSD, and CbSD+M 

representing the G-BLUP, H-BLUP and GH-BLUP model types. Model comparison was possible in two Set2-

2019 datasets, GL and EM. 

The composition of a TS can be optimised in order to minimise its size while retaining similar PA. In one scenario 

the size of the TS was arbitrarily defined, and either random or optimized procedures were used to define the TS 

genotypes. The validation set was composed of genotypes not present in the TS. We compared three optimisation 

algorithms to define the TS for a particular size. We tested the CDmean algorithm (CDmean) (Rincent et al. 2012), 

developed originally for GS, and two algorithms developed to optimize NIRS calibration equations, Honigs (HG) 

(Honigs et al. 1985) and Kennard-Stone (KS) (Kennard and Stone 1969). CDmean was applied with custom R 

code, while HG and KS were applied with the prospectr R package (Stevens and Ramirez-Lopez 2020). Algorithm 

performance was compared to randomly selected (RD) training populations. PA for each TS size was averaged 

from 50 repetitions for CDmean or 125 repetitions for RD. There was no repetition for HG and KS as they are 

both deterministic. To compare these TS selection approaches, we used the datasets Set2-2019-EM and Set2-2019-

GL, in which many varieties were genotyped. 
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Table 3 Description of the GS and PS models. 𝑌𝑖 is the trait adjusted mean for genotype 𝑖. 𝜇 is the global mean, 𝐺𝑖 is the random polygenic 

effect for genotype 𝑖, 𝑊𝑖 is the random hyperspectral effect for the genotype 𝑖, 𝜖𝑖 is the residual effect. K is the relationship matrix derived 

from molecular markers and H the relationship matrix derived from NIRS. M, model based on molecular markers. S model based on NIR 

spectrum measured on plant material from the same environment as the predicted trait. D, model based on NIR spectrum measured on plant 

material from a different environment as the predicted trait. G model based on NIR spectrum measured on the previous generation. CbSD 

combined NIR spectra from the same and the different environments as the predicted trait. CbD combined NIR spectra from several different 

environments. CbSG combined NIR spectra measured on plant material from the same environment as the predicted trait and from the previous 

generation. CbSDG combined NIR spectra collected from plant material from all environments and the previous generation. AvSD averaged 

NIR spectra from plant material from the same environment and from one different environment for each genotype. CbSD+M and CbSG+M 

respectively combine models CbSD and CbSG with model M.  

Type of 

model 
Variable Label Model Random effect 

Residual 

effect 

G-BLUP SNP M 𝑌𝑖 = 𝜇 + 𝐺𝑖 + 𝜖𝑖 𝐺~𝑁(0, 𝐾𝐺𝜎𝑔
2) 

𝜖~𝑁(0, 𝐼𝜎𝜖
2) 

H-BLUP 

Single-

NIRS 

S 

𝑌𝑖 = 𝜇 + 𝑊𝑖 + 𝜖𝑖 

W~𝑁(0, 𝐻𝑆𝜎𝑤
2 ) 

D W~𝑁(0, 𝐻𝐷𝜎𝑤
2 ) 

G W~𝑁(0, 𝐻𝐺𝜎𝑤
2 ) 

Multi-

NIRS 

CbSD W~𝑁(0, 𝐻𝐶𝑏𝑆𝐷𝜎𝑤
2 ) 

CbD W~𝑁(0, 𝐻𝐶𝑏𝐷𝜎𝑤
2) 

CbSG W~𝑁(0, 𝐻𝐶𝑏𝑆𝐺𝜎𝑤
2 ) 

CbSDG W~𝑁(0, 𝐻𝐶𝑏𝑆𝐷𝐺𝜎𝑤
2 ) 

AvSD W~𝑁(0, 𝐻𝐴𝑣𝑆𝐷𝜎𝑤
2 ) 

GH-BLUP 

SNP 
+ 

Multi-

NIRS 

CbSD+M 

𝑌𝑖 = 𝜇 + 𝐺𝑖 + 𝑊𝑖 + 𝜖𝑖 

W~𝑁(0, 𝐻𝐶𝑏𝑆𝐷𝜎𝑤
2 ) 

𝐺~𝑁(0, 𝐾𝐺𝜎𝑔
2) 

CbSG+M 
W~𝑁(0, 𝐻𝐶𝑏𝑆𝐺𝜎𝑤

2 ) 

𝐺~𝑁(0, 𝐾𝐺𝜎𝑔
2) 

 

Results 

Descriptive statistics, heritability, and correlation between traits and absorbances 

Four data sets were obtained from current bread wheat breeding programs run by public and private entities in 

France. The data was collected from either the first or second year of trials of candidate breeding lines. We first 

sought to characterize the data and NIR spectra of all datasets by evaluating the dispersion of the data, the broad-

sense heritability of traits and wavelengths and the correlation between wavelengths and phenotypic traits.  

Across all datasets, the general mean for GY ranged from 5.3 t/ha to 12.9 t/ha and for HD from 122 days to 145 

days. We measured the dispersion of the data around the mean for each set with the coefficient of variation (CV). 

For GY, the CV were low to moderate ranging from 1.8% to 9.4%, and for HD the CV were low ranging from 

0.1% to 2.3% (Table 1). When repetitions were available, broad-sense heritability (H²) was calculated for both 

traits and for each wavelength within each environment. For GY, H² values were high, ranging from 0.77 to 0.95. 

For HD estimated only for Set3, H² values were high and stable from year to year ranging from 0.97 to 0.99 (Table 

S3). H² estimated for each wavelength in each environment ranged from 0.00 to 0.99. Nearly all spectra had H² 
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values of between 0.88 and 0.95. Exceptions were Set4_LI_2018_EM, Set4_T_2019_LM and Set4_LI_2019_LM 

where the mean H² was poor or moderate: 0.28, 0.48, 0.66 respectively (Figure S1). Correlation estimated between 

adjusted wavelengths and adjusted GY)) across environments, fluctuated from -0.60 to 0.61 along spectra. Corre-

lation estimated between adjusted wavelengths and adjusted HD across environments, fluctuated from -0.56 to 

0.59 (Figure S1). 

Phenomic predictions of grain yield and heading date in different bread wheat breeding programs 

GY and HD do not have the same genetic architecture. GY is controlled by many genes with small effects and is 

highly impacted by genotype × environment (GxE) interactions. HD is mainly controlled by major genes, is very 

heritable (e.g. Hanocq et al. 2007; Griffiths et al. 2009) with lower levels of GxE. These differences are reflected 

in the H-BLUP and PS-LASSO models for predicting each trait. We first compared the PA of H-BLUP and PS-

LASSO for HD and GY in different generations of two breeding schemes. The breeding sets (Set1-Set4) came 

from different generations of selection, with different population sizes and genetic variances (Table S3). Overall, 

H-BLUP and PS-LASSO were able to accurately predict both traits in each panel, but with a wide variability in 

PA (Figure 1). Set2 gave rise to the best PA for GY with a mean of 0.57 and a standard deviation around 0.08 for 

both H-BLUP and PS-LASSO. Set1 and Set4 gave rise to the lowest PA for GY with both models with PA between 

0.34 and 0.39. The standard deviation of PA for Set4 GY was as high as 0.22. Conversely, Set1 gave rise to the 

best PA for HD with the PS-LASSO model, with an average of 0.62 and a standard deviation of 0.10. Set4 gave 

rise to the lowest average PA for HD with H-BLUP (0.26).  

PS-LASSO showed the better PA for HD in the three sets, on average 13.4% better than H-BLUP (Figure 1). 

Moreover, the interquartile ranges of PS-LASSO PA were narrower than with H-BLUP. For GY, H-BLUP and 

PS-LASSO had similar PA with similar variances for each panel of wheat genotypes. We calculated the frequency 

of selection by PS-LASSO of each wavelength in all the environments to visualize the distribution of influential 

wavelength (Figure S2). For both traits, influential wavelengths were distributed across the entire visible and in-

frared spectra. Wavelengths of 2108 and 2496 nm were very often selected regardless of the trait or the environ-

ment considered. More specifically, for GY at 1202 nm and for HD at 400 nm, these wavelengths were very often 

selected regardless of the environment. 

Only the H-BLUP model was used for the following analyses, because it is computationally more efficient than 

PS-LASSO.  

Impact of NIR spectrum origin of acquisition on predictive ability  

We tested different models relying on a single spectrum or multiple spectra collected on the same genetic material 

grown in different environments to calculate the similarity between genotypes (Figure 2). The environment or 

generation of the plant material which produced the grain or flour that was analysed by NIRS had a consequence 

on the PA of the H-BLUP model. For models based on a single spectrum as predictive variable, the NIRS may 

have been measured on plant material grown on the same site as the site for which the trait was predicted (S), on 

a different site (D), or from an earlier generation (G). As expected, in the respective models S was on average 

better than D and G for predicting GY in each panel of the two subgroups SubSet_SD and SubSet_SDG (Figures 

2A, 2C). For HD, S and D models from SubSet_SD and SubSet_SDG gave rise to similar average PA (Figure 2 

b). In SubSet_SDG, prediction by the S model outperformed D and G models for Set1 data, but was outperformed 

by G for Set4 data, with little difference for Set3 (Figure 2 d).  

We also compared different models combining multiple NIR spectra. For SubSet_SD genotypes, predictions based 

on CbSD were as good as those based on the S model for GY (Figure 2a) and were even better for HD (Figure 2b). 

For SubSet_SDG genotypes, prediction based on this same model was variable but was mostly as good as the best 

single NIRS model for both traits (Figures 2c, 2d). In direct comparison, using the AvSD model resulted in lower 

PA than CbSD in 78% of cases and in particular for HD, on average 38% less of the CbSD PA. The multi-NIRS 

models resulted in dissimilar and variable PA. CbSDG produced the best predictions in almost all panels and was 

at least as good as CbSD for both traits (Figures 2c, 2d). For Set4, the CbD model was compared to that CbSD. 

PA were higher with CbSD than with CbD for HD. Surprisingly, using CbD resulted in similar PA for GY as with 

CbSD. This was unexpected because, for example, the PA reduction between S and D was almost 22% for GY 

(Figure 2a), but the loss of PA between CbD and CbSD was only 11%. Using CbSD resulted in better predictions 

for both traits than using the D model.  
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As the PA were averaged by set, to ensure that the tendencies found for S, D and CbSD held true for all the specific 

panel-environment (P-E) combinations, we compared the deviation between the PA of S and D models. For GY 

and HD, around 10% and 50% of the combinations respectively gave better predictions using NIR spectra origi-

nating from a trial different than the one in which the predicted trait was measured (Figure S3A). These P-E 

combinations were selected to compare the PA of the S, D and CbSD models (Figure S3B). In these particular P-

E combinations, the PA of the S model was on average 43% less for GY and 69% less for HD than the PA of the 

D model. The multi-NIRS model CbSD resulted in PA as high as the best single NIRS models. For HD, the same 

tendency was observed, but for some P-E combinations CbSD resulted in much higher PA than using D or S 

models.  

Influence of the number of NIRS combined in multiple NIRS models on predictive ability  

Combining NIR spectra from genotypes grown in multiple situations enhanced the PA of PS models. We investi-

gated whether increasing the number of NIR spectra in the prediction model affected the PA (Figure 3). To disso-

ciate the effect of including the NIR spectrum collected in the same environment as the predicted trait from the 

effect of combining different NIR spectra, we compared first the effect of adding more NIR spectra to the NIR 

spectrum collected in the same environment as the predicted trait (Figure 3a), and second the effect of adding more 

spectra from different environments without the NIR spectrum collected in the same environment as the predicted 

trait (Figure 3b). In the first scenario, size one corresponds to model S and other sizes to CbSD and in second 

scenario, size one corresponds to model D and other sizes to CbD. For both scenario and traits, on average, adding 

more NIR spectra in the multi-NIRS model enhanced PA, but the marginal gain in PA decreased as more NIRS 

were introduced. For GY, on average for both scenarios, successive addition of one more NIR spectra to the orig-

inal NIR spectrum in the model increased PA by 12.0%, 3.7%, 1.4% and 2.0%, respectively. The same tendency 

was observed with HD, but with higher gains of 57.0%, 22.0%, 15.0%, and 2.5%, respectively. These general 

trends were also observed on the other sets (Figure S4).  

Comparison of GS and PS predictive abilities  

We performed predictions with the H-BLUP multi-NIRS models (CbSD, CbSG) and the GS G-BLUP model based 

on molecular markers (M). We also tested a GH-BLUP model combining information from both markers and 

NIRS (CbSD+M, CbSG+M). Based on SubSet_SDM, PA for GY were on average better for CbSD than M (Figure 

4). Considering Set2 with the larger training population, CbSD outperformed the M model. With Set3 and Set1, 

CbSD performed slightly better than M and with Set4, CbSD was outperformed by M. For HD, CbSD outper-

formed M in all the panels. For SubSet_SGM, PA for GY was higher for CbSD than for M with Set1, but worse 

with Set3 and Set4. For HD, CbSG performed similarly to M or much better with Set1. On average, considering 

all the subsets, in 48% of cases PS outperformed GS in predicting GY and in 62% of cases PS outperformed GS 

in predicting HD. Interestingly, GH-BLUP models combining both marker and NIRS data were the best models 

for both traits in all cases except one, and sometimes resulted in marked improvements, such as with SubSet_SDM 

Set4 that was 30% better than the M and CbSD models for HD prediction.  

Impact of training set size and composition on predictive ability 

The training set size usually has a noticeable effect on PA in GS. We analysed the effect of increasing TS size on 

the PA of PS and GS in two environments of the Set2 panel where the number of genotypes was substantial (Figure 

5). For each model and both environments, PA increased with the TS size. For the smallest TS, the S model was 

slightly better than the others. For Set2_2019_EM, going from 50 to 250 breeding lines in the TS, the slight rise 

in PA of S and CbSD followed a similar trend, almost reaching a plateau. Regardless of the TS size, the GS model 

M was less accurate than the PS models. Compared to the CbSD model, M followed a similar tendency in predic-

tion gain with the increasing TS size for Set2_2019_GL, equalling the PA of S in Set2_2019_EM with a TS of 

250. Model CbSD+M, combining both marker and NIRS data, outperformed the other models with as few as 50 

genotypes in Set2_2019_EM and with at least 150 genotypes from Set2_2019_GL.  

To optimise TS composition for a given size, we compared three different optimisation algorithms to determine 

the composition of the TS for performing GS or PS (Figure 6). When applying GS (G-BLUP model), TS opti-

mized with CDmean computed with the kinship matrix (CDmean_K) performed better than random TS (RD) for 

both environments. When applying PS (both H-BLUP models), TS optimized with CDmean_H computed on the 

NIR similarity matrix also performed better than randomly sampled TS (RD) in Set2_2019_GL. Finally, for the 

GH-BLUP model combining molecular marker and NIRS, CDmean_K performed even better than CDmean_H 
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and RD. KS and HG performed very variably as function of the TS size in Set2_2019_GL and with lower PA 

than RD in Set2_2019_EM when applying H-BLUP and GH-BLUP models.  

Discussion  

Phenomic selection is an accurate complement or alternative to genomic selection in elite breeding material 

The results presented here showed that phenomic selection was able to predict two traits with dissimilar genetic 

architectures for different sets of elite bread wheat breeding lines from different breeding companies. PS may 

therefore be useful for direct applications in breeding.  

To evaluate the performance of this method, we compared PS predictions to those obtained with a reference GS 

model. We developed two multi-NIRS models to make GLOB prediction for wheat breeding material. Predictions 

were at least as accurate as the GS model in 58% of the cases for GY and in 65% of cases for HD (Figure 4). These 

promising results were consistent with previous results using PS to predict GY and HD in a panel of registered 

bread wheat varieties and in a panel of poplars (Rincent et al. 2018). The few studies to have implemented PS with 

H-BLUP were mainly applied to cereal species (Montesinos-López et al. 2017; Rincent et al. 2018; Krause et al. 

2019; Cuevas et al. 2019; Galán et al. 2020; Lane et al. 2020), facilitated by the routine NIRS use in these crops 

to predict grain quality traits such as protein content (Osborne 2006). In most of the studies just cited, the traits 

were phenotyped and NIRS data was acquired on the same plots. PS was mostly as good and sometimes better 

than GS (Rincent et al. 2018; Krause et al. 2019; Galán et al. 2020). Even if GS sometimes outperforms PS (e.g. 

Cuevas et al. 2019), PS can still be an attractive method due to the low cost of NIRS acquisition (Rincent et al. 

2018).  

We assessed a model that used both types of similarity matrix, that is, with genomic and hyperspectral data. Inter-

estingly, this model systematically outperformed each of the basic models (G-BLUP and H-BLUP), meaning that 

molecular markers and NIR spectra bring complementary information (Figure 4). These results are consistent with 

studies which combined molecular marker scores and NIRS with the addition of pedigree information (Krause et 

al. 2019) or plant height phenotype (Galán et al. 2020). The same was not true for a model combining NIRS, 

molecular marker and pedigree information, as PS and GS PA were similar in Cuevas et al. (2019). In GLOB 

studies on maize (Riedelsheimer et al. 2012; Guo et al. 2016; Westhues et al. 2017; Schrag et al. 2018; Azodi et 

al. 2020), wheat (Ward et al. 2015), rice (Xu et al. 2016) or Arabidopsis thaliana (Gärtner et al. 2009), combining 

information on transcripts and/or metabolites with DNA markers, led to more accurate predictions than classic GS 

models. However, Riedelsheimer et al. (2012) and Xu et al. (2016), found that combining multi-omics data did not 

further improve genomic prediction in comparison to GLOB prediction with metabolomics data alone. Possibly 

GLOB prediction blending genomic and metabolomic information is better than GS when fewer DNA markers are 

available. However, even with numerous markers, combining metabolic data may or may not improve GY predic-

tion as found, respectively, by Schrag et al. (2018) with around 37,000 DNA markers and 284 metabolites and by 

Riedelsheimer et al. (2012) with around 56,000 DNA markers and 130 metabolites.  

Our results are consistent with the idea that, if multiple types of information are available to characterise a geno-

type, it would be preferable to include them all in the predictive model. The reasoning is that omics data other than 

genomics reflect the expression of genes or biological pathways, which is different information than the genotype. 

Being able to account for non-additive effects like epistasis or dominance may lead to improvement in complex 

trait prediction.  

Factors influencing PS predictive ability 

Our study explored different factors thought to impact the PA of PS, whether factors that have been identified in 

GS such as the type of predictive model or the size and composition of the training population, or factors specific 

to PS such as how many spectra and which spectra (from which individual plant samples) are used to compute 

similarity matrix.  

H-BLUP was well suited to predicting both traits with a reasonable computational demand 

We compared the H-BLUP model, which considers absorbances at all the wavelengths of a spectrum to compute 

a relationship matrix between individuals, and the PS-LASSO model, which selects wavelengths that contribute 

the most to the trait variance. We observed that the prediction for GY was similar for both models (Figure 1). 
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However, for HD, PS-LASSO was slightly more accurate than H-BLUP. These results suggest that specific wave-

lengths could be linked to the HD trait. We compared the wavelengths selected by the LASSO model for each 

environment in parallel with the PA of the model for each environment (Figure S2). As the NIR bands are signa-

tures of specific chemical bonds, investigating the organic molecules giving rise to influential bands would help 

us understand which secondary traits are correlated to the trait to be predicted. NIR readouts can give an overview 

of the organic molecules identified (Xiaobo et al. 2010). The peaks identified in the present study are characteristic 

of several common atomic bonds (e.g. H20, CH, CH2, CONH2) making interpretation difficult.    

NIR spectra are composed of multiple quantitative variables, which capture some genetic variability (Posada et al. 

2009; Rincent et al. 2018). Thus, models developed for GS using molecular markers as explicative variables can 

be transposed to using NIRS variables. In this study we found that H-BLUP was efficient at predicting both traits 

with a low computational demand. We have evaluated only two models here among the numerous ones available 

(Charmet et al. 2020). However, H-BLUP performs well for different traits with an efficient computation time and 

it is user-friendly. More specifically for PS, other types of models, such as functional regression, can be considered 

to improve PA. NIR spectra can be modelled as a curve in a continuous domain and so considered as a function 

(Montesinos-López et al. 2017a,b; Lane et al. 2020). In this case the wavelengths are not used to compute a kernel 

but as covariates in the functional model. Lane et al. (2020) showed that, in most scenarios, prediction based on 

functional regressions outperformed H-BLUP. Functional regression reduces dimensionality by transforming 

wavelengths into functional covariates. This kind of model is thus able to handle high-dimensional data, but is 

more difficult to implement than H-BLUP due to parametrisation choices needed to approximate the functions. 

Montesinos-López et al. (2017a) found that on average across all environments, a developed B-Spline and Fourrier 

functional regression on wavelengths outperformed the other models tested (namely Ordinary Least Square re-

gression on vegetative index and Bayes B and Principal Component Bayes B regression on all wavelengths). Re-

ducing the dimensionality of regressors is a major issue when implementing a predictive model with numerous 

regressors. Runcie et al. (2020) recently developed a mega-scale linear mixed model dealing with thousands of 

traits, which is interesting because their multivariate analysis leveraged information across thousands of secondary 

traits. They used the data from Krause et al. (2019) to compare the PA of G-BLUP, H-BLUP, and combined both 

(GH-BLUP) with their MegaLMM. Inspired by a multivariate model, wavelengths are used to assist the prediction 

of the targeted trait. They found that their method dramatically outperformed the GH-BLUP model with an im-

provement from 0.64 to 0.77 in PA. However, this method always requires the use of molecular markers with the 

secondary traits to estimate latent traits. By contrast, the PS models developed in our study are able to predict 

complex traits without any genotyping.  

 

Multi-NIRS models ensured accurate predictions regardless of the trait and the environment 

Combining multiple NIRS from individual plant samples from different environments or generations resulted in 

more robust PA in the models developed here. Unlike molecular markers, NIRS are not independent of the envi-

ronment. As for GY or HD, spectra are phenotypes that are the result of the genotype, the environment and the 

GxE interaction. The calculation of spectra heritability within environments revealed that the heritability varies 

from one environment to another and from one wavelength to another (Figure S1). Spectra with a medium or low 

average heritability also tended to be worse for predicting GY and HD. The quality of spectra measurement should 

be considered too. When comparing single NIR spectra, our first assumption was that the NIR spectrum from the 

same environment as the predicted trait would be the best predictor (S model). We compared this approach to 

GLOB predictions in which the spectra are acquired from plants in another environment (D model) or generation 

(G) than the one in which the TS was phenotyped for the predicted trait. Our results showed that on average, this 

was indeed the case when using a single spectrum to compute the similarity matrix (Figure 2). However, D and G 

models sometimes lead to similar or higher PA than model S, especially for the prediction of HD. This is a signif-

icant result showing that according to the trait, the source of the spectra, that is the environment in which the 

specific plant material is assayed, can have a major impact on prediction. We know that NIR spectra are able to 

capture a significant portion of additive genetic variance (Rincent et al. 2018). Furthermore, we assume that the 

NIRS are able to indirectly capture some secondary traits correlated to the predicted trait. For example, GY is 

negatively correlated to the protein content and the NIR spectra is an excellent predictor of protein content, so this 

correlation would indirectly predict GY in some situations. Both factors can explain why PS is able to predict 

complex traits. GY is a difficult trait to select for, because of the impact of the GxE interaction on the trait variance. 

For this trait, genetic and GxE interaction information are both required to reach good prediction. We suppose that 

spectra contain the GxE variance information by capturing the GxE effect of the phenotype via the metabolites 

and other molecules in response to the different stresses and growing conditions. Thus, for GY, only the spectra 

from the same environment as the phenotype is expected to depict the responses of the plant through the gene 

expression and regulation that occurred in this particular environment. Unlike GY, HD of winter bread wheat has 
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a very low level of GxE when the varieties are sown in autumn. We suppose that spectra collected in any environ-

ment are useful to predict this trait because they all capture genetic variance (as for GY) and because a relationship 

between a spectrum and HD obtained in one environment will be useful in any other environment. 

We explored two ways of dealing with spectral data, focusing on the second: identify the best spectra a priori to 

calculate the similarity matrix or consider all the available spectra together. We proposed several models combin-

ing spectra from different environments or generations. We also compared two ways of computing the similarity 

matrix. The multi-NIRS models (CbSD, CbD, CbSG, CbSDG) are equivalent to the one used by Lane et al. (2020) 

where all the similarity matrices specific to each environment are averaged when all the spectra had the same 

number of wavelengths. The multi-NIRS model AvSD differs as the spectra were averaged by genotype followed 

by computation of the similarity matrix. We showed that combining spectra gave better predictions than averaging 

spectra. The difference is mainly due to the loss of information characterising genotypes in different environments 

when averaging the spectra by genotype.  

Our multi-NIR spectra models CbSD and CbSDG outperformed the best single NIRS model for GY in 47% of 

cases and the best single NIRS model for HD in 68% of cases (Figure 2). This suggests that adding other spectra 

to the predictive model, from another environment or generation, allowed a better estimate of the similarity be-

tween genotypes than a single spectrum. More investigation is still required to incorporate spectra from different 

tissues or at different time points of the growing cycle to bring different useful information to the predictive model. 

Similarly to molecular markers in GS (Norman et al. 2018), adding more and more predictors eventually leads to 

a plateau in PA, probably as the information added becomes redundant (Figure 3). We noticed that depending on 

the predicted trait, the plateau was reached with fewer predictors. For GY, the gain was marginal when more than 

two spectra were added, whereas for HD, the plateau was still not reached with four spectra. For HD, we suppose 

that adding more spectra into the model allows more genetic variance to be captured reflecting the more indirect 

relationships between the underlying tissue composition and HD. For GY, we suppose that the GxE which explains 

much of the trait variance is environment specific and can be captured only with spectra from the same environ-

ment as the phenotype. Thus, adding more spectra from different environments will not bring more useful infor-

mation in the predictive model. More data are however required to fully understand the benefit of combining NIR 

spectra for different traits.  

Size of the training set had a dramatic impact on predictive abilities and CDmean optimised TS for both PS and 

GS 

Finally, with a view to optimising the use of PS in breeding programs, we explored the effect of the training 

population size and composition on the PA of PS and GS for two environments with the most genotypes (Figure 

5). Our results showed that the TS size had a crucial impact on prediction, such that the PA with 200 genotypes in 

the TS was double that with 10 genotypes in the TS. Our results also revealed that like GS (Norman et al. 2018), 

the gain in accuracy reached a plateau for PS. There is a point where adding other individuals to train the model 

does not bring novel information. This suggests that optimisation of the TS could generate the best possible pre-

diction while minimising TS size. Among all the models, for TS as small as 10 or 50 genotypes, the single-NIRS 

model gave better predictions than GS models or the model combining genomic and NIRS information. One in-

teresting observation is that the model using genomics and NIRS data gave the best prediction when we considered 

larger TS and the plateau was reached with larger TS than in the other models. This may be because useful genomic 

information and phenomic information are not borne by the same genotypes and thus increasing the TP size still 

increases the PA. 

We then compared different algorithms to select the individuals which would constitute the TS of imposed sizes. 

We compared the CDmean algorithm (Rincent et al. 2012) for GS with two optimisation algorithms usually used 

in chemometrics to select the TS, the H and KS algorithms (Honigs et al. 1985; Kennard and Stone 1969). In the 

optimisation scenario, the algorithm selects the genotypes to be phenotyped to train the model. Our results revealed 

that CDmean gave better PA than random selection, with both molecular marker and NIRS data (Figure 6). TS 

determined by the H and KS algorithms gave rise to variable PA and were usually less accurate than random 

selection and CDmean. Because the CDmean maximised the expected PA, this criterion is better suited to predic-

tive models than the H and KS deterministic algorithms which select the individuals to cover the absorbance var-

iability across the spectrum. Finally, we compared the CDmean optimisation based on information from molecular 

marker or NIR spectra in the prediction model using both genomic data and NIR spectra. On average CDmean 

based on molecular markers gave better predictions than CDmean based on NIR spectra. It would be interesting 

to find a criterion which could handle molecular markers and NIRS at the same time to select the individuals in 
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the TS. We tested the optimisation based on spectra from the same generation as the phenotyping of the target 

trait. Another possibility would be to use the NIR spectra from the N-1 generation to define the TS and to predict 

the target trait to be phenotyped in the N generation. For example, it would be useful for choosing which genotypes 

planted in a trial should be finely phenotyped. 

Other factors such as the scanned organ and spectral acquisition method should be considered  

In our study we could not compare the effect of the tissue used for NIRS collection or the effect of the spectrometer 

and protocol used to collect NIRS. However, it is interesting that other studies used hyperspectral imaging of the 

canopy (UAV) and obtained PS predictions even better than GS (Krause et al. 2019; Galán et al. 2020). In this 

case the number of wavelengths compared to lab measurements is halved, with wavelengths from the visible part 

of spectrum only. The nature of the plant material in canopies is quite different from grain samples, particularly as 

the canopy is still growing in the environment or the trial. The tissue sample for NIRS acquisition can have a 

substantial impact on PA, for example, using leaf spectra was less accurate than using grain spectra for the predic-

tion of GY  in Rincent et al. (2018). Furthermore in PS, or in any application of NIRS, spectra need to be pre-

treated with specific filters to remove irrelevant information due to additive and multiplicative external effects 

(Blanco and Villarroya 2002). Mathematical transformations are applied to spectra correcting the absorbance value 

of each wavelength. Such transformations impact the PA of the method used downstream and cannot be general-

ised to other data (Cuevas et al. 2019). In practice, different filters should be tested in a cross-validation to select 

the best set of pre-treatments.    

Conclusion 

We explored whether PS can be implemented in wheat breeding programs by identifying factors which impact the 

PA of the method. Our main results showed that the choice of the spectra used in the predictive model is crucial 

and is specific to the predicted trait. The H-BLUP models developed here which combined multiple spectra to 

compute the similarity matrix are meaningful and can be readily handled by breeders. As in GS, the size of the 

training set had a crucial impact on PA and optimisation of the TS with CDmean criterion giving better PA than 

random selection. Finally, amid all these factors, PS was mostly at least as accurate as GS for both traits. PS is a 

good alternative to GS, in particular when NIRS are already routinely measured (e.g. in all wheat breeding pro-

grams). For these species, PS could be implemented without any additional cost. In breeding programs in which 

genotypic data are already routinely collected, PS combining NIRS and molecular marker data could potentially 

be advantageous and more accurate as we found. Integrating different kinds of high-throughput phenotyping and 

multi-omics information in statistical models is a promising approach.  
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Figure captions  

 

Fig. 1 Boxplot of predictive abilities of phenomic selection for grain yield (GY) and heading date (HD) based on 

four different wheat breeding datasets (cf. Table1) with two different models (H-BLUP, PS-LASSO). Predictions 

were based on a 5-fold cross-validation with 25 repetitions. Each boxplot indicates the mean (bold horizontal line), 

the 1st to 3rd quartiles (box), the 1st to 9th deciles (whiskers). N is the number of environments of prediction used to 

calculate the boxplot. 
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Fig.2 Boxplot of the predictive abilities of phenomic selection for grain yield (GY: a,c) and heading date (HD: 

b,d) in subgroup panels of wheat genotypes SubSet_SD (a,b) and SubSet_SDG (c,d) (cf. Table1). Single-NIRS 

models S, D, and G and multi-NIRS models CbSD, AvSD, CbD, and CbSDG were compared (cf. Table 3). Pre-

dictive abilities were obtained from a 5-fold cross-validation with 25 repetitions. Each boxplot indicates the mean 

(bold horizontal line), the 1st to 3rd quartile (box) and the 1st to 9th deciles (whiskers). N was the number of envi-

ronments of prediction used to calculate the boxplot. 
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Fig. 3 Predictive ability plotted as a function of the number of combined NIR spectra for grain yield (GY) and 

heading date (HD) for the panel-environment combinations of Set4 genotypes from year 2019 (a,b). Size corre-

sponds to the number of NIR spectra combined in making the prediction. In plot a, size 1 corresponds to model S 

and sizes 2-5 correspond to CbSD. In plot b, size 1 corresponds to model D and sizes 2-4 correspond to CbD. Each 

dot corresponds to the mean of all the possible NIRS combinations of the same size. Predictive abilities were 

obtained from a 5-fold cross-validation with 25 repetitions. Matrices of correlation between environments for Set4-

2019 (c), showing the Pearson correlation for heading date (upper matrix) and grain yield (lower matrix). 
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Fig.  4 Boxplots of the predictive abilities of GS and PS for grain yield (GY) and heading date (HD) using different 

wheat breeding datasets (SubSet_SDM and SubSet_SGM) (cf. Table1). Phenomic selection H-BLUP models 

CbSD and CbSG were compared to the G-BLUP genomic selection model M. GH-BLUP models including both 

marker and NIRS data were also tested (CbSD+M, CbSG+M). Predictive abilities were obtained from a 5-fold 

cross-validation with 25 repetitions. Each boxplot indicates the mean (bold horizontal line), the 1st to 3rd quartile 

(box), and the 1st to 9th decile (whiskers).  

 

 

Fig. 5 Comparison of predictive abilities of GS and PS for GY as a function of the size of the training population 

for four predictive models. M refers to a G-BLUP GS model, S and CbSD to H-BLUP models, and CbSD+M to a 

GH-BLUP model. CbSD combined NIRS from two environments. Predictions were performed with Set2 data 

from two environments, Set2_2019_EM and Set2_2019_GL for each TP size. Lines indicate mean predictive abil-

ities of a 5-fold cross-validation with 25 repetitions. 
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Fig. 6 Comparison of predictive abilities for GY as a function of the size of the training population for four pre-

dictive models and three optimisation algorithms. Algorithms using NIR spectra were Honigs (HG), Kennard-

Stone (KS) and CDmean_H using the hyperspectral similarity matrix (H). CDmean_K was conducted on kinship 

(K) based on molecular markers. Optimisations are compared to a random selection (RD). Predictions were per-

formed using Set2 data from two environments: 2019_EM and 2019_GL. Predictive models used were M, S, 

CbSD, CbSD+M (cf. Table3). Lines represent the predictive ability with respect to TP size. Predictive ability was 

averaged on 50 repetitions for CDmean_K and CDmean_H, and on 125 repetitions for RD. Predictive ability for 

HG and KS were obtained once because they are deterministic criteria. 
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