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Abstract: Quickly and correctly mapping soil nutrients significantly impact accurate fertilization,
food security, soil productivity, and sustainable agricultural development. We evaluated the potential
of the new PRISMA hyperspectral sensor for mapping soil organic matter (SOM), available soil
phosphorus (P2O5), and potassium (K2O) content over a cultivated area in Khouribga, northern
Morocco. These soil nutrients were estimated using (i) the random forest (RF) algorithm based
on feature selection methods, including feature subset evaluation and feature ranking methods
belonging to three categories (i.e., filter, wrapper, and embedded techniques), and (ii) 107 soil
samples taken from the study area. The results show that the RF-embedded method produced better
predictive accuracy compared with the filter and wrapper methods. The model for SOM showed
moderate accuracy (R2

val = 0.5, RMSEP = 0.43%, and RPIQ = 2.02), whereas that for soil P2O5 and K2O
exhibited low efficiency (R2

val = 0.26 and 0.36, RMSEP = 51.07 and 182.31 ppm, RPIQ = 0.65 and 1.16,
respectively). The interpolation of RF-residuals by ordinary kriging (OK) methods reached the highest
predictive results for SOM (R2

val = 0.69, RMSEP = 0.34%, and RPIQ = 2.56), soil P2O5 (R2
val = 0.44,

RMSEP = 44.10 ppm, and RPIQ = 0.75), and soil K2O (R2
val = 0.51, RMSEP = 159.29 ppm, and

RPIQ = 1.34), representing the best fitting ability between the hyperspectral data and soil nutrients.
The result maps provide a spatially continuous surface mapping of the soil landscape, conforming to
the pedological substratum. Finally, the hyperspectral remote sensing imagery can provide a new
way for modeling and mapping soil fertility, as well as the ability to diagnose nutrient deficiencies.

Keywords: PRISMA; hyperspectral image; feature selection; random forest; GIS approaches; soil
fertility mapping

1. Introduction

Soil is the most important component of agricultural production because it provides
the necessary nutrients to the plants. Soil organic matter (SOM), nitrogen (N), phosphorus
(P), and potassium (K) are all critical soil nutrients for plant growth and production, food
security, and agro-ecological sustainability. SOM serves as the structural foundation of
plants and accounts for a reasonably steady 50% of dry biomass [1]. Soil N is required for
plant senescence, which significantly impacts the remobilization of vegetative organs [2].
Likewise, soil P is an important factor [3]; soil K plays a role in the plant–water connection
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by controlling plant osmotic pressure and improving stomatal function [4]. These soil
nutrients are important indicators that reflect soil quality and fertility [5].

Scientific fertilization based on soil nutrient richness or deficiency is the foundation
for high-quality, high-yield crops [6]. Nevertheless, in order to achieve a high yield,
fertilization is sometimes done blindly or mechanically, resulting in uneven distribution
and low usage of chemical fertilizers [7]. Excessive fertilizer use not only creates economic
losses but also produces severe environmental pollution, land degradation, and an excess of
nutrient content in crops [8]. Therefore, soil fertility mapping, “FertiMap”, which represents
the spatial variation of soil nutrient content, is critical to lowering soil nutrient loss and
enhancing agricultural fertilization management in soil and has become one of the most
challenging environmental monitoring concerns.

Traditional measurement methods based on direct field sampling and laboratory
analysis can precisely estimate the soil nutrient concentrations at sampled points. Still,
they are time-consuming and labor-intensive since many samples are required to capture
spatiotemporal variability [9]. Furthermore, these methods are expensive and complex in
operations, limiting their suitability for quick and timely assessments. Hence, the devel-
opment of precision agriculture necessitates new technologies and innovative techniques
for the rapid evaluation of soil nutrient status to attain exact fertilizer adjustment, opti-
mize the highest yield, and maximize economic benefits while minimizing environmental
risks [10]. Reflectance spectra acquired using high-resolution optical sensors in the visible
and near-infrared (VIS-NIR) wavelengths offer information on the constituents of both
organic and inorganic elements and may thus be used to estimate a wide range of soil
attributes [11–14]. Therefore, laboratory, field, and image spectroscopy can help to quantify
the soil nutrient content.

Currently, laboratory spectra have been widely applied to detect soil nutrient infor-
mation, e.g., [15–18]. The authors of [15] obtained determination coefficient (R2) values
of 0.42 and 0.84 for P and K, respectively. For SOM content, refs. [16,19] achieved R2

prediction accuracy equal to 0.55 and 0.65, respectively. The authors of [20,21] reported
having R2 values of 0.55 and 0.72, respectively, for soil K prediction. For SOM, P, and K
estimations, [22] attained R2 values of 0.86, 0.81, and 0.80, respectively, from laboratory
spectra, and 0.84, 0.87, and 0.85, respectively, from in situ spectra. The authors of [17] used
NIR spectroscopy coupled with the partial least squares (PLS) method to determine the
soil’s OM, N, P, and K. The results showed that NIR could accurately predict the OM and
N content in the soil, with correlation coefficient (r) values greater than 0.90, but was not
a good predictor for P and K, which had r values of 0.47 and 0.68, respectively [17]. The
authors of [18] examined different data mining techniques for modeling the soil organic
carbon (SOC) content using VIS–NIR reflectance spectra. The authors of [23] concluded
that the prediction of P and K could be done by VNIR hyperspectral data, with ratios of
performance to deviation (RPD, which is the ratio of the standard deviation of the observed
values to the RMSE of the predictions) of 2.23 and 1.47, respectively, but N cannot. The
prediction of SOM, and available N, P, and K in soils by [24], using visible near-infrared and
short-wave infrared (VNIR–SWIR, 400–2500 nm) spectroscopy, showed high performance,
where R2 was 0.75, 0.89, 0.72, and 0.91, respectively. According to the results of [25] for
predicting the soil nutrient content by VNIR spectroscopy, SOM is superior to available
P, followed by available K, with R2 values ranging from 0.74 to 0.90. Nevertheless, the
secondary properties can be estimated indirectly using a ‘surrogate’ calibration because
there is sometimes a correlation of spectral features to another (primary) soil property,
which affords some ability to predict the soil property in question [26,27].

However, the laboratory spectra and traditional measurement methods based on direct
field sampling and laboratory analysis cannot provide a spatially continuous distribution
of soil properties in a specific area. Hyperspectral imaging spectrometry is a widespread,
rapid, and non-destructive analytical technology and has the advantages of simultaneously
capturing the continuous spectral information of each pixel in a sample image and the con-
tinuous image information of each wavelength in the spectrum. Therefore, a hyperspectral
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image can provide spectral and spatial information as well as surface information at the
same time. Hyperspectral remote sensing exploits hyperspectral sensors from satellites,
airplanes, and unmanned aerial vehicles (UAVs) to monitor soil properties. These hyper-
spectral bands have a higher response and sensitivity to physicochemical soil properties
compared with multispectral remote sensing and can detect minor spectral changes re-
lated to soil nutrients (Table 1), e.g., [28–31]. At the regional scale, satellite hyperspectral
sensors, such as EO-1 Hyperion, can be used to estimate SOC with an R2 of 0.51 and a
root mean square error (RMSE) of 0.73% [28]. In northwestern China, models based on
Hyperion data for SOC and soil P estimation demonstrated moderate accuracy (R2 > 0.6,
RPD > 1.5) [29]. Nevertheless, only Hyperion data before 2014 are available, which has
limited subsequent research and applications of soil attributes prediction in recent years. A
recent study by [32] showed that the HJ-1A hyperspectral image (128 bands with a range
of 450 nm to 950 nm) produces reasonable maps of the SOC, total N, P, and K, with RMSE
values of 68.9, 46.3, 31.4, and 45.5%, respectively. In addition, using the BPNNOK models
and HJ-1A image, [30] obtained a good prediction result with R2 values of 68.51, 69.30, and
70.55% for soil N, P, and K, respectively. The authors of [31] developed a SOC prediction
model (R2 = 0.79, RPD = 1.46) using random forest (RF) and spectral indices derived from
the GF-5 hyperspectral image (330 bands with a 30 m spatial resolution).

Table 1. A review of the literature comparing quantitative predictions of various soil fertility parame-
ters at a regional scale using hyperspectral satellite remote sensing.

Soil Fertility
Parameters 1

Satellite
Sensor

Spectral
Range (nm)

Spectral
Bands

Spatial
Resolution

(m)

Multivariate
Method 2

ncalib |
nvalid

3 R2 RMSE RPD Authors

SOC (%) Hyperion 400–2500 242 30 PLSR 72 0.51 0.73 1.43 [28]
SOC (g/kg) Hyperion 400–2500 242 30 PLSR 49 0.63 1.60 1.65 [29]
SOC (g/kg) GF-5 390–2513 330 30 RF 210|105 0.79 3.63 1.46 [31]

SOC (%) HJ-1A 450–950 128 100 SWR 67 0.52 68.9 [32]
TP (g/kg) Hyperion 400–2500 242 30 PLSR 49 0.62 0.20 1.67 [29]

TP (%) HJ-1A 450–950 128 100 SWR 67 0.46 31.4 [32]
AP (mg/kg) HJ-1A 450–950 128 100 BPNN 973|324 0.42 40.80 1.31 [30]

TK (%) HJ-1A 450–950 128 100 SWR 67 0.40 45.5 [32]
AK (mg/kg) HJ-1A 450–950 128 100 BPNN 973|324 0.48 67.46 1.32 [30]

1 Soil fertility parameters include soil organic carbon (SOC), total phosphorus (TP), available phosphorus (AP),
total potassium (TK), and available potassium (AK). 2 Multivariate techniques include partial least-squares
regression (PLSR), random forest (RF), stepwise regression (SWR), and back-propagation neural network (BPNN).
3 ncalib | nvalid show the number of samples used in the calibration and validation process.

With machine learning (ML) development, several researchers have applied nonlinear
approaches to predict soil nutrient levels, e.g., [30,32,33]. Nonlinear approaches primarily
include different ML models used to build nonlinear relationships between spectral bands
and soil nutrient concentrations for prediction [34]. However, the negative effects of the
high dimension of features (i.e., a large number of hyperspectral bands) compared to the
calibration data size can be present in ML models and give rise to “dimension disaster”,
which reduces the results’ accuracy [35]. Other consequences of using a large number of
features might include (i) overfitting of the ML models caused by random variation from
irrelevant predictors selected as important information, (ii) complicated building models,
making model interpretation difficult, and finally, (iii) needing more computing time, data
storage, and processing [36]. Because certain features contribute to the modeling process
while others have less impact on the result, features are classified into three categories:
relevant, redundant, and irrelevant features [37]. Unnecessary information should be
discarded as much as possible, while maximizing the use of pertinent information to
improve modeling outcomes. Thus, feature selection is required before the modeling of the
hyperspectral remote sensing data [38]. To this end, various approaches to feature selection
have been proposed, including the filter, wrapper, and embedding methods [39].

To our knowledge, this is the first study that compares advanced feature selection
techniques, including the filter, wrapper, and embedding techniques in hyperspectral re-
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mote sensing data in soil monitoring. The originality of this paper consists in evaluating
the potential usefulness of the new PRISMA hyperspectral imagery for spatial prediction of
soil nutrient contents based on various feature selection methods, including feature subset
evaluation and feature ranking methods. This work aimed to (1) investigate the relation-
ships between PRISMA spectra and soil nutrient content, such as soil organic matter (SOM),
available soil phosphorus (P2O5) and potassium (K2O) content, (2) evaluate the relevant
band selection methods belonging to three groups (i.e., filter, wrapper, and embedded tech-
niques), and (3) compare the performances of the RF and the interpolation of RF-residuals
by ordinary kriging (OK) methods to establish accurate soil nutrients prediction.

2. Materials and Methods
2.1. Study Area and Soil Dataset

The study area covers 950.55 km2 within the province of Khouribga, northern Morocco
(Figure 1). It is characterized by a semiarid climate with irregular rainfall, low average
annual precipitation (350 mm), a high-temperature season, and a critical water deficit due
to high evapotranspiration levels (1355 mm/y). This area is characterized by rolling land,
with altitudes ranging from 0 to 963 m above sea level, and is mainly devoted to olive trees,
orange trees, almond trees, and green plants. The primary parent materials are limestone,
alluvium, phosphate sediment, marl, and siltstone. This geological complexity induced
the formation of diverse soil types, such as Regosols, Calcaric Chernozems, Lithosols, and
Rendzinas [40].
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of soil sampling (yellow points) over the PRISMA hyperspectral image (RGB bands B34: 641.33 nm,
B23: 546.48 nm, and B11: 456.37 nm).
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In September 2018, one hundred and seven soil samples were taken from 0–20 cm
over the study area (Figure 1c). Each soil sample was made up of five sub-samples, and
these five sub-samples were taken within a 10 × 10 m square centered on the geographical
position of the sampling plot as recorded by a GPS instrument. Before being chemically
analyzed, the soil samples were air-dried and sieved to 2 mm [41–43]. The organic matter
content was measured by the Walkley Black oxidation method [44]. The available soil
phosphorus (P2O5) and potassium (K2O) contents were measured by inductively coupled
plasma (ICP) [45].

2.2. PRISMA Hyperspectral Imagery

The PRISMA (PRecursore IperSpettrale della Missione Applicativa) is a hyperspectral
satellite system launched by the Italian Space Agency (ASI) on 22 March 2019, into a low-
Earth, sun-synchronous orbit at 615 km altitude, with a repeat cycle of 29 days and a revisit
capability for a specific target of less than one week with off-nadir viewing. It is classified
as a small satellite with a 5-year estimated operational life [46]. The instruments combine
two hyperspectral sensors and one panchromatic camera. Two hyperspectral sensors can
capture images in a continuum of 239 spectral bands ranging from 400 to 2500 nm, 66 in
the VIS-NIR, and 173 in the SWIR spectrum, with a spectral resolution smaller than 12 nm
and a spatial resolution of 30 m. The panchromatic camera has a GSD of 5 m and works in
the spectral range of 400–700 nm. The recorded images were in an area of interest spanning
from 180◦W to 180◦E longitude and 70◦N to 70◦S latitude [47].

One cloud-free PRISMA scene was successfully acquired over the study area on
2 September 2021. The hyperspectral image was obtained in an HDF5 file format with
levels of preprocessing L2D (reflectance) products. The L2D PRISMA product is an at-
mospherically corrected image cube as executed by the standard processing chain set up
by ASI for PRISMA. TOA spectral radiance was converted to spectral reflectance using a
multidimensional LUT approach. MODTRAN-6 [48] based on several atmospheric models
is used with a multi-scattering approximation to build a LUT for each band [47]. Values are
stored in an array and indexed as a function of different geophysical values (summariz-
ing various atmospheric scenarios) and observational (the so-called sun–target–satellite
geometries) parameters. The LUT considers atmospheric models (mid-latitude winter
and summer), geometric conditions (sun, relative azimuth angle, and view zenith angle),
ground altitude, precipitable water vapor, and aerosol optical thickness [47].

2.3. Preprocessing

The PRISMA L2D cloud-free scene provided in HDF5 format was first transformed
into ENVI format by the R package PRISMA-read [49], specifically designed to import
and convert the PRISMA hyperspectral data. After the transformation, we removed from
the resultant hyperspectral data (1) the spectral band B4 (at 402.46 nm) owing to noise
in this band and (2) the spectral bands between 1338.95 and 1459.07 nm (between bands
B41 to B52), as well as between 1793.69 and 1967.06 nm (band B85 to B104) owing to
vibrational-rotational H2O absorption bands. Therefore, a total of 202 PRISMA spectral
bands were maintained.

The study area was covered by bare soil, urban activity, water, and vegetation consist-
ing mainly of olive, orange, almond, and green plants. The following procedure was used
to isolate the bare soil pixels from the PRISMA hyperspectral data. Pixels with normalized
difference vegetation index (NDVI) and cellulose absorption index (CAI) [50] values over
a threshold of 0.18 and 0.00 were masked, respectively. These values have been deter-
mined after considering different parcels. The NDVI values have been computed based
on PRISMA bands at 660.28 nm and 833.78 nm. The CAI was calculated using PRISMA
bands centered at 2000 nm, 2100 nm, and 2200 nm. Reflectance pixels values of less than
18% at 1666 nm have been masked to remove water areas. A visual examination was used
to identify the urban areas, then masked. Finally, when the PRISMA hyperspectral data
were taken (on 2 September 2021), bare soils covered 87% of the entire study site.
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Before starting the modeling and mapping process on PRISMA hyperspectral data, a
Savitzky–Golay with second-order polynomial smoothing was applied to reduce the signal
noise. The reflectance (R) has been transformed into absorbance (A) (log [1/reflectance]) at
each waveband to strengthen the spectral features [51]. Finally, the spectral wavebands
significantly related to soil nutrients were investigated based on correlation analysis.

2.4. Hyperspectral Feature Selection

Hyperspectral data includes redundant information, which makes modeling difficult.
The low number of samples compared to a large number of bands in the hyperspectral
data can cause the Hughes phenomenon [52]. Therefore, feature selection or evaluation is
essential to building models using hyperspectral remote sensing data. Feature selection
is frequently used for numerous factors: (i) it enables the ML algorithm to be trained
more quickly; (ii) it decreases the complexity of the model; and (iii) it makes interpretation
easier [53]. Furthermore, when a suitable subset is selected, it increases the model’s accuracy
and inhibits overfitting. Feature selection methods can be classified into three main groups:
filters, wrappers, and embedding approaches [39].

Filter techniques are the most basic, quick, and general ways to select or assess the
relevant features. They do not need a learning algorithm to rank and select features and
feature subsets; instead, they use statistical metrics produced directly from the training
data, such as correlation, distance, knowledge, reliance, and consistency. In this way, they
attempt to allow just the most significant attribute to appear. Their principal limitation is
that they fail to account for model prediction and feature interaction [54].

Wrapper techniques require a specific learning algorithm and rely on ML model
prediction to select the optimal collection of features. The important features may be deter-
mined by generating a model with all the features and assessing them using an objective
function, cross-validation, and performance as the criteria for evaluation. Generally, the
wrapper technique outperforms the filter technique, although it is more computationally
costly [55]. Nevertheless, they demand more computer resources than filter methods and
must ultimately resort to search (e.g., stepwise search, genetic algorithm, particle swarm
optimization algorithm, etc.).

Finally, the embedded methods can be defined as a feature ranking method incor-
porated into the learning process of the selected ML model. Embedded approaches are
more computationally efficient than wrappers because they only use one model to deliver
results. However, as a result, they are restricted to the biases and feebleness of a given ML
model [54].

This study evaluated three feature selection techniques that covered the previously
mentioned key categories, including correlation-based feature subset selection (CFS) [56]
as filter methods, RF-wrapper, and RF-embedded methods (Table 2 and Figure 2). The CFS
and RF-wrapper methods have been based on different search approaches, such as the
evolutionary algorithm (EA) [57], genetic algorithm (GA) [58], harmony search (HS) [59],
and particle swarm optimization (PSO) algorithm [60]. We evaluated the methods by
classifying them into two groups based on the feature assessment results (i.e., feature
subset selection and feature ranking) (Table 2 and Figure 2). To be executed automatically,
all feature selection methods were integrated into weka-packages using WEKA software,
version 3.9.5 (The University of Waikato, Hamilton, NZ).

2.4.1. Filter Methods

The correlation-based feature subset selection (CFS) algorithm [56] is a filter approach
that determines the usefulness of a subset of attributes by taking into account each feature’s
unique predictive capacity as well as the degree of redundancy among them [56]. The
feature subsets are assessed by increasing a feature subset’s reliance on the target class
while reducing intercorrelation within the subset. In our study, search strategies based on
EA, GA, HS, and PSO algorithms were employed to explore the potential feature subsets.
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Table 2. List of feature evaluators.

Feature Selection
Approaches

Attribute Evaluation
Methods Search Methods Feature Evaluation

Results (Output)

Filter
Correlation-based

Feature Subset
Selection (CFS)

EA
Feature subset

selection
GA
HS

PSO

Wrapper RF-Wrapper

EA
Feature subset

selection
GA
HS

PSO

Embedded RF-Embedded Ranked Feature ranking
Notes: RF: random forest, EA: evolutionary algorithm, GA: genetic algorithm, HS: harmony search, and PSO:
particle swarm optimization algorithm.
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2.4.2. Wrapper Methods

The wrapper method was used in this work to evaluate the subset of hyperspectral
bands and to find the optimum feature subset. A learning scheme was implemented
for the wrapper method to assess attribute sets, and the learning scheme’s accuracy was
calculated using all the training data to find the optimal subset. As a result, the features
that produced maximum accuracy were identified as the optimum feature subset. Since
RF models were used as the regression method evaluated in this study (see Section 2.5),
we examined four wrapper search methods (i.e., EA, GA, HS, and PSO algorithms). Thus,
these learning schemes were set to RF regression models to get the highest possible feature
subsets performance (Table 2 and Figure 2). For the wrapper feature selection methods,
the weka.attributeSelection function with the class weka.attributeSelection. WrapperSub-
setEval assessed attribute sets using a learning scheme with all training data and based
on the performance measure. The RF-based wrapper methods were trained with optimal
parameters in the WEKA classifier package.
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2.4.3. Embedded Methods

Embedded methods interact with models to rank features. According to [35], the
feature evaluation and ranking approach based on the RF is referred to as an embedded
technique, which computes the mean decrease in accuracy (MDA) using bagging iterations
to offer criteria of variable importance for each feature [61]. During the training step, MDA
uses the RF’s ability to evaluate a feature’s influence on model accuracy to generate feature
rankings [62].

Afterward, features with zero or almost zero contribution to the modeling are removed.
Feature subset selection using RF regression can be achieved by examining feature rankings
in descending order of nested RF models, keeping the most miniature and most accurate
model. Generally, if adding a feature results in only a minor or no reduction in model error,
the mentioned feature is then removed. The process concludes by generating a list of the
most discriminating features, constituting the subset of the selected features.

2.5. Predictions of Soil Nutrients Contents

After selecting the most important features from the hyperspectral data, the feature
selection methods were evaluated by applying the RF regression algorithm to the optimized
datasets in order to predict the soil nutrient content (Figure 2). The soil samples were
randomly partitioned into training (75%) and validation (25%) sets, using the split function
in the WEKA software. The RF regression algorithm was trained with the training dataset,
and the trained model was validated in the testing stage.

The RF algorithm has been extensively used in the remote sensing field due to its
high performance and efficiently handling of big and highly dimensional datasets [63]. It
is well-known in the remote sensing community, and several studies have evaluated its
applicability [64]. RF algorithm implements many decision tree classifiers to categorize
an input vector by casting a single vote for the most common class [65]. The bagging
approach generates a random subset taken from the training sample set to develop each
tree. Unlabeled items are classified by allocating them to the most frequently voted class.
The RF needs two parameters to build the predictive model: the decision tree number
(ntrees) and the number of randomly selected predictors at each tree node (mtry) [66]. A
new dataset is predicted by sending each case of the dataset down to each growing tree.
Then, the forest selects the class with the highest vote from the trees for that case [67]. The
trees.RandomForest package in WEKA software was used to realize the RF regressions and
the parameters of the model were selected based on multisearch-weka-package.

2.6. Uncertainty Analysis

A bootstrapping technique [65] was employed in this study to measure the uncertainty
of the soil nutrient prediction models, described in Section 2.5. All soil samples were
randomly split between training (75%) and validation (25%) for each iteration of the
bootstrap uncertainty analysis to train 50 distinct RF models. Based on the validation
data, the goodness-of-fit statistics parameters were calculated for each bootstrap iteration,
determining the mean and standard deviation for each goodness-of-fit statistic throughout
the bootstrap process. The RandomSplitResultProducer and RegressionSplitEvaluator
functions in WEKA software, version 3.9.5 (The University of Waikato, Hamilton, New
Zealand) were used to realize the uncertainty analysis.

2.7. Kriging Method

The kriging method [68] is a spatial interpolation approach frequently applied for
soil attribute quantification [69,70]. It is presumptively possible to treat the interpolated
parameter as a regionalized variable. The hypothesis is that a regionalized variable varies
continuously from one site to the next. As a result, points close to each other have some
spatial correlation, whereas ones far apart are statistically independent. The kriging tech-
nique’s variogram describes this assertion as an estimator of variance dispersed across
sample sites [71]. The variogram is a graph of sample semivariance (y-axis) vs. lag distance
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(distance between sample sites, x-axis). The experimental variogram can be generated
using either measured or estimated samples.

The kriging method includes five operation steps. In the first step, the data were
examined and imported as the input data (layer). The second step involves choosing the
kriging type. The third step consists of adjusting the semivariogram models. A goal with
kriging is to select a model that “fits” the scatter of points. The interpolation is the fourth
step. Kriging interpolation weights the surrounding measured values to derive a prediction
for an unmeasured location. The fifth step involves the evaluation of the accuracy of the
prediction results [70].

In this work, the ordinary kriging technique was applied for the spatial interpolation
of the map’s values obtained from PRISMA hyperspectral data and based on the best soil
nutrient prediction models (Figure 2). Various models were evaluated to fit the experimen-
tal variogram, such as circulaire, spherique, tetraspherical, pentaspherical, exponential,
Gaussian, rational quadratic, hole effect, k-bessel, j-bessel, and stable models. Spatial maps
of soil nutrients (i.e., SOM, available soil P2O5, and K2O) were produced with ArcMap
10.8 [72] and its geostatistical analyst plugin.

2.8. Assessment of Model Performances

Five goodness-of-fit parameters were calculated to evaluate the RF models’ perfor-
mance in the validation sets: the coefficient of determination (R2

val), the root mean square
error (RMSEP), the mean absolute error (MAEP), bias, and the ratio of performance to
interquartile (also known as RPIQ, the ratio of the interquartile to the RMSEP; that differed
from RPD, the ratio of the standard deviation to RMSEP) [73]. The performance of the
models integrated into the OK procedure was evaluated, and the best model was selected
based on the minimum values of nugget effect, RMSE, and average standard error (ASE) of
cross-validation. The nugget effect value described the spatial variability of the residuals
and their dependency on the soil nutrient content [30]. After predictions and performance
assessments of OK models, the best models were selected and evaluated in the validation
sets using R2

val , RMSEP, MAEP, bias, and RPIQ parameters.

3. Results
3.1. Descriptive Statistics for Soil Nutrients

Descriptive statistical analysis of the SOM, available soil P2O5, and K2O contents was
carried out based on the 107 samples (Table 3). The concentration of OM in soil samples
varied between 1.97 and 4.40%, with a mean and standard deviation of 3.09 and 0.54%,
respectively. The soil P2O5 range varied between 3.00 and 254.76 ppm and soil K2O between
39.16 and 1067.00 ppm. The mean values of soil P2O5 and K2O were 52.82 and 291.73 ppm,
respectively. For every soil nutrient, the coefficient of variation (CV) was greater than 17%
in all cases, showing that the datasets were heterogeneous. The highest CV value was
found in the soil P2O5 content, indicating that P2O5 was the most heterogeneous fraction
in this region (Table 3). Soil nutrient contents have a considerable variation and standard
deviation, which might help build an accurate model. The mean variation of soil nutrients
in the datasets was high and equal to 57.45%.

Table 3. Statistics of soil nutrients (SOM in %, available soil P2O5, and K2O in ppm) in the study area.

Soil Nutrients Min Max Mean SD IQ Sk CV

SOM 1.97 4.40 3.09 0.54 0.77 −0.03 17.44
P2O5 3.00 254.76 52.82 45.04 46.00 2.54 85.25
K2O 39.16 1067.00 291.73 203.26 214.5 1.74 69.67

Notes: number of soil samples (n = 107); SD: standard deviation; IQ: inter-quartile distance; Sk: skewness; CV:
coefficient of variation (%).
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3.2. Pretreatment Process and Correlation Analysis

The PRISMA hyperspectral data of soil samples (Figure 3) showed that the shapes
of reflectance were similar to those of soil samples in other studies (e.g., [28,74,75]). The
spectral curves had absorption bands removed at 1400 and 1900 nm; these bands are related
to the presence of hydroxide (OH) in free water (H2O molecules) [76]. The most common
sensitive bands associated with clay minerals are those at 1400–1410 nm and 2160–2200 nm
due to the metal–OH band plus the O–H stretch combination and C–O [77]. SOM has
broad sensitive bands from the VIS to SWIR range (400–2500 nm) due to the overtones and
combination absorptions of O–H, C–H, and N–H bonds [78]. The spectral bands of soil N,
P, and K are indirectly associated with the vibration modes of functional groups, such as
OH−, SO4

2−, CO3
2− and their combinations [16].
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The mean hyperspectral reflectance curves of soil samples with five different classes
of SOM content are illustrated in Figure 3; overall spectral reflectance increases as the SOM
content decrease. The SOM content of less than 2.5% and more than 4% correspond to
the highest and lowest reflectance, respectively. The PRISMA hyperspectral reflectance
fluctuation scheme remains almost similar regardless of the SOM content (Figure 3).

3.3. Pretreatment Process and Correlation Analysis

The coefficient of correlation was calculated between each soil nutrient’s content and
the PRISMA spectral formats as the reflectance (R) and absorbance (A) in the wavelength
range between 400 and 2500 nm (Figure 4 and Table 4). Significant correlations between
R values and SOM contents occurred at 51 spectral bands (r > 0.191, p < 0.05). Significant
correlations between R values and soil P2O5 contents were observed at 8 spectral bands.
The R values and soil K2O contents did not show any significant correlation. Similarly,
substantial correlations between A and SOM occurred at 53 spectral bands. Significant
correlations between A values and soil P2O5 contents were observed at 7 spectral bands.
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No significant correlation was found between A and soil K2O contents. The highest number
of bands correlated with soil nutrient content was obtained by PRISMA absorbance spectra
(Figure 4 and Table 4).
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Figure 4. Correlation coefficients (r) between two PRISMA spectral formats and the soil nutrient
contents. (a) reflectance (R), and (b) absorbance (A).

Table 4. Correlations (r) between two PRISMA spectral formats (reflectance (R) and absorbance (A))
and soil nutrient contents.

Soil Nutrients
R A

/rmin/ /rmax/ n /rmin/ /rmax/ n

SOM −0.285 1 0.239 1 51 −0.063 0.309 1 53
P2O5 −0.037 0.317 1 8 −0.229 1 0.091 7
K2O −0.114 0.073 0 −0.071 0.138 0

n = the number of attuned bands. rmin = minimum correlation coefficients. rmax = maximum correlation
coefficients. 1 Significant correlation (−0.191 ≥ r ≥ 0.191, p < 0.05).

3.4. Performance of Feature Selection Methods

Feature selection methods were applied to find accurate hyperspectral wavebands
for predicting the soil nutrient content. The RF regression models were generated with
each feature selection method to predict the SOM, available soil P2O5, and K2O content.
These methods were then assessed using goodness-of-fit parameters. Next, the optimal RF
models based on the best feature selection method were applied to all the bare soil pixels of
the PRISMA image to elaborate estimated SOM, available soil P2O5, and K2O content maps.

Because of the diverse result outputs from the feature selection methods, the compari-
son of the advantages in terms of prediction accuracy was separated into three sections,
i.e., (i) using all features, (ii) the optimal feature subset derived by each feature–subset–
evaluation method, and (iii) the ranked feature list derived by the feature–importance–
evaluation method.

3.4.1. Evaluation of All Features

Using all hyperspectral wavebands, the RF models provided a weak R2
val concordance

and a high RMSEP to predict the soil nutrient content. The RF model of SOM had the
highest accuracy, with an R2

val of 0.41, an RMSEP of 0.46%, an MAEP of 0.36%, a bias of
−0.02, and an RPIQ of 1.86. For the soil K2O content, the results showed an R2

val of 0.17,
an RMSEP of 205.64 ppm, an MAEP of 136.62 ppm, a bias of −48.01, and an RPIQ of 1.03.
However, the minimum goodness-of-fit statistics values were observed for the soil P2O5,
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with an R2
val of 0.09, an RMSEP of 56.19 ppm, an MAEP of 32.49 ppm, a bias of −5.70, and

an RPIQ of 0.59, respectively.

3.4.2. Evaluation of Subset Selection Methods

From the 202 hyperspectral wavebands, the CFS- and RF-wrapper-based search meth-
ods selected different numbers of effective spectral bands in predicting soil nutrient content
(Table 5). Generally, the features selected by the RF-based wrapper methods provided
superior prediction accuracy than the features selected by the CFS methods or the use of
all features. Furthermore, the GA–RF wrapper-based feature selection method picked the
most sensitive features compared to other subset selection methods. It showed the highest
soil nutrient prediction accuracy, with an R2

val mean value of 0.25 (Table 5).

Table 5. Performance comparison of feature subset selection methods based on soil nutrients
prediction accuracy.

Soil
Nutrients

Attribute
Evaluation
Methods

Search
Methods

Bands
Selected R2

val RMSEP MAEP Bias RPIQ

SOM

CFS

EA 3 0.02 0.63 0.53 0.04 1.38
GA 57 0.39 0.48 0.38 −0.01 1.82
HS 22 0.34 0.49 0.40 −0.01 1.76

PSO 33 0.34 0.49 0.40 −0.02 1.75

RF-Wrapper

EA 70 0.43 0.45 0.35 −0.04 1.90
GA 69 0.47 0.44 0.34 −0.06 1.96
HS 38 0.37 0.48 0.36 −0.06 1.80

PSO 63 0.43 0.46 0.35 −0.04 1.90

P2O5

CFS

EA 48 0.09 55.97 33.10 −4.86 0.59
GA 47 0.06 57.03 33.39 −5.77 0.58
HS 36 0.02 58.89 34.27 −7.71 0.57

PSO 32 0.02 58.46 34.26 −5.31 0.57

RF-Wrapper

EA 74 0.08 56.06 32.60 −6.12 0.58
GA 88 0.10 55.90 32.02 −5.60 0.60
HS 28 0.04 57.59 34.13 −5.27 0.58

PSO 46 0.05 57.41 32.85 −5.50 0.58

K2O

CFS

EA 1 0.17 205.71 162.42 −40.84 1.03
GA 58 0.18 205.03 135.40 −41.74 1.03
HS 20 0.14 209.82 137.37 −37.45 0.99

PSO 35 0.08 217.27 138.05 −40.62 0.97

RF-Wrapper

EA 75 0.19 203.11 131.52 −47.66 1.04
GA 73 0.19 203.83 131.47 −47.84 1.04
HS 38 0.19 203.05 126.51 −49.01 1.04

PSO 43 0.20 202.07 128.88 −48.15 1.05

Notes: CFS: correlation-based feature subset selection, EA: evolutionary algorithm, GA: genetic algorithm, HS:
harmony search, and PSO: particle swarm optimization algorithms. SOM in %, available soil P2O5 and K2O in
ppm for the RMSEP and MAEP values, respectively.

3.4.3. Evaluation of Feature Ranking Methods

The RF models accuracy varies according to the number of selected wavelength bands
(spectral channels). To assess trends, the RMSEP was computed for each collection of
features, beginning with the first and incrementing by one until a model containing all
variables was found. Figure 5 shows the RMSEP variability based on feature rankings of
the RF-embedded technique, which was used to estimate the soil nutrient content. The
RF-embedded models attained smaller RMSEP values, with minimum feature subsets,
compared to models including all features (Figure 5). In detail, for the SOM, available
soil P2O5, and K2O, the RF-embedded models exposed the lowest RMSEP values of 0.43%,
51.07 ppm, and 182.31 ppm, at 66, 9, and 34 features, respectively. As expected, the best
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feature selection method was the RF-embedded as it reached the maximum accuracy
(R2

val = 0.5, 0.26, and 0.36; MAEP= 0.33%, 29.98 ppm, and 126.39 ppm; bias = −0.04,
−5.32, and −53.02; RPIQ = 2.02, 0.65, and 1.16, for SOM, available soil P2O5 and K2O,
respectively). This result also showed the greatest accuracy achieved across all the feature
selection techniques investigated in this study (Table 5 and Figure 5). Finally, significant
improvements were reached by applying RF-embedded or RF-wrapper-based feature
selection methods compared to the use of all features (Table 5 and Figure 5).

Remote Sens. 2022, 14, x FOR PEER REVIEW 15 of 25 
 

 

 
Figure 5. RMSEP values versus the number of features ranked by RF-embedded technique for the 
soil nutrient models: (a) soil organic matter (SOM), (b) available soil phosphorus (P2O5), and (c) 
available soil potassium (K2O). The horizontal line represents the model, including all features used 
in the prediction.  

Figure 6 presents the wavelengths of the important bands derived from the best 
feature selection method (i.e., RF-embedded). As indicated in the preceding paragraph, 
these wavebands had the greatest influence on the predictive performance of the SOM, 
available soil P2O5, and K2O content. The VNIR (400–1100 nm) and SWIR (1481–1756 nm 

Figure 5. RMSEP values versus the number of features ranked by RF-embedded technique for
the soil nutrient models: (a) soil organic matter (SOM), (b) available soil phosphorus (P2O5), and
(c) available soil potassium (K2O). The horizontal line represents the model, including all features
used in the prediction.



Remote Sens. 2022, 14, 4080 14 of 22

Figure 6 presents the wavelengths of the important bands derived from the best
feature selection method (i.e., RF-embedded). As indicated in the preceding paragraph,
these wavebands had the greatest influence on the predictive performance of the SOM,
available soil P2O5, and K2O content. The VNIR (400–1100 nm) and SWIR (1481–1756 nm
and 2103–2435 nm) wavelengths were found to be important in predicting SOM (Figure 6).
The selected wavelengths for the P2O5 were 434, 951, 988, 1038, 1185, 1765, 2276, 2313, and
2435 nm. For the K2O, the selected wavelengths focus on band information from the VNIR
(Figure 6).
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3.5. Model Uncertainty Analysis

The predicted models’ uncertainty must be quantified in order to confirm their
relevance for soil fertility mapping and providing agricultural fertilization recommen-
dations. This uncertainty may be assessed by comparing the goodness-of-fit statistics
from the bootstrap aggregate (Table 6) with the goodness-of-fit statistics from all models
(Table 5 and Figure 5). Each model uncertainty was computed from the 50 bootstrapping
iterations (Table 6). The goodness-of-fit statistics results from the bootstrap approach
(Table 6) compared to the initial models (Table 5 and Figure 5) indicate that the RF models
fit statistics differed minimally, implying that the models had little variability and uncer-
tainty. For example, the best SOM model (i.e., RF-embedded) had an MAEP of 0.33%,
whereas the bootstrap uncertainty results produced an MAEP of 0.35%, with a standard
deviation of 0.04% (Table 6).

Table 6. Mean and standard deviations of goodness-of-fit statistics values calculated from the RF
models of SOM, available soil P2O5, and K2O content with 50 bootstrap iterations.

Soil Nutrients Attribute Evaluation Methods Search Method Bands Selected RMSEP MAEP

SOM

All Features - 202 0.44 (0.04) 0.36 (0.04)

CFS

EA 3 0.51 (0.05) 0.42 (0.05)
GA 57 0.45 (0.05) 0.36 (0.05)
HS 22 0.46 (0.05) 0.37 (0.04)

PSO 33 0.45 (0.04) 0.36 (0.04)

RF-Wrapper

EA 70 0.43 (0.04) 0.34 (0.04)
GA 69 0.43 (0.04) 0.34 (0.04)
HS 38 0.43 (0.04) 0.34 (0.04)

PSO 63 0.43 (0.04) 0.34 (0.04)

RF-Embedded ranked 66 0.43 (0.04) 0.35 (0.04)
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Table 6. Cont.

Soil Nutrients Attribute Evaluation Methods Search Method Bands Selected RMSEP MAEP

P2O5

All Features - 202 45.86 (11.25) 32.52 (5.83)

CFS

EA 48 45.49 (10.79) 32.07 (5.73)
GA 47 46.23 (11.37) 32.49 (5.98)
HS 36 46.77 (10.86) 33.10 (5.61)

PSO 32 45.27 (11.32) 31.96 (5.86)

RF-Wrapper

EA 74 44.41 (11.54) 31.50 (5.97)
GA 88 44.65 (11.34) 31.81 (5.84)
HS 28 44.14 (11.27) 30.92 (5.91)

PSO 46 44.22 (11.56) 31.41 (5.89)

RF-Embedded ranked 9 43.69 (10.36) 31.16 (5.38)

K2O

All Features - 202 196.25 (45.67) 141.63 (26.54)

CFS

EA 1 239.22 (45.34) 174.71 (29.41)
GA 58 186.74 (48.20) 133.32 (25.61)
HS 20 186.15 (49.33) 135.82 (25.45)

PSO 35 183.86 (46.17) 132.45 (24.91)

RF-Wrapper

EA 75 189.80 (44.48) 137.56 (25.96)
GA 73 185.64 (47.89) 132.87 (26.72)
HS 38 183.60 (45.10) 130.90 (26.09)

PSO 43 181.00 (44.71) 130.43 (25.54)

RF-Embedded ranked 34 186.45 (41.47) 134.81 (24.89)

Notes: CFS, correlation-based feature subset selection, EA: evolutionary algorithm, GA: genetic algorithm,
HS: harmony search, and PSO: particle swarm optimization algorithms. The numbers in the brackets are
standard deviations of 50 iterations. SOM in %, available soil P2O5, and K2O in ppm for the RMSEP and MAEP
values, respectively.

3.6. Spatial Prediction of Soil Nutrients by RF-OK Models

In the first stage, the best models based on PRISMA spectra (described in Section 3.4.3)
were applied to all bare soil pixels included in the PRISMA image to produce the soil
nutrient maps within the Khouribga area at 30 m of spatial resolution. In the second stage,
the OK approach was used to interpolate all values retrieved from each soil nutrient map
in order to estimate new values within all pixels of the PRISMA image. The exponential
models were selected based on the minimal nugget effect, RMSE, and ASE values of cross-
validation, after evaluating eleven function models during semi-variogram modeling using
ArcGIS software. Table 7 shows the semi-variogram parameters of the RF-OK models
for the soil nutrients. The nugget effect was used to characterize the spatial variability
and dependency of the soil nutrient contents. If it was less than 25%, the variable was
regarded as extremely spatially dependent; if it was between 25 and 75%, the variable was
considered as moderately spatially dependent; and if it was more than 75%, the variable
was considered as weakly spatially dependent [79]. In this study, the nugget effect of the
residuals estimated from the RF-OK models exhibited high spatial dependence for the
SOM (0.00%) and soil K2O (19.04%) and moderate spatial dependence for the soil P2O5
(42.94%) (Table 7). Moreover, based on the independent validation set, the RF-OK residuals
demonstrated higher goodness-of-fit statistics values for the soil nutrients compared to
only RF residuals, with the highest R2

val values for SOM (0.69), soil P2O5 (0.44), and K2O
(0.51), respectively (Table 8).

For this study, the RF-OK models were selected to produce the SOM, available soil
P2O5, and K2O maps from the hyperspectral remote sensing data (Figure 7) since they
had the best predictive performance and the highest fitting ability for the soil nutrient
spatial variability (Table 8). The soil nutrient maps showed high concentrations of SOM
and soil P2O5 in the northwest and southwest parts and high soil K2O concentrations in the
northeast part, whereas the lower concentrations were exposed in the north, northeast, and
southwest for SOM, soil P2O5, and K2O, respectively. Based on the soil nutrient maps, the
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relationship between organic matter, phosphorus, and potassium contents in the soil can
be explored spatially. If the soils were high in organic matter, the amounts of phosphorus
and potassium were especially low to middling. Thus, these maps followed pedological
patterns and provided a spatially continuous surface mapping of the soil landscape. The
southern part was characterized by the presence of very dark carbonate humus soils, clayey
Rendzina soils, and stony crust in association with chernozem soils or red-brown soils
developed on the weathering products of Cretaceous rocks. Furthermore, we frequently
found bare and stony limestone areas crusted with eroded soil. However, the northern
part was characterized by the presence of the podzolic soil, often eroded skeletally on
deep ravine slopes, Chernozem soils, and dark brown soils of the plateaus formed on
Permo-Triassic sedimentary rocks and red “Hamri”-type soils.

Table 7. Semi-variogram results of soil nutrients estimated residuals by RF-OK models.

Model Soil Nutrient Range (m) Nugget Sill Nugget Effect RMSE ASE

Exponential
SOM 258.24 0.00 0.06 0.00 0.11 0.12
P2O5 360.00 126.15 293.81 42.94 11.84 13.23
K2O 242.32 1119.11 5877.16 19.04 48.12 51.92

Table 8. Goodness-of-fit statistics values of the RF-OK models at the validation set for the soil nutrients.

Soil Nutrients R2
val RMSEP MAEP Bias RPIQ

SOM 0.69 0.34 0.27 0.02 2.56

P2O5 0.44 44.10 27.52 −1.21 0.75

K2O 0.51 158.29 99.28 −19.54 1.34
Notes: SOM in %, available soil P2O5 and K2O in ppm for the RMSEP and MAEP values, respectively.
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4. Discussion
4.1. Preprocessing Process

In this study, before spectral feature selection and soil nutrients modeling, the Savitzky–
Golay filter was used to smooth and remove random noise from the PRISMA spectra.
This filter was used in the most current studies combined or not with other methods to
obtain an optimal pretreatment method proven to produce good results (e.g., [23,80]). For
example, [81] employed only the Savitzky–Golay filter as an appropriate pre-processing
method to improve the estimation accuracy for soil carbon.

The pre-processing based on the conversion of reflectance spectra (R) to absorbance (A)
was evaluated in this study using correlation analysis between spectral wavebands and soil
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nutrient contents. The highest correlation was achieved using hyperspectral absorbance
spectra (Figure 4 and Table 4). This finding agrees with earlier research [29,30,82]. Accord-
ing to the results of [82], the combination of the Savitzky–Golay filter and the conversion
into absorbance (A) assist feature selection methods in selecting the informative variables
and help yield good accuracy.

4.2. Effect of the Feature Selection Methods

In order to reduce the large dimensionality of the hyperspectral data and save compu-
tation time, spectral waveband selection may be more efficient than using a full spectrum
for the quantitative model [83]. The results of this study revealed that feature selection
techniques might help to reduce the dimension of PRISMA hyperspectral remote sensing
data and could improve the prediction accuracy by up to 19%, depending on the used
feature selection approach. Particularly, RF models’ performance appeared to significantly
increase when only the optimum features were selected with feature selection techniques,
such as the RF-wrapper or RF-embedded techniques. These results are consistent with
the prior research, which concluded that selecting an adequate feature selection method
can improve the ML algorithms’ performance when used for regression or classification
problems [25,54,83]. Generally, the extraction of the optimum feature subsets from the
RF-embedded method was the most consistent technique with the RF-regression method
compared to CFS or RF-wrapper-based feature selection methods. Furthermore, the predic-
tion accuracy may be influenced by two factors: the dataset’s sample size and the attribute
evaluation methods [54].

Further research should investigate the application of additional feature selection
techniques, such as Boruta algorithm [84], recursive feature elimination (RFE) [85], tabu
search algorithm [86], and regularized random forests [87], as well as the feature impor-
tance estimated from boosting models, such as Xgboost [88] or AdaBoost [89]. Moreover,
alternative implementations of popular predicted models, such as support vector machines
(SVMs) [90], and artificial neural networks (ANNs) [91], should be examined to understand
relative feature importance.

4.3. Feature Wavelengths

Several soil properties (e.g., soil clay or organic matter) can establish a direct rela-
tionship with the content at a specific spectral wavelength. For example, the SOM has
broad sensitive bands from the VIS to the SWIR range (350–2500 nm) associated with the
overtones and combination absorptions of O-H, C-H, and N-H bonds [78]. In this paper, the
important wavelengths selected for the SOM ranged from 400–1100 nm, 1481–1756 nm, and
2103–2435 nm (Figure 6). Some of these wavelengths were consistent with those selected in
existing studies, e.g., [25,92–94]. In [95], spectral features identified as important for SOC fell
mostly within the range of 1000–1100 nm, 1200–1650 nm, 1880–1920 nm, and 2100–2320 nm.

Soil P and K need to rely on an indirect inversion of other soil component contents
because they do not have any obvious spectral feature and usually exist in low concentra-
tions in the soil [80]. The changes in the spectral profile can be due to indirect effects of the
association of soil P and K with other elements that present a direct spectral response [25].
The feature wavelengths of the soil K in the VNIR region are mainly related to ferrihy-
drite, goethite, amine (N-H), organic matter, free water (O-H), cellulose, lignin, starch,
and the first overtone of O-H stretch, Al-OH, or Mg-OH, among others. The components
corresponding to the wavelength selection of soil P are similar to those of soil K, and the
element types are complex and inconsistent [25]. In this work, based on RF model-fitting
capabilities, the most sensitive wavelengths associated with soil P2O5 were 434, 951, 988,
1038, 1185, 1765, 2276, 2313, and 2435 nm. For K2O, the key bands were included in the
VNIR (400–1100 nm) wave range. Numerous studies have revealed that soil nutrients in
these wavelengths have an important impact [25,30,34].
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4.4. Prediction of Soil Nutrients by RF Models

The RF method based on the optimal subsets of hyperspectral features was used to
predict soil nutrient content, which led to a moderately useful model for SOM (R2

val equal
to 0.5) and low effectiveness for available soil P2O5 and K2O (R2

val equal to 0.26 and 0.36,
respectively) (described in Section 3.4.3). The RF models’ performance suggests that the
relationships between SOM, available soil P2O5 and K2O values, and spectral wavelengths
were nonlinear in this study. Previous studies obtained similar results, e.g., [28,30,34]. The
authors of [28] estimated the SOC content by Hyperion data in an Australian region and
obtained an R2

val of 0.51 and an RPD of 1.43. HJ-1A hyperspectral imager (115 bands) was
used by [30] to predict the available soil P and K content in China. The results showed R2

and RMSE values for soil P of 42.91% and 40.80 ppm, respectively, and values for soil K
of 48.53% and 67.46 ppm, respectively. In another study, total soil K and P content were
mapped using HJ-1A HSI data with RMSE values of 20.37% and 34.71%, respectively [34].
The prediction of SOM and available P and K in soils by [24] using Landsat-8 OLI images
showed quite satisfactory results, where R2 values were 0.7, 0.68, and 0.55, respectively.
Nevertheless, the soil nutrient prediction accuracy may differ from one study to another.

Discrepancies in these results can be attributed to various factors, including research
methodology, measurements, locations, model performance, and data quality [96,97]. The
remote sensing image with 30 m of spatial resolution can present mixed surfaces [98] that
influence the spectral features of soil nutrients. Moreover, the amount of soil samples with a
wide range of concentrations is also important, particularly in ML prediction models, which
can cause a slightly diminished accuracy, especially in the validation step [99]. Thus, the
bootstrap uncertainty analysis results can assist the interpretation of the models’ accuracy
(Table 6).

4.5. Prediction of Soil Nutrients by RF-OK Models

In this study, the best performance was obtained using RF-OK models, giving the
highest R2

val and RPIQ, with the lowest RMSEP and MAEP (Table 8). In comparison to a
single nonlinear RF model, the RF-OK models not only adjusted the prediction accuracy
from hyperspectral remote sensing bands for soil nutrients but also adjusted the prediction
accuracy from spatial autocorrelation of soil nutrients. Moreover, the RF-OK models sur-
passed the dependence on the density and uniform distribution of samples and improved
spatial mapping performance, offering an alternative way to predict soil nutrients using
hyperspectral remote sensing images. Thus, the RF-OK models significantly enhanced the
accuracy of soil nutrient maps. Similar results have been presented in other works, e.g., [30].
Finally, the OK approach alone was applied to produce soil nutrient maps based on the RF
residue; however, future research could consider using other interpolation approaches.

4.6. Future Researches

In the future, multi-temporal PRISMA images collected over north Africa will be used
to explore the spectral response and develop prediction models of soil fertility. Therefore,
further studies are warranted to check for temporal variations of soil nutrients and spectral
reflectance using a time series of datasets. Furthermore, other soil physicochemical prop-
erties will also be assessed in future studies by combining hyperspectral remote sensing,
additional feature selection techniques, machine learning, and deep learning techniques.

5. Conclusions

In this study, PRISMA hyperspectral images were used as input data in the RF models
to predict soil nutrients based on a comparative analysis of different feature selection
methods included in three categories (i.e., filter, wrapper, and embedded techniques). The
RF models based on the RF-embedded feature selection technique showed better precision
for SOM, available soil P2O5, and K2O. Moreover, the RF-OK models exhibited the highest
fitting accuracy compared to all soil nutrients predictive models. The soil fertility maps
obtained from the RF-OK models were closer to the measured ranges of soil nutrient
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contents over the cultivated area, conforming to the pedological substratum and producing
a spatially continuous surface mapping of the soil landscape. Finally, future work should
be conducted to confirm these first results using PRISMA data and to improve soil fertility
mapping using hyperspectral satellite imagery, achieve rapid, efficient monitoring of soil
nutrients, and provide timely fertilization recommendations at the regional scale in the
context of precision agriculture.
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