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Abstract This paper presents an erosion interpretation of
cohesive granular materials stressed by an impinging jet
based on the results of a micromechanical simulation model.
The numerical techniques are briefly described, relying on
a two-dimensional Lattice Boltzmann Method coupled with
a Discrete Element Methods including a simple model of
solid intergranular cohesion. These are then used to perform
a parametric study of a planar jet in the laminar regime
impinging the surface of granular samples with different
degrees of cohesive strength. The results show the perti-
nence of using a generalized form of the Shields criterion
for the quantification of the erosion threshold, which is valid
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for cohesionless samples, through empirical calibration, and
also for cohesive ones. Furthermore, the scouring kinetics
are analysed here from the perspective of a self-similar ex-
pansion of the eroded crater leading to the identification of
a characteristic erosion time and the quantification of the
classical erosion coefficient. However, the presented results
also challenge the postulate of a local erosion law includ-
ing erodibility parameters as intrinsic material properties.
The paper then reviews the main limitations of the simu-
lation and current interpretation models, and discusses the
potential causes for the observed discrepancies, questioning
the pertinence of using time-averaged macroscopic relations
to correctly describe soil erosion. The paper concludes ad-
dressing this question with a complementary study of the
presented simulations re-assessed at the particle-scale. The
resulting local critical shear stress of single grains reveals a
very wide dispersion of the data but nevertheless appears to
confirm the general macroscopic trend derived for the cohe-
sionless samples, while the introduction of cohesion implies
a significant but systematic quantitative deviation between
the microscopic and macroscopic estimates. Nevertheless,
the micro data still shows consistently that the critical shear
stress does actually vary approximately in linear proportion
of the adhesive force.

Keywords Impinging jet · Laminar flow · Soil erosion ·
Granular cohesion · Lattice Boltzmann Method · Discrete
Element Method.

1 Introduction

As a generic term, soil erosion refers to any situation where
solid matter is progressively removed from a sediment bed
under the mechanical action of an external agent such as a
fluid flow or a solid body in motion. Many natural instances
of soil erosion are commonly encountered in the context of
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geological and geomorphological processes [38]. However,
erosion can also pose serious risks to society by having an
impact on the global carbon cycle [69] or being responsi-
ble for many catastrophic failures of civil infrastructures. In
this sense, a particular concern in civil engineering is the
risk associated to the hydraulic erosion of earthen structures
[13, 14]. Specific estimations show that erosion is indeed the
main cause for about 95% of the registered failure events in
earthen hydraulic structures such as embankment dams, lev-
ees, and dikes [37, 61]. Erosional processes can take place at
the external faces of a structure, as in the case of overtopping
or overflowing events, but can also occur within the em-
bankment or its foundation caused by water infiltration. The
latter form is usually denoted internal erosion encompass-
ing four distinct physical processes (namely, concentrated
leak erosion, contact erosion, suffusion and backward ero-
sion) [13, 14], whereby some of these involve at local scale
the more usual configuration of soil erosion by a tangential
water-flow.

It is therefore essential to be able to quantify the soil’s
resistance to erosion, which has led to the development of
specific testing devices and procedures in the last decades.
These require, in particular, the existence of a local law to
be postulated, relating erosion rate and fluid flow strength at
the exposed surface of the soil. The parameters introduced in
such an erosion law are often called erodibility and concep-
tually considered as intrinsic properties of the soil. The Hole
Erosion Test (HET) [8], the Erosion Functional Apparatus
(EFA) [16] and the Jet Erosion Test (JET) [43] can be re-
garded as the devices most widely used for such assessment
of the soil’s resistance to erosion. The latter in particular has
gained wide popularity due to its applicability to a broad
range of soil types and its possible operation both in labo-
ratory and field conditions, although it involves a far much
complex flow configuration imposed by the immersed jet
impingement. Relying on specific interpretation models for
each test, the parameters of the erosion law can then be cali-
brated by adjustment to the experimental data obtained for a
particular soil sample, leading this way to the assessment of
the intrinsic soil’s erodibility and to a possible classification
in related charts.

In the absence of an appropriate theoretical background,
erosion laws have so far been almost exclusively elaborated
on an empirical basis [68], with no general consensus on the
choice of the relevant quantities and on whether mean or dis-
tributed magnitudes of the relevant variables should be used,
especially as regards the fluid flow action [34, 46, 52, 55].
A simple and commonly used law relies on a direct relation
between the rate of erosion n (i.e. volume loss by surface and
time units) and the so-called excess shear stress that reads as
the difference between the effective shear stress value g ex-
erted by the fluid flow at a given location of the soil’s surface
and a critical value denoted g2 that accounts for soil’s resis-

tance against erosion [3, 46, 58]. In its most generic form, a
power law relation can be used with introduction, in addition
to g2 , of two other parameters, namely an exponent = and
a proportionality coefficient :3 called erosion coefficient.
Alternatively, a dimensionless form can also be proposed
by introducing the erosion rate coefficient n3 = :3g

=
2 . The

excess shear stress law consequently reads:

n =

 :3 (g − g2)= = n3
(
g
g2
− 1

)=
8 5 g ≥ g2

0 8 5 g < g2

(1)

In the related literature, the exponent = is commonly set
equal to 1, particularly in the interpretation models for the
HET [14] and JET [43] tests. However, when set free, =
can be slightly higher or lower than unity but in any case
it appears merely as a fitting parameter of experimental or
numerical data which does not provide relevant physical sig-
nificance [15]. On the contrary, both the critical shear stress
g2 and the erosion coefficient :3 (or alternatively the erosion
rate coefficient n3) can be regarded as the so-called soil’s
erodibility, representing respectively the maximal resistance
to fluid flow stress and the kinetics of soil’s removal once
erosion takes place.

Great effort has often been devoted to achieving a bet-
ter understanding of these erodibility parameters, mainly by
systematic confrontation and interlinking with some of the
typical properties of natural soils. While a very large variety
of empirical relations has emerged in the literature (partially
listed e.g. in [14, 40, 71]), most of which are focused on the
critical shear stress g2 with little or no attention to the erosion
rate parameter :3 , there is no broad consensus on the matter
so far.

Concerning the critical shear stress g2 , a straightforward
extension of the classical cohesionless situation can be con-
sidered for some specific types of soils, namely those involv-
ing predominantly large grains but being however cohesive
due to inter-particle bonds by a certain binding matrix. The
resistance of non-cohesive sediments against fluid flow ero-
sion is indeed known for about a century [19] through a
given threshold value in terms of the dimensionless Shields
number (ℎ0 that compares superficial fluid shear stress g to
buoyant weight:

(ℎ0 =
g

Δd63
(2)

The critical values of (ℎ0 at erosion onset lie approximately
along a general curve as a function of the shear Reynolds
number '4g in the so-called Shields diagram. Note that '4g
depends on g through the shear velocity, complicating some-
what the use of this diagram [19]. One canmore conveniently
rely on several explicit empirical expressions provided in the
literature [20, 34, 41] that relate the critical Shields number
(ℎ∗0 to '4

∗
g , the shear Reynolds number at erosion onset.



On the erosion of cohesive granular soils by a submerged jet. A numerical approach 3

When the soil grains are bonded, then the mechanical
balance involves additional inter-particle adhesive forces,
giving rise to a significant increase in the soil’s resistance
to erosion. In this case, the complexity of the related under-
lying mechanisms at the grain scale increases substantially,
also including collective effects [71]. However, for moder-
ately cohesive soils, cohesion can be simply added to the
buoyant weight for a generalization of the Shields criterion
[18, 23, 27, 49, 62, 67]. To this end, the introduction of a typi-
cal cohesive stress f2>ℎ is necessary, for instance as given by
a macroscopic tensile strength, which can then be compared
to the buoyant stress Δd63 (with 6 the gravity, 3 the mean
grain diameter, and Δd the difference between grain den-
sity d6 and fluid density d 5 ) in the so-called dimensionless
granular Bond number �>6 [2, 21, 27] that reads:

�>6 =
f2>ℎ

Δd63
(3)

Based on recent experimental results, Brunier-Coulin and
co-workers proposed, with reasonable agreement, the fol-
lowing convenient form of generalized Shields criterion for
moderately cohesive granular soils [18]:

(ℎ∗ =
g∗

Δd63 + Uf2>ℎ
=

(ℎ0
∗

1 + U�>6
(4)

where g∗ stands for the critical fluid shear stress at the ero-
sion onset. In this expression, (ℎ∗ and (ℎ∗0 denote the critical
values of the Shields number respectively in its generalized
and traditional (i.e. cohesionless) forms for the correspond-
ing critical shear Reynolds number '4∗g . It is straightforward
to show that the cohesive Shields number (ℎ∗ coincides with
the usual definition (ℎ∗0 in the cohesionless case when �>6
tends to zero, while it sharply decreases for high levels of
cohesion, i.e. for �>6 � 1. The coefficient U is presumably
of order 1, arising from the dimensional analysis, through the
two contributing resistant stresses (buoyant weight and cohe-
sion). In this respect, Brunier-Coulin and co-workers found
U3� = 2.26 ± 0.27 from their experimental data carried out
on millimetric glass beads bonded by solid resin bridges and
eroded by an impinging jet in laminar regime [18].

The present study deals with the numerical simulation of
these previous experiments, namely JET tests in a laminar
flow condition impinging on cohesive granular samples. To
this end, a relevant simulation method is required to account
for both the hydrodynamics and the soil’s behaviour during
erosion. Only few works have focused on such simulation
of soil’s erosion by an impinging jet. A first option is to
employ a pure CFD approach (Computational Fluid Dynam-
ics), where the soil’s surface is only considered as a boundary
condition that evolves according to a prescribed erosion law
[53, 54]. Alternatively, a mixed kind of modelling may also
be performed both for 2D and 3D geometries, coupling a
continuous description of the fluid flow (either by CFD or al-
ternative methods) and a discrete description of the granular

soil with the Discrete Element Method (DEM). This way, the
interaction between fluid and grains can be properly included
at small scale (grain-resolved simulation) and used to anal-
yse erosion, either with purely cohesionless sands [11, 47] or
bonded granular media [10, 29, 31]. Some notable contribu-
tions with the latter method have focused on the simulation
of HET tests and discussed the relevance of both the excess
shear stress law (Eq. 1 with = = 1) and an energetic approach
[50, 66].

Our contribution here follows the same line of these latter
studies involving bonded particles. It is based on a coupled
approach with the Lattice Boltzmann Method (LBM) for
the computation of the fluid dynamics in the porous space
while the DEM scheme employed for the granular material
includes a specific cohesion model governing the rheology
and failure of the solid bonds [10, 36]. The resulting cohe-
sive granular sample is fully saturatedwhile the imposed flow
conditions to induce erosion involve an impinging jet in the
laminar regime, just as in the related experiments described
in [18], but restricted here to a bi-dimensional geometry.
Consequently, this study represents a direct extension to co-
hesive materials of the previous work by the authors dealing
with the onset of impinging jet erosion for cohesionless gran-
ular samples [11]. A further novelty of this paper concerns
the interpretation model and the inferred erodibility param-
eters. Finally, we also propose here a specific analysis of
the crater dynamics to be compared to previous studies with
cohesionless [26, 47] and weakly cemented sands [18].

The remainder of this paper is organized as follows. The
numerical approach is first presented, including a brief de-
scription both of the methods employed for this study as well
as of the jet configuration, parameters and research protocols
adopted here. Then, we summarise the numerical counter-
part of the usual interpretation procedure of impinging jet
erosion, including the necessary adaptation of the model to
the present 2D geometry and laminar flow conditions. Af-
terwards, the numerical results of the study are presented,
focusing at first on the onset of erosion and on the derivation
of a suitable dimensionless descriptor (a generalized form of
the Shields number). We then address the resulting transient
evolution of the scouring process and its related erosion law.
Finally, we discuss the relevance and suitability of the current
interpretation framework (i.e. the "inherent" soil erodibility
parameters) in the light of our numerical results and review
in a critical manner the specific assumptions and limitations
of the presented model.

2 Numerical approach

2.1 Numerical methods

In essence, the present investigation at micro-scale relies on
a combination of two classical numerical methods, namely
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the Lattice Boltzmann Method (LBM) and the Discrete El-
ement Method (DEM). The LBM permits the simulation
of fluid flows through an explicit and discrete resolution of
the Boltzmann equation. Following the Chapman-Enskog
expansion [22], the incompressible Navier-Stokes can be re-
covered at small Mach numbers. The solid counterpart, i.e.
the assembly of solid grains, is modelled here with the DEM,
which accurately simulates multi-body interactions by fric-
tional contacts and collisions. The present study is restricted
to a 2D geometry, where the solid particles are represented
by disks with a mean diameter d and a uniform grain size
distribution in the range [0.83, 1.23]. A finer description of
the two methods and of the way they are coupled is included
here as supplemental data (see section "supplementary infor-
mation"). The interested reader will find further details on
our code and additional relevant references in [10, 11, 56].

Now let us specify two important quantities that will be
used in the following, especially to evaluate the relevant
dimensionless numbers. The first one is the microscopic
adhesion force at contact, denoted �2 , adopted from the
solid bond rheology proposed by Delenne and co-workers
[33] to account for the presence of solid cohesive bridges
at the intergranular contacts. This model includes three lo-
cal degrees of freedom at contact (normal, tangential, ro-
tation), associated with corresponding yield values for the
pure normal, shear and bending interactions across the cohe-
sive bond. For the mixed modes of de-cohesion, the model
assumes a paraboloidal yield surface in the space of bond
interactions based on experimental results with plane-strain
granular samples. By adopting fixed relationships between
the three yield values, the bond failure conditions are fully
defined by a unique independent parameter, here the cohe-
sion force �2 denoting the maximal pure tensile force before
fracture. The second quantity of interest is the so-called "hy-
draulic" diameter 3ℎ = 0.83 of the solid particles that is used
for the fluid flow calculation in the two-dimensional LBM-
DEM coupling. This fictitious hydraulic diameter is actually
the relevant size magnitude to be considered along with the
hydraulic force acting on the particles.

2.2 Numerical set-up and parameters

2.2.1 2D impinging jet simulation

The flow configuration adopted for this study is a down-
ward plane laminar jet originating from a nozzle of width 1
and impinging the horizontal surface of a cohesive granular
sample (see Fig. 1).

The following LBM boundary conditions have been as-
sumed for this study case: The solid walls forming the bound-
aries of the nozzle feature a bounce-back condition [24],
while the exterior boundaries have all been implemented
with a Zou/He outlet condition with zero pressure [72]. For

y

H

d

Nozzle

Wall

b

x

u0

Fig. 1. Sketch of the impinging jet configuration considered
in the present study.

the jet’s nozzle of width 1 we impose a velocity inlet with a
Poiseuille profile following the regularized method proposed
in [48]. This way, the mean velocity of the Poiseuille jet flow
at the nozzle reads D 9 = 2

3D0, with D0 being the maximal
inlet velocity, and the corresponding jet Reynolds number is
defined as '4 9 = D 91/a.

2.2.2 Numerical procedures

Two different simulation protocols have been used in this
study for the interpretation and quantification of the soil
erodibility parameters. The first one aims at quantifying the
critical shear stress at the onset of erosion while the second
one addresses the time evolution of the scouring process.

Protocol A: Onset from increasing inlet velocity
The aim of this protocol is to determine the erosion

threshold for a given cohesive granular sample. To this end,
the maximal velocity of the jet inlet D0 is progressively and
linearly increased over time at a constant acceleration rate
of 0.05 m/s2. The simulation duration is fixed at 20 s. This
way, we can identify the critical inlet velocity D∗0 based on
the initiation of bonds breakage and the appearance of grain
motion at the bed surface. This critical velocity can then
be used to estimate the critical shear stress of the cohesive
sample as explained hereafter.

We have repeated this procedure for different values of
both the fluid kinetic viscosity a and cohesion strength �2
(including the classical cohesionless case when �2 = 0),
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as well as for three different granular samples with a mean
diameter of 3= 2, 3, and 5mm, respectively. All three granu-
lar samples are generated polydisperse with a uniform grain
size distribution, ranging from 3<8= = 0.83 to 3<0G = 1.23,
and giving rise to very similar solid volume fractions around
q = 0.82 ± 0.01. The related data thus provide a large range
of conditions to be displayed in the Shields diagram. The
input parameters for this parametric study are summarized
in Table 1.

Protocol B: Scouring with constant inlet velocity
Unlike the first protocol A, the jet inlet velocity is now

maintained constant throughout the simulation of the jet ero-
sion process. This protocol aims to investigate and quantify
the scour kinetics based on an erosion law, consequently
estimating the erodibility of the cohesive samples. In this
respect, an adapted interpretation model is necessary for the
2D impinging jet erosion in a laminar regime (see Sec. 3)
since the original JET interpretation model is only valid for
a 3D flow configuration and turbulent jets.

In order to test the validity of our proposed interpreta-
tion model, we have performed a specific set of simulations
with the parameters of series S2 (see Table 1) for different
constant values of the maximal jet inlet velocity D0, chosen
in close proximity to the threshold velocity previously ob-
tained with protocol A (namely for D0 equal to 1.9, 2.0, and
2.2 m/s), while the cohesive bond strength �2 was varied
systematically in the range of [1.0, 2.0] Newtons.

Table 1. Series used with the two protocols. In addition to
the fluid density which is always d 5 = 1000 kg/m3, the
other fluid’s input parameters are the kinematic viscosity a,
the nozzle diameter 1, and the impingement height �, while
the particle diameter is 3.

series Protocol d (mm) a (m2/s) 1 (mm) � (mm)
S1 A 2 1 × 10−4 6.6 70.1
S2 A, B 2 4 × 10−5 5.0 70.0
S3 A 2 5 × 10−5 6.6 70.1
S4 A 3 4 × 10−5 6.7 70.4
S5 A 3 5 × 10−5 6.7 70.4
S6 A 5 5 × 10−5 6.0 70.1

2.3 Dimensionless numbers

According to the literature summarized in section 1, three
relevant dimensionless numbers must be considered for the
erosion of cohesive granular soils. Concerning the extension
of the classical cohesionless situation, we first need to use
the dimensionless numbers of the Shields diagram, namely
the Shields number (ℎ0 and the shear Reynolds number
'4g , both calculated at the macroscopic scale from the max-
imal shear stress g exerted by the flow at the top surface

of the sample. Second, a proper definition of the granular
Bond number �>6 is then required to quantify the cohesion
strength as defined, for instance, from a characteristic cohe-
sive stress f2>ℎ , whose definition needs to be adapted to our
2D modeling conditions.

In our previous work on the subject, we proposed an
expression for the maximal shear stress generated by the jet
flow at the surface of a smooth horizontal wall in laminar
flow conditions ('4 9 < 120) and for a 2D geometry, and
then proposed its extension to the case of a granular surface
[11]. This relation, obtained by comparison to the classical
free jet case and its related self-similar model, reads:

g" = 0.137d 5 D29'4
1/6
9

(
� + _
1

)−2/3
(5)

where � stands for the distance from the nozzle exit to the
impingement surface while _ = 0.036'4 91 is the so-called
virtual origin of the jet [11, 59]. The exponent " is used
for "macroscopic" as the present empirical approximation is
indeed obtained at the sample scale. For the two protocols
used here, the jet Reynolds number reaches a maximal value
only slightly larger than 200, a range where the expression
in Eq. 5 is most probably still valid.

From this maximal macroscopic fluid shear stress g" ,
the standard definition for the shear velocity Dg =

√
g"

d 5

holds but some adjustments are needed to account for the
hydrodynamic forces on a grain in our 2D configuration.
First, the hydraulic diameter 3ℎ = 0.83 must be used instead
of the effective grain diameter 3. Second, we propose to
adapt the standard definition of the Shields number (Eq. 2)
for a proper comparison to the experimental data and Shields
curve by using a factor 8

3c , accounting for the differences in
cross section and volume between a sphere and a disk (see our
previous study of the cohesionless case [11]). This way, we
consider the following expressions for the classical Shields
number and the shear Reynolds number in our 2D geometry:

(ℎ0 =
8
3c

g"

Δd63ℎ
=
10
3c

g"

Δd63

'4g =
Dg3ℎ

a
= 0.8

√
g"

d 5

3

a

(6)

On this basis, we managed to compare successfully our
numerical results with some previous experimental data for
a plane jet impinging on cohesionless samples made out of
glass beads provided by [5]. The resulting representation of
the data in the classical Shields diagram was satisfactory,
showing as well a reasonable agreement with the explicit
formulation of the Shields curve, with nevertheless a slight
overestimation [11]. It should additionally be noted that a
qualitative agreement with experiments in axisymmetric ge-
ometry [17] has also been obtained.
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Finally, as regards the additional contribution to resistant
stresses induced by the solid bridges connecting the grains
and denoted f2>ℎ , Brunier-Coulin and co-workers [18] sug-
gested to use the macroscopic yield tensile stress gC , which
they measured at sample scale. In their study, they also mea-
sured,when practicable, themaximal tension force �C needed
to break individually a given bond, and proposed an approx-
imate relation between those quantities, gC ≈ 1.25�C/32, as
derived from Rumpf’s equation [60] and assuming realistic
values for the solid volume fraction and coordination num-
ber within their granular packings [4, 18]. By analogy, this
proportionality relationship would read f2>ℎ ≈ �C/3 for the
case of our 2D configuration. Here it is worth noting that
this cohesion stress is expressed intendedly in units of N/m
instead of Pa since we are dealing here with a 2D geometry.
Regarding our cohesive bond model described in Sec. 2, we
may simply identify �C with the yield normal tensile force
�2 , so that the 2D version of the granular Bond number to
be used in the following eventually reads [36]:

�>6 =
f2>ℎ

Δd63
=

�2

Δd632
(7)

Note that in this case the effective grain diameter 3 is con-
sidered here instead of the hydraulic diameter 3ℎ since these
forces pertain to the DEM part of the simulation model. Nev-
ertheless, an alternative use of 3ℎ would also lead to similar
results solely changing the coefficient U in Eq. 4.

3 Analysing soil’s erosion by an impinging jet

3.1 Original analytical model

In its basic version, the usual interpretation model of the Jet
Erosion Test considers only the time evolution of the scour-
ing crater depth right at the jet axis under the assumption that
the erosion law in Eq. 1 holds, with = = 1 and with a rate of
erosion expressed as n = 3G

3C
(where G is the distance from the

jet nozzle to the center of the crater) [43]. The final steady-
state scour depth, which is approached asymptotically but
not always easily measurable experimentally, was originally
assumed to be given by an empirical relation [43]. How-
ever, recent studies in the literature have proposed several
improvements and alternative methods either by employing
different fitting procedures [32, 45, 51] or by considering the
whole volume of eroded soil [42, 57, 63].

A questionable issue in this model concerns the expres-
sion considered for the characteristic fluid shear stress g.
This quantity is particularly difficult to measure, especially
at a soil surface where a crater develops progressively, and
generally can only be estimated based on strong hypothe-
ses. Following previous studies on impinging jets over solid
smooth walls [6, 7, 44], the expression g = 1

2 d 5 � 5 +
2 is

commonly used, where + stands for the maximal vertical

velocity at the same distance G from the nozzle as given by
the self-similar model of a free jet [12, 65], and with the
introduction of a friction coefficient � 5 whose typical value
is around 4 × 10−3 for turbulent flow conditions [1]. At this
point it is worth noting that the JET interpretation model is
based on a series of assumptions which are oversimplified
and obviously unrealistic:

– The top of the soil sample is far from remaining flat and
smooth during the test, while the stress model bears no
consideration of the crater development.

– The maximal shear stress, even on a horizontal solid
wall, is not located at the jet apex, where a stagnant point
exists, but at some distance from the jet axis [7].

– The shear stress values along the soil surface where ero-
sion occurs are widely distributed [7].

– The substantial impact of flow confinement is not con-
sidered [39].

Bearing in mind these reservations, which will be partly
discussed afterwards, it is then possible to obtain a rather
simple analytical expression for time as a function of scour
depth and, after a proper fitting procedure, to deduce from
the experimental data the two erodibility parameters of the
tested soil specimen, even if a substantial dispersion can arise
when using different fitting methods [32, 45, 51].

3.2 Adaptation to the present study

The previous JET interpretation model is not directly ap-
plicable to our particular situation for two main reasons: (i)
the geometry here is that of a plane jet instead of the usual
3D axisymmetric jet; (ii) the flow regime remains laminar,
far from the standard turbulent case. As detailed in the sup-
plemental data of this paper (see section "supplementary
information"), an adaptation of the model is proposed, based
on the non-linear excess shear stress erosion law (Eq. 1) and
on the appropriate expression for the maximal shear stress
given by Eq. 5. This permits a straightforward derivation of
two characteristics quantities, namely the critical shear-stress
g2 and the erosion time scale C4A , as follows:

g2 = g
"
∞ = 0.137d 5 D29'4

1/6
9

(
G∞ + _
1

)−2/3
(8)

C4A =
10.951

d 5 D
2
9
'4
1/6
9
:3

(9)

where G∞ stands for the asymptotic distance from the nozzle
to the crater floor (i.e. the maximal crater depth). The purely
analytical resolution of the system is here no longer feasible
and only a numerical resolution can be performed, which
means that the exponent = must be prescribed and cannot be
used as a free parameter. Nevertheless, we can reasonably



On the erosion of cohesive granular soils by a submerged jet. A numerical approach 7

merge all cases where = ≠ 1 simply by tuning the time scale
with the empirical coefficient j= such that C4A= = j=C4A =

C4A==1 . A very good approximation for j= is given by ln(j=) =
4.55(= − 1).

Once this time-scale tuning adopted, we can limit our-
selves to the case = = 1 for which one finds that all the
scouring curves of ΔG versus time obtained by exact numer-
ical integration can be almost perfectly approximated by a
standard exponential law (see section "supplementary infor-
mation"):

ΔG

ΔG∞
= 1 − exp

(
− 0 C

C4A

)
(10)

where 0 is a fitting parameter which depends solely on

b0 =
(
�+_
1

)−2/3
and b∞ =

(
G∞+_
1

)−2/3
.

For the sake of simplicity, this exponential approxima-
tion will be used in the forthcoming section to fit the numer-
ical results. Interestingly, this trend is rather consistent with
the crater depth evolution observed in purely granular soils
scoured by a jet of impinging gas [26, 47].

4 Numerical results

4.1 Onset of jet erosion for cohesive samples

This section presents the results on the erosion threshold for
a given cohesive strength of the granular sample when the
inlet velocity is increased over time following protocol A as
described in the previous section 2. Figure 2 shows a selection
of snapshots for a typical simulation of the sample erosion.
The full sequence for the whole simulation can be seen in the
supplemental film video_S1 (See section "Supplementary
Information").

The starting point of erosion can actually be well de-
tected visually based simply on the inspection of a sequence
of standard plots (here the particles’ position and fluid ve-
locities). In this example, the critical inlet velocity D∗0 for
the onset of erosion is reached at time C = 4.86 s with an
uncertainty below ±0.03 s (i.e. the time difference between
successive output frames), while the related absolute error
on the critical velocity is thus ±3.0 × 10−3 m/s. In practice,
the error bars are here smaller than the size of the symbol
markers and are consequently not plotted in the following
graphs. Alternatively, a criterion based on the total kinetic
energy of the grains can also be employed to detect the onset
of granular movement. Figure 3 shows the total kinetic en-
ergy of the sample versus time, which also yields an accurate
measure of time at the erosion onset but without any sig-
nificant improvement of its precision. Therefore, the visual
criterion is consequently preferred for simplicity.

In any case, the kinetic energy of single particles can
also be used to discriminate between eroded and non eroded

grains. To this end, we have introduced a threshold energy
value �2 , conveniently chosen somewhere in-between the
typical kinetic energy levels observed at the very beginning
of erosion, when only a few number of grains are in motion,
and a minimal value arising from the intrinsic background
noise of particle vibrations. As shown in Fig. 2, a critical
threshold of �2 = 2.0 × 10−4 J permits to identify well the
eroded state for particles with mean size 3 = 2 mm, depicted
in white colour in the corresponding graphs.

The critical inlet velocities D∗0 observed at the erosion
threshold for different bond strengths �2 , including the co-
hesionless case with �2 = 0, are shown in Figure 4, where
a distinct correlation appears clearly. Furthermore, it is also
apparent that a decrease in the mean particle size leads to
an increase in the critical inlet velocity required to erode the
particles for a given bond strength. In other words, here it
becomes clear that for smaller particles the cohesive bond
bears a stronger relative relevance, which makes them thus
more difficult to be swept away. This is most probably due
to the fact that the cohesion strength �2 is here assumed
independent of the size of the bonded particles. In this re-
spect, we envisage future works dealing with an appropriate
definition of the bond yield conditions taking the particle-
size into account and particularly relevant if broad grain size
distributions are considered.

Next, the critical fluid shear stress g"2 and then the criti-
cal value of the classical cohesion-less Shields number (ℎ∗0
can be both estimated from the onset velocity D∗

9
= 2
3D
∗
0

using Eq. 5 and Eq. 6, respectively. When plotted in the
usual Shields diagram (Figure 5), the corresponding data of
(ℎ∗0 increase monotonously with the critical shear Reynolds
number '4∗g and, as �2 gets higher, they increasing depart
from the Shields curve, which is provided here by the explicit
formulation given in [41] that reads:

(ℎ∗�D> =
0.106
'4∗g

+ 0.0545
[
1 − exp

(
−0.158'4∗g

0.52
)]

(11)

This result evidences that the classical Shields number def-
inition, which is based solely on the buoyant weight and
friction, is no longer appropriate when adhesive or cohesive
forces are present at the grain scale. In practice, this is com-
monly observed for the case of fine sediments as rationalized
for instance in [28].

Besides, when considering merely the values obtained
without cohesion, we notice already a very substantial dis-
crepancy between the measured data and the expected ones
which should normally be close to the Shields curve approx-
imated by Guo’s law (Eq. 11). However, this deviation seems
to be systematic and a fairly good agreement can thus be
found by simply shifting the Shields curve via a multiplying
coefficient denoted ^. As can be seen in Fig. 5, the best fit pro-
vides a value of ^ = 7.9±0.6 (goodness of fit '2 = 0.754). At
present, we have no clear explanation for this marked over-
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(a) (b)

(c) (d)

(e) (f)

Fig. 2. Time sequence of a jet erosion on a cohesive granular sample, of cohesion strength �2 = 1.2 N, composed of 5,000
particles with 3 = 2 mm (series S2 of Table 1) for (a) C = 2.56 s, '4 9 = 126, D0 = 1.51 m/s; (b) C = 4.86 s, '4 9 = 136.5,
D0 = 1.64 m/s; (c) C = 5.12 s, '4 9 = 137.7, D0 = 1.65 m/s; (d) C = 5.89 s, '4 9 = 141.2, D0 = 1.69 m/s; (e) C = 6.4 s,
'4 9 = 143.6, D0 = 1.72 m/s; (f) C = 8.96 s, '4 9 = 155.4, D0 = 1.87 m/s. Solid particles with a kinetic energy above a critical
threshold value �2 = 2.0 × 10−4 J are classified as eroded (here depicted in white colour). The cohesive bond network is
displayed as white lines joining the centers of bonded particles.
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Fig. 3.Time evolution of the total kinetic energy of the grains
during the jet erosion shown in Fig. 2.
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Fig. 4. Critical values of the inlet velocity D∗0 versus cohesive
bond strength �2 for the simulated tests with different series
from S1 to S6 (see Table 1).

estimation of the erosion threshold compared to the semi-
empirical prediction of Shields. It should be noted, however,
that our previous study had already highlighted this discrep-
ancy, albeit to a lesser extent [11]. In the same vein, Choo
and co-authors have shown that several parameters (packing
density, particle shape, uniformity coefficient) could lead to
an overestimation of the erosion threshold [25] but, again,
clearly underneath a ^ value around 8. In the end, the critical
condition for cohesionless erosion that we will use in the
following is empirically calibrated to (ℎ∗ = ^(ℎ∗

�D>
without

further physically sounded explanation regarding the rather
high value obtained for ^.

In order now to test the generalization of the critical
Shields number to cohesive granular soils as proposed by
[18] and expressed in Eq. 4, it is first necessary to deter-
mine the optimal value of the dimensionless geometrical

1 10

0.1

1

10

 S
h* ; S

h 0
*

Ret
*

Xk

Fig. 5.Critical values of the usual Shields number (ℎ∗0 (open
symbols, same as in Fig. 4) and of the generalized Shields
number (ℎ∗ (grey closed symbols) as functions of the critical
shear Reynolds number '4∗g . The cohesionless data are also
plotted (black solid symbols) and can be matched empiri-
cally to the theoretical Shields curve (dashed line given by
Eq. 11), after simple multiplication by ^ = 7.9 (solid line).
The generalized Shields numbers (ℎ∗ are calculated from
Eq. 4 with U = 0.33 and ^ = 7.9.

coefficient U. To this end, and assuming that (ℎ∗ lies on
the empirically modified Shields curve, or equivalently that
(ℎ∗ = ^(ℎ∗

�D>
, the following relation must be fulfilled ac-

cording to Eq. 4:

(ℎ∗0
^(ℎ∗

�D>

− 1 = U�>6 (12)

Using our 2D definition for the granular Bond number
given in Eq. 7, this relation is successfully tested in Figure 6
where a satisfactory agreement is found with the predicted
proportional law. A linear regression with zero y-intercept
gives U = 0.33 ± 0.01 (goodness of fit '2 = 0.976). Note
that this result is coherent with an expected value close to
1. Moreover, since ^U ≈ 2.6, it is also of the same order
of magnitude than the corresponding experimental value of
U3� = 2.26 ± 0.27 found by [18], in 3D conditions and
without cohesionless empirical calibration (i.e. for ^ = 1).

Finally, a new plot of the values of (ℎ∗ in Fig. 5 based
on the same data and adopting U = 0.33 in Eq. 12, gives
a rather good agreement around the Shields curve and val-
idates, through from the cohesionless empirical calibration,
the suitability of the generalized Shields number to describe
the erosion onset for cohesive granular samples instead of
the classical Shields number. Moreover, this validation also
somehow confirms and strengthens the previous findings
by [18] based on experimental data. As a consequence, the
generalized critical Shields number (ℎ∗ can be used a priori



10 Zeyd Benseghier et al.

1 10 100

1

10

 Bog

 S
h* 0   

/k
Sh

* G
uo

-1

 

 

Fig. 6. Plot for all data of (ℎ∗0
^(ℎ∗

�D>

− 1 versus the granular
Bond number �>6, where (ℎ∗0 is the critical cohesionless
Shields number obtained in the simulation, (ℎ∗

�D>
is given

by the implicit formulation of [41] in Eq. 11, and ^ = 7.9. The
symbols are the same as in Fig. 4 while the error bars arise
from the width of the particle size distribution. The solid line
represents a linear regression where the slope U is equal to
0.33 ± 0.01 with a correlation coefficient '2 = 0.976.

as a reference value for predicting the macroscopic critical
shear stress g"2 of our cohesive materials at the onset of
erosion, which is supposed to coincide with the critical shear
stress g2 of the erosion law and whose presumed expression
thus reads:

g2 = g
"
2 = Δd63(ℎ∗

(
1+U�>6

)
= (ℎ∗

(
Δd63 +U�2

3

)
(13)

where the usual Shields number (ℎ∗ = ^(ℎ�D> can be es-
timated from the explicit expression (ℎ∗

�D>
('4∗g) of [41]

given by Eq. 11. In the present 2D geometry U = 0.33,
^ = 7.9, and �>6 as defined in Eq. 7, while, in the more
common 3D case, Brunier-Coulin and co-authors [18] found
U = 2.26, ^ = 1, and �>6 is given by Eq. 3.

Note additionally that this expression of the critical shear
stress for surface erosion is somehow reminiscent to a closely
similar linear relation between effective friction coefficient
and granular Bond number found by Roy and co-workers
when studying rheology of wet granular materials [64].

4.2 Scour kinetics and inferred erodibility

4.2.1 Time measurement of the crater depth

As exemplified by the red line in Figure 7, the shape of the
crater can be obtained at any given time from basic image
processing techniques with the help of the free software Im-
ageJ. Two different methods were then tested to determine

Δx∞

Fig. 7. A typical image resulted from post-processing tech-
niques, using time average of the evolution of the scour area
(black surface) once equilibrium is reached for ΔG∞ = 23.5
mm in series S2 with �2 = 2 N. The red line corresponds to
the scour being excavated at C = 1.0 s while the final interface
is obtained after averaging over the temporal range 3-8 s.

the crater depth ΔG. The first one is based on a manual de-
tection at each time step of the deepest position underneath
jet impingement while the second assumes that the scour
depth can be deduced from the crater area. This assumption
is relevant in the context of a self-similar crater profile, with
the width of the crater being proportional to its depth. Con-
sequently, ΔG is directly proportional to the square root of
the surface � of the crater. The evolution of the scour depth
thus reads:

ΔG = ΔG∞

(
�

�∞

)1/2
(14)

where �∞ and ΔG∞ stand for the asymptotic values of the
crater area and depth, respectively.

The scour area � can be measured automatically from
the crater shape and reaches a steady-state after a while. The
same holds for the crater depth ΔG obtained from manually
tracking the interface of the crater at its center. As shown
in Figure 8, these methods (area and interface) give rather
close results, especially at the equilibrium since they both
reach approximately the same plateau ΔG∞: ΔG∞ = 23.46
mm and ΔG∞ = 23.95 mm for the area and the interface
methods, respectively. As a consequence, both methods will
give almost the same estimation of g2 . However, the interface
method generates more fluctuating data and a substantially
slower kinetics,meaning that different values are expected for
C4A and thereafter for :3 . This discrepancy at the beginning
of the scouring process is probably due to the fact that the
maximal shear stress along the soil surface, where erosion
first starts, is not at the jet apex but located symmetrically at
some distance. In addition to being simpler and automatic,
the area method was preferred for being more integrative and
less fluctuating.

In practice, the time evolution of the non-dimensional
scour depth ΔG/ΔG∞ is obtained as follows. First, the evo-
lution of � versus time allows to determine the temporal
range where a steady-state is reached. Then, a time average
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Fig. 8. Time evolution of the non-dimensional crater depth
ΔG/ΔG∞ for the same parameters as in Fig. 7 (series S2 with
�2 = 2 N) and with two different methods: Area (solid line
in black) with ΔG∞ = 23.46 mm; Interface (dotted line in
red) with ΔG∞ = 23.95 mm. The dashed solid line in blue
stands for the following exponential law: 1 − exp(−lC) with
l = 1.15 s−1.

over this range is performed to get precisely the shape of the
steady crater. It is then possible to measure both the final
depth ΔG∞ and the final area �∞ and, finally, to calculate the
crater depth ΔG from Eq. 14.

4.2.2 Implementation of the new model

This section aims to test our 2D jet interpretation model,
as developed in Sec. 3, and to quantify systematically the
erodibility parameters. To do so, the series of simulations
S2 (see Table 1) was conducted following protocol B. At the
end of each simulation, image sequences obtained based on
particle positions are saved, then a proper post-processing
technique is performed to quantify the time evolution of
the scour depth ΔG from the crater area. Afterwards, the
crater position G(C) = G0 + ΔG(C) is calculated, especially its
asymptotic value G∞ reached at the equilibrium. This value is
essential to determine the critical shear stress g2 from Eq. 8.

From the typical evolution of the non-dimensional crater
depth ΔG

ΔG∞
versus time C shown in Fig. 8, it is here once

again apparent that a standard exponential law of the form
1 − exp(−lC) can well account for the general trend. In this
particular example, a coefficient l = 1.15 ± 0.02 s−1 is
obtained with a goodness of fit '2 = 0.948.

As explained in the section dedicated to the interpre-
tation model (see sec. 3), the exact solution of the scour
depth evolution can be also approximated by an exponential
function 1− exp

(
− 0 C

C4A

)
where 0 depends on b0 and b∞ (or

equivalently on�, '4 9 and G∞). For instance, in the case pre-
sented in the supplemental data (see section "supplementary

information") that corresponds to the post-processed data in
Fig. 8, we found 0 = (5.35 ± 0.01) × 10−3.

Finally, the adjustment of the numerical data with the
model allows to identify the characteristic erosion time C4A
as C4A = 0/l. For the example shown in Fig. 8, one gets
C4A = 0/l = (4.65±0.09) ×10−3 s. Then :3 can be deduced
from Eq. 9 and reads :3 = (2.83 ± 0.06) × 10−3 m3/N/s.

Based on a systematic use of this approach, Figure 9
presents the erodibility parameters :3 , n3 , and g2 deduced
fromour simulations for different values of the cohesive bond
strength �2 , respectively.
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Fig. 9. Plot of (a) erosion coefficient :3 , (b) erosion rate
coefficient, and (c) critical shear stress versus cohesive bond
strength �2 obtainedwith three different inlet velocities: D0 =
1.9 m/s (black square symbols), D0 = 2.0 m/s (red circle
symbols), and D0 = 2.2 m/s (blue triangle symbols). An
alternative method where the eroded particles are removed
is also presented for D0 = 1.9 m/s (grey square symbols). In
graph (c), the data obtained for erosion onset in the previous
section have been added (open symbols) while the solid line
stands for Eq. 13.
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As regards :3 and n3 , two important points can be ob-
served. First, both quantities consistently decrease when the
cohesion strength gets higher. Second, for a given cohesion
strength, the results vary moderately when the jet inlet veloc-
ity D0 is changed, which is not expected since the erodibility
parameters are supposed to be intrinsic of the material and
should not depend on the fluid solicitation for any given co-
hesion strength. Note also that the variability induced by D0
is somehow higher for n3 than for :3 .

This unexpected dependency on D0 also appears to hold
for g2 , but even in a far more pronounced manner, with an
increase of up to almost 25 % when D0 varies from 1.9 m/s
to 2.2 m/s. In addition, for a given value of D0, g2 is only
poorly dependent on �2 , whereas an almost linear relation
would be expected both from Eq. 13 and from the values
of the erosion onset g"2 obtained in the previous section. A
substantial increase of g2 with cohesion was also found from
previous numerical HET tests [66].

5 Limitations of the current approach

5.1 A rather limited domain for cohesive surface erosion

In order to explore the range of applicability of the present
approach, we performed a simulation for a slightly higher
cohesive bond strength �2 = 3.0N compared to the previous
values studied in section 4. However, a new mode of degra-
dation other than surface erosion was first observed in this
case: although this soil is only marginally more resistant, a
higher jet velocity (greater than 3 m/s) is required here for
the onset of debonding, which leads to the appearance and
quasi-instantaneous development of cracks throughout the
sample, well before the first grain movements on the surface.
Figure 10 shows this typical deep fracturing damage in the
bond network, where the normal force between the particles
that remain bonded is represented by positive (compressive)
and negative (tensile) force values. As depicted here, two
large cracks run through the entire depth of the sample. An
erosion process then starts from the right-hand corner, which
suggests a strong dependence on the boundary conditions.

In a previous numerical study, Benseghier [9] also ob-
served such a crack opening that inhibited the surface erosion
of a cemented granular material in a Couette shear flow con-
figuration. To counteract this behavior, he proposed in the
latter work to include a damage model [11], which enriches
the DEM cohesion model with a time-dependency. Although
interesting, this mode of degradation is outside the scope of
the current paper. We can therefore conclude that the regime
of damage and mass loss induced exclusively by surface ero-
sion is only observed for very weakly cemented soils within
a rather restricted range which, for series S2, almost corre-
sponds to the extent of the parametric study conducted in
Section 4: namely, the cohesive bond force �2 must be kept

smaller than 2 N so that the jet velocity and the resulting
maximal shear stress at the sample surface do not exceed
apparent limit values of 2 m/s and 75 Pa, respectively.

5.2 Limitations of the macro-scale interpretation model

The results obtained from our interpretation model appear to
question the general pertinence of the erodibility parameters,
at least within the present methodological framework, since:

(i.) a variation of these parameters is observed for different
jet inlet velocity D0 but with a same cohesion strength
�2 , and

(ii.) the critical shear stress g2 as deduced from the model
deviates significantly from the direct estimations ob-
tained at the erosion onset.

In this respect, similar concerns have already been put for-
ward by other experimental studies using different interpreta-
tion models for the Jet Erosion Test. In particular, the results
presented by Khanal and co-workers [45] not only evidenced
a similar variability of the erosion parameters with the jet
injection velocity, initial nozzle to soil distance, and time
intervals between two successive measurements, but also
showed a large dispersion of data when using three different
interpretation models.

In this study, it is clear that our newmodel for 2D laminar
jet erosion is based on several assumptions whose validity
can be questioned, as mentioned previously in section 3.1.
Moreover, some peculiarities of our numerical system pre-
sented hereafter are responsible for a few specific issues that
are improper of realistic erosion situations. The potential
shortcomings of our approach are thus discussed and partly
explained in the following paragraphs.

First of all, an intrinsic discrepancy between the pre-
sented model and the real scouring situations lies in our lim-
itation to 2D geometries and laminar flow regimes. For this
reason, and as already discussed more in depth in [11], the
applicability of the present study remains limited and only
qualitative comparisons can be obtained. Some differences
between laminar and turbulent jets will also be discussed
further below.

Another difference with respect to real situations in the
field stems from the particular material considered here to
represent the erodible soil, consisting in our case of relatively
large grains effectively bonded by a solid bridge model. In
practice, when such grains get debonded and eroded, they are
far less likely to be carried away by the flow than for the case
of a real soil made of considerably smaller particles. Con-
sequently, most of the eroded grains remain trapped within
the scour crater in our simulations. Such mobile layer of
eroded particles created at the surface of the crater during
scouring bears then a certain influence on our estimation of
the scouring depth since it is considered as being part of the
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Fig. 10. Damaged granular sample of cohesive bond strength �2 = 3.0 N for series S2 (see Table 1): The unbroken bonds
network displays two main oblique cracks through the sample height (red dashed lines).

remaining soil when the crater profile is obtained from image
processing (see sec. 4.2.1). Moreover, this mobile granular
layer can also play two distinct concurrent and counteracting
physical roles during erosion: on the one hand, it can actually
serve as a protective layer over the crater surface, shielding
the subjacent grains from the erosive shear stresses imposed
by the hydrodynamic flow. On the other hand, the eroded
grains of this layer can also generate themselves further bond
ruptures by granular collisions, specially for certain condi-
tions of particle size and fluid flow (in general whenever the
Stokes number of the entrained particles is greater than 1).
The appearance of these numerical artifacts can nevertheless
be counteracted in the simulation, for instance by specific
removal of the eroded particles based on any suitable crite-
rion (e.g. particles lacking cohesive bonds and with a kinetic
energy above the critical value of �2 = 2 × 10−4 J as already
introduced in sec. 4.1). In this respect, we have performed
several complementary calculations to assess the effect of
this systematic and arbitrary removal of all eroded grains
for the particular study case of a jet velocity D0 = 1.9 m/s.
For comparison, the corresponding results are included with
grey symbols in Fig. 9. Concerning g2 , the discrepancy with
the data obtained in the previous section at the erosion onset
(protocol 1) is still significant although now a slight im-
provement is observed in the sense that the new data are
somewhat closer to the expected linear evolution versus the
cohesion strength �2 . More dispersion is found for :3 and,
to a lesser extent, for n3 , both quantities being now possibly
compatible with a constant value whatever the value of �2 .
Note that this still speculative outcome would be consistent
with previous results by Sibille and co-workers based on nu-
merical Hole Erosion Tests [66]. As detailed in sec 4.2.1,
our scour depth measurement is based on the assumption

that the crater remains self-similar during its development.
This hypothesis appears somehow pertinent in view of the
example presented in Fig. 7 and Fig. 8, which shows that
the self-similarity assumption is acceptable except at the be-
ginning of the scouring process. Any potential impacts of
this assumption appear thus restricted to :3 and n3 while
g2 would not be affected. In any case, here it is also worth
noting that such a self-similarity has not been observed in
more realistic conditions with 3D geometry and turbulent jet
regime, see e.g. some recent experiments where systematic
erosion profile measurements were performed during several
JET tests [35, 57].

A much more questionable assumption concerns the use
of the shear stress distribution over a flat wall to account for
the fluid friction force inside the developing scour crater. This
assumption, which clearly appears overly simplifying, is nev-
ertheless common to all JET models as already mentioned
in sec. 3.1, whereas the shape of the impinged surface obvi-
ously plays a key role. To investigate the impact of a curved
surface, we therefore performed some additional LBM sim-
ulations of a 2D laminar jet impinging a circular concave
wall. The configuration employed in this case is illustrated in
Figure 11: the distance from the jet to the flat portion of the
wall is � = 73mmwhile the depth and radius of the circular
excavation are Δ� = 17 mm and ' = 35 mm, respectively.
Note that ' ≈ �/2 and Δ� ≈ '/2. A video file of the cor-
responding simulation entitled video_S2 can be accessed in
the section "supplemental materials".

Figure 12 shows the shear stress distribution obtained
for this particular geometry at the beginning of impingement
(case shown in Fig. 11a). By comparison, the steady distri-
bution obtained on a flat wall at the distance � + Δ� from
the jet injection is also presented in Fig. 12 (red dashed line).
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Fig. 11. Typical velocity magnitude field of a jet impinging on a concave surface (a) before and (b) after initiation of
oscillations and flapping. The geometry as defined in sketch (a) is: � = 73 mm, Δ� = 17 mm, and ' = 35 mm. Inset: time
evolution of the lateral position H�/2D<0G of the jet axis at a distance �/2 from the nozzle.

The stress distribution on the concave wall remains some-
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Fig. 12. Shear stress distributions in linear or curvilinear
abscissa along the concave surface of Fig. 11 (black solid
line) and along a standard flat surface at a distance � + Δ�
from injection (red dashed line)with 1 = 5mm, D0 = 1.9m/s
and a = 4 × 10−5 m2/s.

what similar in shape with that of the flat wall but a sub-
stantial decrease in magnitude is observed, especially at the
peaks which are actually used to quantify the characteristic
shear stress [11]. Here, the relative decrease on themaximum
shear stress is about 27 % as compared to the flat wall case
that is used not only in our interpretation model but in all
models proposed in the literature. Another critical difference
observedwith the concave impinged surface concerns the ap-

pearance of strong lateral oscillations of the jet as illustrated
in Fig. 11. In fact, after impacting the circular excavation, the
jet flow is deviated and re-directed towards the upper part of
the plane jet just below the nozzle. Consequently, after a very
brief initial moment, the jet is markedly disturbed by the up-
coming reflected flow, giving rise to the strong oscillations
of the jet flow evidenced in the inset of Fig. 11, where the
lateral position H�/2D<0G of the jet axis (i.e. for D = D<0G) at
a distance �/2 from the nozzle is plotted versus time. This
flapping can also be observed, but to a lesser extent, during
the crater scouring of our cohesive-granular samples, as il-
lustrated in Fig. 2. Therefore, the concurrence of these two
effects due to the impingement on a crater, namely the shear
stress reduction and the large jet oscillations,makes our inter-
pretation model potentially unreliable, at least with respect
to the quantification of the hydrodynamic stress generated
by the flow during scouring. Similar complex hydrodynamic
behaviours have been observed in the literature for turbulent
gaseous or liquid jets on sandy beds, with some instances
showing a loss of symmetry or quasi-periodic oscillations
[26, 70].

As another open question on the limitations of the present
approach, one may also wonder, from a conceptual stand-
point, about the legitimacy of comparing the critical shear
stress as deduced from the interpretation model through the
local erosion law with the one measured at the erosion onset.
The former deals with a cessation of grain erosion while the
latter accounts for the initiation of the process. The assump-
tion that these two magnitudes should actually describe the
very same unique threshold only appears to make sense in
the absence of any hysteresis in the erosion mechanisms. To
our knowledge, there is currently no evidence for this and
we have not found any comprehensive study in the litera-
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ture with, for instance, extensive cross comparisons between
critical shear stress values deduced from an erosion law and
direct measurements of erosion threshold generated by jet
impingement that could answer this question appropriately.

Finally, and in a much more general way, one can right-
fully question the relevance of using empirical time-average
macroscopic relations to correctly describe soil erosion, a
local phenomenon that occurs naturally at the level of the
constituent grains of the material. This is notably the case
for the description of local hydrodynamic quantities in the
vicinity of the grains exposed to the flow, in particular the
major simplification made by using the maximal value of the
fluid stress obtained on a flat surface (see Eq. 5) as the actual
value of the local shear-stress exerted on the soil sample sur-
face. Indeed, this approximation, which we have already seen
to be significantly flawed in a macroscopic vision due to the
lack of consideration of the concavity of the eroded surface,
is further challenged at the microscopic scale since it could
turn out to be far from the reality at the grain level where
important spatial and temporal fluctuations are expected to
be observed. To address these questions, a complementary
study is proposed hereafter by re-analysing the previous sim-
ulations on a particle scale basis, in line with some of our
previous works [29, 30, 31].

6 Microscopic analysis

This analysis concerns the simulations of series S2 that pro-
vided the data in Fig. 4 to Fig. 9, limited to two cohesion
strengths �2 = 1 N and �2 = 2 N, plus all the cohesionless
configurations of the 6 series (S1 to S6) previously presented
in Table 1.

6.1 Local quantities

We quantify here the action of the fluid flow on the individual
grains both by the so-called hydraulic force, which is com-
puted from a momentum balance when coupling the DEM
andLBMmodels (see section "supplementary information"),
and by a particle-scale shear stress. The latter corresponds to
the maximal value of the viscous shear stress inside a square
domain centered on a given particle i with a lateral magni-
tude of 38 + 103G (where 38 is the particle diameter and 3G
is the LBM lattice spacing). While these two hydrodynamic
quantities, computable for each grain, do increase during the
ramping sequence of the jet velocity, it can be noted that
there is no obvious and systematic correlation between them
as evidenced in Figure 13. We restrict the analysis here to
the microscopic shear stress, denoted g< in the following
(where the exponent < stands for "microscopic"), since, as
a fluid shear stress, it advantageously allows direct compar-

isons with the previous macroscopic approach in terms of
Shields number and shear Reynolds number.

M
ax

im
u

m
 v

is
co

u
s

sh
ea

r
st

re
ss

 (
P

a)

Hydraulic force (N)

Fig. 13.Maximumviscous shear stress versus hydraulic force
acquired for all grains at the surface prior to the erosion onset,
for an impinging jet velocity going from 0.60 m/s to 0.63
m/s and without cohesion.

6.2 Individual erosion onset

Among all the kinematic quantities, the particle kinetic en-
ergy �<

:
appears as the best indicator of the initiation of grain

movement. As shown in Figure 14a, an arbitrary threshold
corresponding to 5% of the locally maximal value allows for
a high precision in the detection of the first particle motion,
both for cohesionless and cohesive samples (here series S2
with �2 = 1 # and �2 = 2 #). A typical particle erosion
process is depicted in Figure14b, in the case where the ad-
hesive force �2 = 2 # is large enough for the first particle
detachment to consist of a pair of grains. Here, only the peak
kinetic energy of the first eroded grain is used as reference
energy for the entire erosion sequence since subsequent de-
tached grains experience a much more complex kinematics
due to possible interparticle collisions and ongoing adapta-
tion of the local hydrodynamics as scouring develops. Note
that the simulations were re-computed with a time step re-
finement in order to obtain a better accuracy on the erosion
onset. In practice, the two time steps just before and just af-
ter the kinetic energy threshold are finely detected and allow
the microscopic shear stress at onset g<2 to be calculated by
linear interpolation.

6.3 Distribution of the critical local shear stress

By accumulating the values of g<2 for all eroded particles
during each simulation of series S2 for �2 = 0, 1 and 2 N re-
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Fig. 14. Erosion onset determination: (a) First grains kinetic energy �<
:

normalized by its maximum as a function of the
jet velocity D0, for the cohesionless case, for �2 = 1 N and for �2 = 2 N. The dashed line stands for the threshold at
�<
:
/max(�<

:
)=5%. Note that, to save computation time, the increasing inlet velocity protocol does not start from 0 but from

a well-chosen initial velocity. (b) Picture of the detachment of the first aggregate of two grains at the time step just after the
threshold for the case �2 = 2 N (series S2).

spectively, the distributions obtained are shown in Figure 15.
The first obvious finding is the huge spread of the distribu-
tions, which reveals a wide scattering of the resulting data,
whether with or without cohesion. It should be noted that
the values obtained with the very first eroded grains are not
limited to a specific area of the distribution but are rather ran-
domly located, as exemplified in Fig. 15 by the arrows and
symbols corresponding to the early eroded particles shown
in Fig. 14. This implies that the dispersion is intrinsic to the
instantaneous erosion process and not due to a progressive
drift of the distribution as the scour develops and the geom-
etry changes. The local flow condition for erosion of a grain
is therefore much more complex than a simple shear stress
threshold given by the critical Shields number. Nevertheless,
a mean value 〈g<2 〉 with a substantial standard deviation can
be derived from each distribution. A second observation that
was expected is a shift in the distribution towards higher
shear stress values with cohesion and a subsequent increase
of 〈g<2 〉 with �2 .

6.4 Macro/micro comparison and discussion

The values obtained in series S2 frombothmacro- andmicro-
scale analysis, namely g"2 and 〈g<2 〉, can be compared in
Figure 16 when plotted versus the granular Bond number
�>6.

Without cohesion (i.e. when �>6 = 0), the critical shear
stress at micro-scale is found rather coherent with the one
estimated by the previous macroscopic approach, around 11
Pa. We have repeated this microscopic analysis for the co-
hesionless case of each series, from S1 to S6, and a general
consistency between micro and macro values is actually ob-
served, with all the values ranging from 10 to 16 Pa, as can
be seen in Table 2.

On the contrary, for cohesive samples, 〈g<2 〉 is found sub-
stantially smaller in Fig. 16, almost by a factor 2, than the
values of g"2 deduced from the empirical macroscopic shear-
stress expression (Eq. 5), either directly at onset (empty sym-
bols and dashed line for the corresponding linear regression)
or from the general relationship proposed in Eq. 13 (solid
line). A linear relationship seems however still to emerge



On the erosion of cohesive granular soils by a submerged jet. A numerical approach 17

(b)

(a)

Fr
eq

ue
nc

y

0 20 40 60 80 100 120 140
0

2

4

6

8

0 20 40 60 80 100 120 140
0

5

10

0 20 40 60 80 100 120 140
0

2

4

6

Fr
eq

ue
nc

y

0 10 20 30
0

2

4

6

8

Fr
eq

ue
nc

y

(c)

Fr
eq

ue
nc

y

Fig. 15. Distributions of the local shear stress g<2 acquired
at the interpolated kinetic energy threshold, for all eroded
grains over the computation sequence, whereby the different
panels correspond to: a) Cohesionless case (Inset: Same data
using a finer scale in stress), b) �2 = 1 N, c) �2 = 2 N.
The arrows and symbols indicate the critical values for the
corresponding first eroded grains considered in Fig. 14.

Table 2. Mean critical shear stress without cohesion: g"2
from both macroscopic approach and 〈g<2 〉 frommicro-scale
analysis. The error bars come either from the uncertainty on
the first kinetic energy peak for g"2 or from the standard
deviation of the distribution for 〈g<2 〉.

series g"2 (Pa) 〈g<2 〉 (Pa)
S1 16.1 ± 2.1 14.5 ± 3.9
S2 10.1 ± 3.3 13.3 ± 5.8
S3 10.2 ± 1.8 11.8 ± 7.5
S4 13.3 ± 2.1 10.9 ± 4.8
S5 13.6 ± 2.1 11.9 ± 5.3
S6 14.1 ± 2.0 12.8 ± 2.0

(see dotted line) but with caution given the huge error bars.

To conclude on this microscopic analysis, we can see that
the comparison with the macroscopic approach is only com-
patible in the cohesionless case. This seems to confirm the
observed overestimation of the Shields curve as evidenced
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Fig. 16. Macroscopic and mean microscopic critical shear
stress, respectively g"2 and 〈g<2 〉, as a function of the granular
Bond number �>6 (series 2).

in Fig. 5 and consequently appears to support the neces-
sary introduction of the previous empirical coefficient ^. In
the cohesive case, the analysis reveals a large but systematic
quantitative deviation between micro and macro values and
shows, in a consistent manner, that the critical shear stress
must increase approximately in proportion to the additional
adhesive force �2 , or equivalently �>6. As a result there is
no evidence to explain the very low dependence on �2 ob-
tained for g2 , the critical shear stress parameter of the erosion
law, as deduced from the adapted interpretation model of the
impinging jet erosion and shown in Fig. 9c.

7 Conclusions and outlook

The methods for the simulation of the impinging jet ero-
sion on cohesive granular samples presented here and its
macro-scale interpretation are capable of reproducing and
quantifying the main physical mechanisms both at the ero-
sion onset and throughout the crater scour, in fair comparison
with previous data from similar experimental investigations.

In particular, the proposed generalized formof the Shields
criterion for moderately cohesive soils including an appro-
priate definition of the cohesive Bond number makes it pos-
sible to collapse a wide range of our numerical results with
varying particle sizes, flow conditions and cohesive strengths
into a single universal trend that is well consistent with an
explicit form of the classical Shields curve. In this respect, a
systematic offset of the numerical data seems to call for the
introduction of an empirical calibration factor in the thresh-
old analysis.

Regarding the scouring kinetics, we show that the tran-
sient evolution of the crater depth can be well approximated
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by an exponential function based on�, '4 9 and G∞, the latter
being conveniently "measured" here assuming a self-similar
expansion of the eroded crater. This allows the identification
of a characteristic erosion time and the direct estimation of
the classical erosion kinetics coefficient :3 .

However, the numerical results also highlight two impor-
tant aspects, both of which call into question the appropri-
ateness of the usual erodibility framework:

– For a given cohesion strength, the erodibility parameters
depend significantly on the entry velocity of the jet,which
undermines their assumption as intrinsic properties of the
material.

– The critical shear stress derived at the final eroded steady-
state deviates significantly from that estimated at the ero-
sion onset

Several limitations of the numerical model and possi-
ble causes for the discrepancies with actual jet erosion have
been discussed, all of which call for further examination and
detailed study.

A first attempt to address these questions from a mi-
cromechanical perspective reflects the strong spatial and
temporal fluctuations of the hydrodynamic fields at the grain
scale, nevertheless also appearing to confirm the general
macroscopic trend of critical shear stress derived for the
cohesionless samples. Besides, the introduction of cohesion
leads to a significant but systematic quantitative deviation be-
tween the microscopic and macroscopic estimates, whereby
the micromechanical stress threshold still appears to consis-
tently grow linearly with the cohesive strength.

In the perspective of future studies on the subject, we
will aim to analyse simpler (and therefore better controlled)
erosion configurations to test further the excess shear stress
erosion law. This could be for example in the form of a direct
shear erosion under steady Couette flow, which simplifies
considerably both the geometry and the hydrodynamic con-
ditions.
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