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Abstract

We provide a duality result linking the value function for a control problem with
supremum cost H under an isoperimetric inequality G ≤ gmax, and the value function
for the same controlled dynamics with cost G and state constraint H ≤ hmax. This
duality is proven for initial conditions at which lower semi-continuity of the value func-
tions can be guaranteed, and is completed with optimality considerations. Furthermore,
we provide structural assumptions on the dynamics under which such regularity can
be established. As a by-product, we illustrate the partial equivalence between recent
works dealing with non-pharmaceutically controlled epidemics under peak or budget
restrictions.
Key words. Optimal control, L∞ cost, isoperimetric inequality, state constraint, value
function, duality.

1 Introduction
In the present paper, given a controlled system set on some Euclidean space and whose
solution is denoted by xx0,u for initial condition x0 and control u(·), we focus on the duality
between an L∞-cost problem under an isoperimetric (or area) inequality

V (x0; g0) := inf
u(·)

sup
t≥0

h(xx0,u(t)) subject to
∫ ∞

0

g(xx0,u(t))dt ≤ g0,

and the optimization of the total area under a state constraint, i.e.

V (x0;h0) := inf
u(·)

∫ ∞
0

g(xx0,u(t))dt subject to sup
t≥0

h(xx0,u(t)) ≤ h0.
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The precise formulations and assumptions will be given in the following sections.
Even when isoperimetric constraints are not enforced, the L∞ problem is particularly hard
to tackle, especially when the optimal control is sought. When the time horizon is finite,
dynamic programming approaches have been proposed (e.g. [2]) to characterize the value
function as a viscosity solution to the associated Hamilton-Jacobi equation. On the other
hand, handling a running-cost problem, even under state constraints, is, perhaps, more
accessible, albeit the need for structural conditions of the domain describing the constraints
(see, for instance, [12], [6], [8], [7], [4]). Furthermore, such problems fall under the realm of
Pontryagin’s Maximum Principle and are, therefore, more likely to provide a candidate for
optimality.
From this point of view, a result linking the value functions of the two aforementioned
problems finds its importance, especially if this is accompanied by links between the optimal
controls.

With this in mind, our main result stated in Theorem 4 shows that the value functions
V and V are (generalized) inverse of each-other. This is established under a natural lower
semi-continuity assumption. Furthermore, uniqueness of the optimal control in one of the
problems implies optimality of the same control for the remaining problem. This completes
the duality of the two formulations.

The present work has been indeed motivated by two complementary contributions to the
study of an epidemiological model.

1. In the recent paper [1], the authors consider, in connection with a SIR-model, the problem
of minimizing a budget functional corresponding to some g running cost function, while
maintaining constrained the infection peak to some upper ICU-related constraint i.e.
h(s, i) := i ≤ imax (see also [10]). The control parameter takes its values in some compact
set U := [0, u] specifying no-confinement to maximally acceptable confinement policies
u. For a particular choice of the running cost g(s, i, u) := u, it is shown in [1] that the
"greedy" control acting only as the trajectory reaches the boundary of viability kernel
linked to the imax restriction is the unique optimal one. Further insights on the geometry
and Hamilton-Jacobi approaches make the object of [9].

2. On the other hand, in [11], the authors consider a complementary and dual problem.
Their aim is to keep the peak of infection as low as possible given a budgetary constraint.
Using Green-inspired techniques, the main result in [11, Proposition 2] proves directly the
optimality of the same type of greedy policy. The analysis is restrained to a rectangle[
0, γ

β(1−a)

]
× [0, imax], the corner ( γ

β(1−a)
, imax) roughly corresponding to a disease-free

equilibrium (DFE) in a maximally-confined environment (corresponding to policies u).

As a by-product of our duality result, we provide, in Section 4, another proof for the
optimality of the greedy control in the problem of containing the peak of infection given a
budgetary constraint. This is just an illustration of the paradigm emphasized in our opening
argument: the a priori harder control problem V can be reduced to V to which Pontryagin
arguments can be applied. If the optimal control is unique, then, owing to Theorem 4, this
is equally an optimal control for V .

The paper is organized as follows. In Section 2 we specify the dynamics, the assumptions
on the data and the precise formulations for our control problems. Particular emphasis is
put on the viability kernels in terms of support domains of the value functions. The main
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contributions of the paper are given in Section 3. On the one hand, we provide, under lower
semi-continuity assumptions, the duality result linking value functions and optimal controls
of the two problems in Theorem 4. On the other hand, we specify, in Section 3.2, explicit
assumptions on the dynamics under which such lower semi-continuity can be achieved. The
Section 4 is devoted to the illustration of the implications of our main result on the SIR
model with non-pharmaceutical control.

2 Preliminaries

2.1 Dynamics and Assumptions

In this work, we shall deal with a controlled dynamics

(1)

{
ẋ(t) = f(x(t), u(t)), a.e. t ≥ 0;

x(0) = x0 ∈ Ω

where Ω is a subset of the n ∈ N∗ -dimensional Euclidean space Rn, and we assume Ω to
have non-empty interior. We require the following standard assumptions.

Assumption 1

1. The control space U is a compact (subset of a) metric space. The family L0(R;U) of
Borel-measurable functions u : R −→ U will be referred to as admissible control policies.

2. The map f : Ω×U → Rn is continuous and [f ]1-Lipschitz continuous in the state variable
x uniformly w.r.t. the control u i.e.

[f ]1 := sup
u∈U

sup
x,y∈Ω, x6=y

|f(x, u)− f(y, u)|
|x− y|

< +∞.

3. The functions h : Ω → R and g : Ω × U → R+ are bounded uniformly continuous and
Lipschitz in the state variable x uniformly w.r.t. the control u i.e.

sup
u∈U

sup
x,y∈Ω, x6=y

|g(x, u)− g(y, u)|+ |h(x)− h(y)|
|x− y|

< +∞.

We will denote by g∞ := sup
(x,u)∈Ω×U

g(x, u).

4. The set Ω is forward invariant, i.e. any solution x(·) of (1) with x0 ∈ Ω vverifies x(t) ∈ Ω,
for any t ≥ 0.

Under this assumption, the system (1) admits an unique absolutely continuous solution
denoted xx0,u(·) for x0 ∈ Ω and u ∈ L0(R;U).
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2.2 The Control Problems

Let us consider the extended dynamics with an additional scalar component z that integrates
the running cost, that is

(2)


ẋ(t) = f(x(t), u(t)),

ż(t) = g(x(t), u(t)),

x(0) = x0 ∈ Ω, z(0) = z0 ∈ R

whose solution is denoted (xx0,u(·), zx0,z0,u(·)).
We recall our aim to address problems in which the running maximum is minimized while

obeying an area upper bound or, vice-versa, minimize the area quantity while imposing a
running constraint on the trajectories. In this context, and with respect to the newly-
introduced control system, let us define the parameterized viability kernels as follows.
(3)
V iabh(h0) := {x0 ∈ Ω : ∃u ∈ L0(R+;U); h(xx0,u(t)) ≤ h0, ∀t ≥ 0},
V iabg(g0) := {x0 ∈ Ω : ∃u ∈ L0(R+;U); zx0,0,u(t) ≤ g0, ∀t ≥ 0},
V iabhg(h0, g0) :=

{
x0 ∈ Ω : ∃u ∈ L0(R+;U); h(xx0,u(t)) ≤ h0, z

x0,0,u(t) ≤ g0, ∀t ≥ 0
}
.

Remark 1

1. The reader will have noticed that V iabh(h0) is the largest set of initial x0 for which the
upper-bound h0 is kept on h. Such sets are forward in time viable.

2. The second set V iabg(g0) is not a viability kernel per se. To make it one, z should be
considered together with the initial datum z0 instead of 0. But, then,

V iabg(g0) =
{
x0 ∈ Ω : ∃u ∈ L0(R+;U),∃z0 ∈ R+ s.t. zx0,z0,u(t)− z0 ≤ g0, t ≥ 0

}
.

From this point of view, the initial datum z0 acts as a control as well.

3. Similar assertions hold true for V iabhg.

4. Although obvious enough, let us point out that V iabh, V iabg considered as set-valued maps
enjoy monotonicity properties (with the partial order given by the inclusion of sets). Simi-
lar assertions can be given for the set-valued map V iabhg if one considers the order relation
(h0, g0) ≺ (h′0, g

′
0) defined by h0 ≤ h′0 and g0 ≤ g′0.

We first consider the optimal problem with state constraint.

Problem 1 Given x0 ∈ Ω and h0 ∈ R,

P(x0;h0) : minimize J(x0, u) :=

∫ +∞

0

g(xx0,u(t), u(t))dt

over u ∈ L0(R+;U),

s.t. h(xx0,u(t)) ≤ h0, ∀t ≥ 0.

The value function is denoted by V (x0;h0), which is set to +∞ when the set of controls
satisfying the constraint is empty.

We consider the dual problem, with integral constraint
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Problem 2 Given x0 ∈ Ω and g0 ∈ R+,

P(x0; g0) : minimize J(x0, u) := sup
t≥0

h(xx0,u(t))

over u ∈ L0(R+;U),

s.t.
∫ +∞

0

g(xx0,u(t), u(t))dt ≤ g0.

The value function is denoted by V (x0; g0), which is set to +∞ when the set of controls
satisfying the constraint is empty.

We shall denote in the following partial inverses of the viability kernel map Vhg as follows

V iab−ghg (x0;h0) := {g0 ∈ R+ ; x0 ∈ V iabhg(h0, g0)},
V iab−hhg (x0; g0) := {h0 ∈ R ; x0 ∈ V iabhg(h0, g0)}

Then, one can formulate the following observations.

Remark 2

1. With the viability kernel notations, and by interpreting V iabhg as a set-valued map, our
problems amount to finding

(4)

{
V (x0;h0) = inf V iab−ghg (x0;h0),

V (x0; g0) = inf V iab−hhg (x0; g0).

This also renders coherent the fact that we have set +∞ as values whenever the sets to
which the inf operator is to be applied are empty.

2. Furthermore, we have

(5)


Dom(V (x0; ·)) =

⋃
h0∈R

Dom
(
V iab−ghg (x0;h0)

)
,

Dom
(
V (x0; ·)

)
=
⋃

g0∈R+

Dom
(
V iab−hhg (x0; g0)

)
,

where, as usual, the domain Dom(F ) of a set-valued map F : R  Rn is the family of
points θ ∈ R for which F (θ) 6= ∅. In particular, the previously-introduced viability kernel
V iabhg offer a complete description of the two domains. We choose to keep notations like
Dom(V (x0; ·)) only for our readers’ sake.

3. The functions V (x0; ·), V (x0; ·) are bounded on their domains, as g and h are bounded
functions.

Let us begin with some elementary and immediate properties of the two value functions.

Proposition 3 Let x0 ∈ Ω.

1. V (x0; ·) and V (x0; ·) are non-increasing.
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2. If V (x0; ·), resp. V (x0; ·), is lower-semi-continuous, then it is right-continuous on its
domain.

Proof. Let us consider g0 ≤ g0′ and u(·) a measurable control such that
∫ +∞

0
g(xx0,u(t), u(t)) ≤

g0, then one necessarily has
∫∞

0
g(xx0,u(t), u(t)) ≤ g0′ , which implies V (x0; g0′) ≤ V (x0; g0).

A similar argument implies that V (x0; ·) is non-increasing.
By monotonicity, if h0 ∈ Dom(V (x0; ·)), then [h0,∞) ⊂ Dom(V (x0; ·)), and one has

lim inf
h→h0+

V (x0;h) ≤ V (x0;h0).

Under the further assumption that V (x0; ·) is lower semi-continuous at h0, one gets

lim inf
h→h0+

V (x0;h) = V (x0;h0),

that is the right continuity of V (x0; ·) at h0. The property for V (x0; ·) follows in the same
way.

3 The Main Results

We first show that a duality between problems P and P can be established when the value
functions V , V are lower semi-continuous. In a second step, we give sufficient conditions for
these value functions to be semi-continuous.

3.1 The Duality Result

The main results of the paper which link problems P and P are gathered in the following
statement.

Theorem 4 Let x0 ∈ Ω.

1. If V (x0; ·) is right continuous at g0 ∈ R+, then, for any h0 ∈ R such that V (x0;h0) ≤ g0,
one has V (x0; g0) ≤ h0.
If V (x0; ·) is right continuous at h0 ∈ R, then, for any g0 ∈ R+ such that V (x0; g0) ≤ h0

one has V (x0;h0) ≤ g0.

2. If the functions V (x0; ·) and V (x0; ·) are lower semi-continuous on their domains (5),
then V and V are generalized inverse i.e.

(6)

{
V (x0;h0) = inf

{
g0 : V (x0; g0) ≤ h0

}
, h0 ∈ Dom(V (x0; ·));

V (x0; g0) = inf {h0 : V (x0;h0) ≤ g0}, g0 ∈ Dom
(
V (x0; ·)

)
.

3. Let h0 be such that V (x0;h0) < +∞ and V (x0; ·) is lower semi-continuous.

Posit
h0 := inf {h′0 : V (x0;h′0) = V (x0;h0)}, g0 := V (x0;h0) = V (x0;h0).

If u∗ is optimal for Problem P(x0;h0), then u∗ is optimal for Problem P(x0; g0).
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4. In particular, if Problem P(x0;h0) admits an unique optimal control u∗, then u∗ is optimal
for Problem P(x0; g0) where

g0 := V

(
x0; sup

t≥0
h
(
xx0,u

∗
(t)
))

5. Let g0 be such that V (x0; g0) < +∞ and V (x0; ·) is lower semi-continuous. Posit

g
0

= inf
{
g′0 ≥ 0 : V (x0; g′0) = V (x0; g0)

}
, h0 := V (x0; g0) = V (x0; g

0
).

If u∗ is optimal for Problem P(x0; g
0
), then u∗ is optimal for Problem P(x0;h0).

6. In particular, if Problem P(x0; g0) admits an unique optimal control u∗, then u∗ is optimal
for Problem P(x0;h0) where

h0 := V

(
x0;

∫ +∞

0

g
(
xx0,u

?

(t), u?(t)
)
dt

)
.

Proof.

1. Assume V (x0;h0) ≤ g0 < +∞ for h0 < +∞. In particular, for every ε > 0, there exists
an admissible control uε such that

∫∞
0
g
(
xx0,u

ε
(t), uε(t)

)
dt ≤ V (x0;h0) + ε ≤ g0 + ε with

h
(
xx0,u

ε
(t)
)
≤ h0, for all t ≥ 0. Then, by definition, V (x0; g0 + ε) ≤ h0. The conclusion

follows from the right-continuity of V (x0; ·) at g0. The remaining assertion is shown in
the same way.

2. By Proposition 3 and point 1., g0 = V (x0;h0) implies V (x0; g0) ≤ h0. Then, to show

V (x0;h0) = inf
{
g′0 : V (x0; g′0) ≤ h0

}
we only need to prove the inequality ≥. We proceed by contradiction and assume that
V (x0;h0) = g0 < g0:= inf

{
g′0 : V (x0; g′0) ≤ h0

}
. By definition of the infimum one has

h0 := V (x0; g0+g0

2
) > h0 and by monotonicity, V (x0; g′0) ≥ h0, ∀g′0 ∈

[
g0,

g0+g0

2

]
. This is

in contradiction with V (x0; g0) ≤ h0. The assertion concerning V is quite similar and its
proof is omitted.

3. Let us fix u∗ as in the statement. That u∗ is admissible for Problem P(x0;h0) is clear.
Indeed, by optimality of u∗, the area constraint is saturated i.e.

∫∞
0
g
(
xx0,u

∗
(t), u∗(t)

)
dt =

V (x0;h0) = g0 and, as a consequence (by Proposition 3 and point 1.), one gets

V (x0; g0) ≤ h0.

Let us assume that there exists a control ũ such that h̃0 := J(x0, ũ, g0) < h0. Then
V (x0; g0) ≤ h̃0 and, thus, V (x0; h̃0) ≤ g0 = V (x0;h0). This inequality is established due
to the first assertion combined with the right-continuity of V (x0; ·) (cf. Proposition 3).
By monotonicity, this can only happen when V (x0; h̃0) = V (x0;h0) which contradicts the
choice of h0.
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4. When the optimal control u? is unique, one has V (x0;h0) = V (x0; inft≥0 h
(
xx0,u

∗
(t)
)
) = g0

and
h0 = inf

t≥0
h
(
xx0,u

∗
(t)
)
.

Then, u? is optimal for the Problem P(x0;h0), and therefore also optimal for Problem
P(x0; g0) with g0 = V (x0;h0).

The proofs of points 5. and 6. are analogous and are omitted.

Another remark concerns the equivalent way of writing the statements only through the
viability kernels introduced in (3).

Remark 5 The second assertion in Theorem 4 can, alternatively, be written as follows. Let
x0 ∈ Ω be such that V (x0, ·), respectively V (x0, ·), is lower semi-continuous on⋃

h̄∈R

Dom
(
V iabhg

(
h̄, ·
)−1

(x0)
)
, respectively

⋃
ḡ∈R+

Dom
(
V iabhg(·, ḡ)−1(x0)

)
Then, one has the equivalence

inf V iab−ghg (x0, h̄) ≤ ḡ ⇐⇒ inf V iab−hhg (x0, ḡ) ≤ h̄.

Indeed, if h̄ and ḡ are such that inf V iab−ghg (x0, h̄) ≤ ḡ, then one has V (x0, h̄) ≤ ḡ from the
first equality in (4) and one gets inf{g : V (x0, g) ≤ h̄} ≤ ḡ with the first equality in (6),
which implies inf V iab−hhg (x0, ḡ) ≤ h̄. The reverse implication is obtained similarly using the
second equalities in (4) and (6).

It is our belief that the duality is more transparent in the initial formulation, while viability
kernel formulations seem to hint to a hidden game-like behavior. In this direction, we refer
the readers to [3].

Finally, we obtain as a consequence of Theorem 4 the following remarkable property of
functions V (x0; ·), V (x0; ·).

Lemma 6 Whenever V (x0; ·) and V (x0; ·) are lower semi-continuous, one has

(7)

{
V (x0; ·) is constant on

[
V
(
x0;V (x0; g0)

)
, g0

]
, ∀g0 ∈ R+;

V (x0; ·) is constant on
[
V (x0;V (x0;h0)), h0

]
, ∀h0 ∈ R.

Proof. From Proposition 3, V (x0; ·) and V (x0; ·) are everywhere right-continuous, and one
gets V (x0;V (x0;h0)) ≤ h0 and V

(
x0;V (x0; g0)

)
≤ g0 for any h0 ∈ R, g0 ∈ R+.

Take h̃0 := V (x0;V (x0, h0)). One has then h0 ≥ h̃0 and by monotonicity of V (x0; ·), one
gets

V (x0;h0) ≤ V (x0; h̃0) = V (x0;V (x0, V (x0;h0))).

On another hand, take g̃0 := V (x0;h0). One has then V (x0;V (x0; g̃0)) ≤ g̃0 that is

V (x0;V (x0, V (x0;h0))) ≤ V (x0;h0).

One then concludes that
V
(
x0;V (x0;V (x0; ·))

)
= V (x0; ·),

and, in a similar way,
V
(
x0;V

(
x0;V (x0; ·)

))
= V (x0; ·).

As a consequence, V (x0; ·), respectively V (x0; ·) are constant on
[
V
(
x0;V (x0; g0)

)
, g0

]
, re-

spectively
[
V (x0;V (x0;h0)), h0

]
.
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3.2 Criteria for lower semicontinuity

As we have seen in the proof of Theorem 4 and also in Proposition 3, the lower semi-continuity
of the value functions is a crucial ingredient to obtain a duality. As a consequence, it is
worthwhile to specify assumptions on the data of the problem that ensure this property.

For this purpose, we shall consider the family of optimal control problems with discounted
cost, for a discount factor q > 0.

Problem 3 Given x0 ∈ Ω and h0 ∈ R,

Pq(x0;h0) : minimize J(x0, u) :=

∫ +∞

0

e−qtg(xx0,u(t), u(t))dt

over u ∈ L0(R+;U),

s.t. h(xx0,u(t)) ≤ h0, ∀t ≥ 0.

for which we denote by V q(x0;h0) the value function (set to +∞ when the set of controls
satisfying the constraint is empty).

We shall also require the classical hypotheses in optimal control theory about the extended
velocity set for problem P .

Assumption 2 For any x ∈ Ω, one has

⋃
u∈U,r≥0

[
f(x, u)

g(x, u) + r

]
is closed and convex.

For convenience, let us define, for any subset L ⊂ Ω and (x0, u) ∈ Ω × L0(R+;U) the
hitting time function

τx0,uL :=

{
+∞, if xx0,u(t) /∈ L, ∀t ≥ 0,

inf{t; xx0,u(t) ∈ L}, otherwise.

Proposition 7 Let x0 ∈ Ω and h0 ∈ R such that x0 ∈ V iabh(h0).

1. For any q > 0, the map V q(x0, ·) is bounded and lower semi-continuous on [h0,+∞).
Moreover, if V (x0; ·) = sup

q>0
V q(x0; ·), then it is also bounded and lower semi-continuous.

2. If furthermore there exists a forward invariant compact set L ⊂ Ω for any control u ∈
L0(R+;U) and a number ε > 0 such that

(8)


min
u∈U

g(y, u) = 0, ∀y ∈ L,

T ? := sup
h̄∈[h0,h0+ε)

sup
u∈L0(R;U)

sup
xx0,u∈V iab(h̄)

τx0,uL < +∞,

then V (x0; ·) is bounded and lower semi-continuous on [h0, h0 + ε).

Similar assertions hold true for V (x0; ·).
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Proof.
Let us fix x0 ∈ Ω and, for the time being, q > 0. For any h0 such that x0 ∈ V iabh(h0),

V q(x0; ·) is well defined and bounded on [h0,∞). Moreover, V q(x0; ·) is non-increasing on
[h0,∞). As such, the lower semi-continuity of V q(x0; ·) at h0 only needs to be shown on
decreasing sequences hn → h0 (n ≥ 1). Posit

v := lim inf
n→∞

V q(x0;hn) < +∞,

and consider, for every n ≥ 1, an admissible control un such that∫ +∞

0

e−qtg(xx0,un(t), un(t))dt ≤ V q(x0;hn) +
1

n
;

with sup
t≥0

h(xx0,un(t)) ≤ hn.

We then define the sequence of functions

vn(t) :=

∫ +∞

0

e−qsg(xx0,un(s+ t), un(s+ t))ds, t ≥ 0.

Note that vn(·) is the unique bounded solution of the equation

v̇n(t) = qvn(t)− g(xx0,un(t), un(t)), t ≥ 0.

Let us also define the set-valued map

F (x, v) :=
⋃

u∈U,α∈[0,1]

[
f(x, u)

qv − αg(x, u)− (1− α)g∞

]
, (x, v) ∈ Ω× R,

which is Lipschitz continuous with compact convex values (from Assumptions 1, 2). Clearly,
(xx0,un(·), vn(·)) is solution of the differential inclusion (ẋ, v̇) ∈ F (x, v). Passing to the
limit (along some subsequence), for every compact time interval [0, T ], (xx0,un , vn) converges
uniformly to some solution (x, v) of (ẋ, v̇) ∈ F (x, v) with x(0) = x0 and v(0) = v (as a
consequence of the Theorem of compactness of solutions of differential inclusions, see e.g.
[5]). Furthermore, v is bounded since vn are uniformly bounded by 1

q
‖g‖∞. The procedure

can be repeated to obtain a solution (x, v) defined for any t ∈ R+. Furthermore, from
Filippov selection Lemma, there exist admissible controls (u(·), α(·)) such that

x(t) = xx0,u(t), v̇(t) = qv(t)− α(t)g(x(t), u(t))− (1− α(t))g∞, a.e. t ≥ 0.

Note that v is a bounded solution of

(9) v̇(t) = qv(t)− g(xx0,u(t), u(t))− r(t), t ≥ 0,

where r is the bounded non-negative function

r(t) := (1− α(t))(g∞ − g(xx0,u(t), u(t)), t ≥ 0,

and that the unique bounded solution of (9) is given by the expression

(10) v(t) =

∫ +∞

0

e−qsg(xx0,u(s+ t), u(s+ t))ds+

∫ +∞

0

e−qsr(s+ t)ds.

10



Moreover, for any T ∈ (0,+∞) and p ≥ 2, the convergence of solutions xx0,un and the
continuity and boundedness of h yields

lim inf
n→∞

∫ T

0

hp(xx0,un(t)) dt ≥
∫ T

0

hp(xx0,u(t)) dt,

from which one deduces

sup
t∈[0,T ]

h(xx0,u(t)) = sup
p≥2
‖h(xx0,u)‖Lp([0,T ];R)

≤ sup
p≥2

lim inf
n→∞

‖h(xx0,un)‖Lp([0,T ];R) = sup
p≥2

sup
n≥1

inf
m≥n

‖h(xx0,um)‖Lp([0,T ];R)

≤ sup
n≥1

inf
m≥n

sup
p≥2
‖h(xx0,um)‖Lp([0,T ];R) = lim inf

n→∞
‖h(xx0,un)‖L∞([0,T ];R)

≤ lim inf
n→∞

sup
t≥0

h(xx0,un(t)) ≤ h0,

and as this last inequality is valid for any T > 0, one deduces the inequality

(11) sup
t≥0

h(xx0,u(t)) ≤ h0.

Finally, from (10) and (11) one obtains

v = v(0) =

∫ +∞

0

e−qsg(xx0,u(s), u(s))ds+

∫ +∞

0

e−qsr(s)ds ≥ V q(x0;h0),

that is
lim inf
n→∞

V q(x0;hn) ≥ V q(x0;h0),

which proves the lower semi-continuity and boundedness of V q(x0; ·) at h0. As the upper en-
velope sup

q>0
V q(x0; ·) is lower semi-continuous, we deduce that when the value function V (x0; ·)

verifies V (x0; ·) = supq>0 V q(x0; ·), then it is also lower semi-continuous (and bounded as g
is bounded).

Under assumption (8), one has clearly

V q(x0; h̄) = inf
u∈L0(R+;U)

suph(xx0,u(·))≤h̄

∫ T ?

0

e−qtg(xx0,u(t), u(t))dt,

and, thus,

V (x0; h̄) = inf
u∈L0(R+;U)

suph(xx0,u(·))≤h̄

∫ T ?

0

g(xx0,u(t), u(t))dt = sup
q>0

V q(x0; r̄), h ∈ [h0, h0 + ε).

11



4 Illustration on an epidemiological model
We recall the classical epidemiological SIR model with a non-pharmaceutical control.

(12)


ṡ(t) = −β(1− u(t))s(t)i(t)dt,

i̇(t) = β(1− u(t))s(t)i(t)− γi(t),
ṙ(t) = γi(t),

where s(t), i(t) and r(t) stand for the densities of the susceptible, infected and recovered
populations, respectively. One can check that the property s(t) + i(t) + r(t) = 1 is satisfied
for any t ≥ 0. The control variable u(t) takes values in U = [0, u] with u ≤ 1. To keep it
simple, we take here n = 2 with state variable (s, i) ∈ Ω where

Ω :=
{

(s, i) ∈ R2; s > 0, i > 0, s+ i ≤ 1
}
,

and consider
h(s, i) := i, g(s, i, u) = λ(s, i)u

where λ is a smooth function. For coherence, instead of writing h0, we will write i∗ ∈ [0, 1].

With respect to this system and the aforementioned functionals g and h, the papers [1]
and [11] offer different treatments to Problem 1 and Problem 2 respectively for the particular
case when λ = 1. Based on classical Pontryagin’s Maximum Principle arguments, the paper
[1] shows in the main result [1, Theorem 5.6] that the unique optimal control in Problem 1
is the "greedy" one only acting on the boundary on the feasible region. The same type of
control is shown to be optimal for Problem 2 in [11, Proposition 2] using alternative (Green’s
Theorem-based) methods (see for instance Figure 1 for an illustration of an optimal solution
in coordinates (s, i, z) with the corresponding optimal control).

We shall see in Section 4.3 how to generalize these results to more general functions λ.

4.1 The geometrical structure of the domain of the value function
of Problem 1

We assume that ū is such that

(13) ū < 1− γ

β

Remark 8 For Problem 2, it has been shown in [11] that the "null-singular-null" (NSN)
strategy is such that maxt u(t) < 1− γ

β
. This implies that this strategy is admissible when ū

verifies condition (13). Moreover, under this condition, the NSN strategy coincides with the
greedy strategy defined in [1], that we recall below and for which we show the optimality in
Section 4.3. This justifies the hypothesis (13).

Let i∗ ∈ [0, 1] be fixed. Then, according to [1, Theorem 2.3], and provided that i∗ +
γ

β(1−u)
≤ 1 if fulfilled, one has

(14)

(s0, i0) ∈ V iabh(i∗) ⇔


s0 ≤ γ

β(1−u)
and i0 ≤ i∗,

or

s0 >
γ

β(1−u)
and i0 ≤ γ

β(1−u)

(
1 + log

(
β(1−u)s0

γ

))
− s0 + i∗.

12



s i

z u

Figure 1: Example of an optimal solution for β = 0.21, γ = 0.07 with i∗ = 0.0115 and
g0 = 28 when λ = 1 (from [11]).

This later condition yields, in an equivalent form

(15) Dom(V (s0, i0); ·)) =

{
[i0,∞) , if s0 ≤ γ

β(1−u)
;[

i0 + s0 − γ
β(1−u)

[
1 + log

(
β(1−u)s0

γ

)]
,∞
)
, otherwise.

Note that this can be written in a unitary form by replacing, in the later term s0 with the
expression max

(
s0,

γ
β(1−u)

)
.

For further developments, we also introduce the invariance kernel associated to i∗

Invh(i
?) :=

{
(s0, i0) ∈ Ω : ∀u ∈ L0(R+;U); i(s0,i0),u(t) ≤ i?, ∀t ≥ 0

}
and similar to V iabh(i∗) (by formally taking u = 0), one has

(16) (s0, i0) ∈ Invh(i∗) ⇔


s0 ≤ γ

β
and i0 ≤ i∗,

or

s0 >
γ
β
and i0 ≤ γ

β

[
1 + log

(
βs0
γ

)]
− s0 + i∗.

Concerning the main assumptions, the reader will note that we deal with a control-affine
structure here such that

1. the sets V iabh(i∗) ⊂ V iabh(1) are compact;

2. the Assumption 2 (convexity of the extended velocity set) is always satisfied.

On Figure 2, the (boundary of the) set V iabh(i∗) is represented by the graph of a function
ψ depicted in yellow, while the set Invh(i∗) has a boundary represented in green as the
graph of a function φ. The intermediate set B(i∗) (defined below in (19)(a)) has a blue
boundary (∂B), in complement of the upper barrier i = i∗. Furthermore, the DFE (desease-
free equilibria) for u = 0 (resp. u = u) are represented on the upper-part of the graphic.

13



Figure 2: Geometric zones for β = 1
3
, 1− u = 0.4, γ = 1

14
, i∗ = 14× 400

100,000
(from [1]).

4.2 Regularity of the optimal cost

Take i∗ ∈ Dom(V ((s0, i0); ·)) such that i∗+ γ
β(1−u)

< 1, and define the greedy feedback policy

(17) u∗(s, i) :=


u, if s > γ

β(1−u)
, i = i∗ − s+ γ

β(1−u)

[
1 + log

(
β(1−u)s

γ

)]
;

1− γ
βs
, if s ∈

[
γ
β
, γ
β(1−u)

]
and i = i∗;

0, otherwise,

in which non-zero action is taken only when the trajectory reaches ∂V iabh(i∗). The associated
cost satisfies (see [9, Lemma 1])

(18) J(s0, i0; i∗) =



0, if (s0, i0) ∈ Invh(i∗);

1

γi∗

∫ s1(s0,i0;i∗)

γ
β

λ(l, i∗)

(
1− γ

βl

)
dl, if (s0, i0) ∈ B(i∗) \ Invh(i∗);

1

β(1− u)

∫ s2(s0,i0;i∗)

γ
β(1−u)

λ
(
s,
(
θ(i∗)− s+ γ

β(1−u)
log s

))
u

s
(
θ(i∗)− s+ γ

β(1−u)
log s

) ds+

J
(

γ
β(1−u)

, i∗; i∗
)
, otherwise,

where

(19)


(a) : B(i∗) :=

{
(s, i) ∈ V iabh(i∗) : s+ i ≤ i∗ + γ

β(1−u)
+ γ

β
log
(
β(1−u)s

γ

)}
;

(b) : s1(s0, i0; i∗) > γ
β
is the solution of s1 − s0 − i0 + i∗ − γ

β
log s1

s0
= 0;

(c) : θ(i) := i+ γ
β(1−u)

(
1− log γ

β(1−u)

)
;

(d) : s2(s0, i0; i∗) := exp
(
β(1−u)
γu

(
s0 + i0 − γ

β
log s0 − θ(i∗)

))
.
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The cost J
(

γ
β(1−u)

, i∗; i∗
)

used in expression (18) depends on the function λ and does not
have necessarily an explicit expression, excepted when λ is constant as in [1, 11].

We claim that the following property is fulfilled.

Lemma 9 Fix (s0, i0) ∈ Ω and (in)n, n ∈ N, a sequence decreasing to i∗. Then, one has

(20) lim
n→+∞

J(s0, i0; in) = J(s0, i0; i∗).

Proof.

1. The reader will easily note that one has Invh(i∗) = ∩
n∈N

Invh(i
n) (decreasing limit).

2. The same assertion holds true by defining B(i∗) given in (19)(a) as B(i∗) = ∩
n∈N

B(in),

where (B(in))n is a non-increasing sequence.

3. If (s0, i0) ∈ Invh(i∗), then the equality in (20) follows easily from the inclusion Invh(i∗) ⊂
Invh(i

n) for every n ∈ N and by recalling that the value function is null at such points.

4. If (s0, i0) ∈ B(i∗) \ Invh(i∗), then (s0, i0) ∈ B(in), for all n ∈ N. If there existed a
subsequence (φ(n))n such that (s0, i0) ∈ Invh

(
iφ(n)

)
for any n ∈ N, then, we would have

(s0, i0) ∈ Invh(i∗) which is not the case.
It follows that, from some n0 > 0 large enough and every n ≥ n0, one has (s0, i0) ∈
B(in) \ Invh(in). One easily see that the function

i 7→ s1(s0, i0; i)

is right-continuous for i > 0, and we get equality (20) for this framework.

The same arguments can be applied in order to prove (20) on V iabh(imax) \B(i∗) due to the
continuity of the functions θ and s2.

Finally, we obtain the following result.

Proposition 10 Let (s0, i0) ∈ Ω. Then, the value function i∗ 7→ J(s, i; i∗) is right-continuous
at every point i∗ ∈ Dom(V (s0, i0; ·)) such that i∗ < 1 − γ

β(1−u)
, where Dom(V (s0, i0; ·)) is

given by (15).

As a consequence, we can apply Theorem 4 to show that, if the (greedy) feedback policy
given in (17) is the unique optimal control to the Problem 1, then it is also an optimal policy
for Problem 2 and vice-versa.

4.3 Differential conditions on λ and optimality of the greedy control

Let us now emphasize the conditions needed on λ in order to obtain optimality of the feed-
back control u∗ given in (17). We present two methods.

Method I from [11] consists in writing

udt =

(
γ

βs
− 1

)
ds

γi
− di

γi
.
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As a consequence, one gets

λ(s, i)udt =
λ(s, i)

(
γ
βs
− 1
)

γi
ds− λ(s, i)

γi
di =: P (s, i)ds+Q(s, i)di.

One computes

∂sQ(s, i)− ∂iP (s, i) = −∂sλ(s, i)

γi
+

(
γ

βs
− 1

)
∂iλ(s, i)− γ λ(s,i)

γi

γi
.

Then, the condition in [11] for optimality, based on the use of Green’s Theorem, amounts to
imposing ∂sQ− ∂iP ≤ 0 to deal with the case in which γ

β
< s0 ≤ γ

β(1−ū)
.

Method II from [9]. Let us now refer to the conditions given in (16). One writes

l̃1(s, i, u) :=
λ(s, i)u

γiu
.

Then,

1. The first condition in [9, Eq. (15)] (applicable for initial conditions as specified before),
requires

(21)
λ(s1(s0, i0; i∗), i∗)

γi∗
≤ λ(s0, i0)

γi0
.

The reader is recalled that (s1(s0, i0; i∗), i∗) ∈ {(ss0,i0,0(t), is0,i0,0(t)); t ≥ 0}. Then, the

condition (21) is obtained if, for instance, the function t 7→ φ(t) :=
λ(ss0,i0,0(t),is0,i0,0(t))

γis0,i0,0(t)
is

non-increasing. One readily computes (with the obvious notation (s, i) = (ss0,i0,0, is0,i0,0))

φ′(t) =
1

γi
∂sλ(s, i)(−βsi) +

[
∂iλ(s, i)

γi
− λ(s, i)

γi2

]
(βs− γ)i = βsi(∂sQ− ∂iP ).

The latter quantity is non-positive as soon as ∂sQ − ∂iP ≤ 0. We conclude that, in the
case where s0 ≤ γ

β(1−ū)
, the "0-singular arc-0" control is optimal with the two methods.

This is, of course, a vivid illustration of our main result in the present paper.

2. The second condition in (16) amounts to have

(22)
λ(s2(s0, i0; i∗), θ∗ − s2(s0, i0; i∗) + γ

β(1−ū)
log s2(s0, i0; i∗))

γ
(
θ∗ − s2(s0, i0; i∗) + γ

β(1−ū)
log s2(s0, i0; i∗)

) ≤ λ(s0, i0)

γi0
.

As before, (s2(s0, i0; i∗), i∗) belongs to the reachable set{(
ss0,i0,0(t), is0,i0,0(t)

)
: t ≥ 0

}
.

Reasoning as we have done for case 1., the condition (22) follows from the same condition
∂sQ − ∂iP ≤ 0 (on a different part of the space as this time s ≥ γ

β(1−ū)
). The reader is

invited to note that under the condition (22), owing to the result on duality, we are able
to extend the optimality result in [11] to any admissible (s0, i0) beyond the DFE (disease
free-equilibria) for β̃ := β(1 − ū)-contact driven SIR (i.e. extend it to configurations for
which s0 >

γ

β̃
= γ

β(1−ū)
.
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