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A B S T R A C T   

The value of informal sources in increasing the timeliness of disease outbreak detection and providing detailed 
epidemiological information in the early warning and preparedness context is recognized. This study evaluates 
machine learning methods for classifying information from animal disease-related news at a fine-grained level (i. 
e., epidemiological topic). We compare two textual representations, the bag-of-words method and a distribu
tional approach, i.e., word embeddings. Both representations performed well for binary relevance classification 
(F-measure of 0.839 and 0.871, respectively). Bag-of-words representation was outperformed by word embed
ding representation for classifying sentences into fine-grained epidemiological topics (F-measure of 0.745). Our 
results suggest that the word embedding approach is of interest in the context of low-frequency classes in a 
specialized domain. However, this representation did not bring significant performance improvements for binary 
relevance classification, indicating that the textual representation should be adapted to each classification task.   

1. Introduction 

The ability to rapidly recognize emerging and re-emerging animal 
infectious diseases is a critical global health priority. Early warning is 
crucial for the quick implementation of effective control strategies at 
global and local levels (Heymann and Rodier, 2001). In recent decades, 
several outbreaks have highlighted the limitations of conventional dis
ease surveillance, which is hampered by delayed detection and latency 
of the communication channels (Ben Jebara and Shimshony, 2006). The 
growing availability of digital data represents an unprecedented source 
of real-time disease information for epidemic intelligence (EI) (Paquet 
et al., 2006). Online news, social media and electronic health records are 
among the so-called informal sources that have proven to be valuable 
sources of disease information (Soto et al., 2008; Wilson and Brown
stein, 2009; Dion et al., 2015; Bahk et al., 2015). Their mainstreaming 
into surveillance systems via the concept of event-based surveillance has 
been a game-changer for disease surveillance and control. While the 
earliest applications have focused on human health, event-based sur
veillance has also been successfully applied to both animal and zoonotic 
diseases (Arsevska et al., 2018). 

Informal information sources are diverse in their spectrum (e.g., 
online news and social media messages), but they all share information 
in textual format. Peculiarities of textual data include linguistic ambi
guities, redundant and noisy information, and a lack of normalization. In 
addition, daily amounts of such information can rapidly overwhelm 
surveillance systems, including a step of moderation by experts. Event- 
based surveillance (EBS) systems, such as HealthMap or GPHIN, have 
thus been developed to collect and process the continuous flow of 
informal information. Such systems increasingly marshal text-mining 
methods to alleviate the amount of manually curated free text (Hart
ley et al., 2010). Text mining, which combines natural language pro
cessing (NLP) and data mining techniques, enables free text conversion 
into a computer-readable format (Hearst, 1999). The pipelines of EBS 
systems include four steps, from data collection to the extraction of 
relevant pieces of epidemiological information (Fig. 1). Each step can be 
performed manually, semiautomatically or automatically according to 
the system. 

In the animal health domain, the final extraction of epidemiological 
information (or entities) aims at identifying, among others, the disease 
names, species, locations, and dates related to a specific outbreak. 
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Before this step, a classification step is usually performed to filter the 
relevant documents (e.g., online news). Classification is a crucial step of 
animal disease surveillance systems, as it avoids overwhelming the 
systems with irrelevant data (e.g., a review about a disease). The clas
sification approaches integrated into the EBS systems differ regarding 
the number of categories used to label the documents, the type of clas
sification method, and the kind of moderation. Several tools, such as 
HealthMap, GPHIN and PADI-web (Brownstein et al., 2008; Carter et al., 
2020; Valentin et al., 2020b), rely on classifiers trained on manually 
labeled datasets to automatically learn rules to label the retrieved news 
articles (so-called supervised classification). The classifiers include, for 
instance, naïve Bayes, the support vector machine (SVM), and more 
recently, deep-learning classifiers such as bidirectional long short-term 
memory recurrent neural networks (Kim et al., 2020). 

EBS system classification frames usually assign one category per 
document (i.e., relevant/irrelevant). However, there is a challenging 
heterogeneity of topics and relevance scores across sentences. For 
instance, news articles that report an outbreak often also describe 
outbreak control measures or economic impacts, share information 
about the outbreak source or draw attention to a given area at risk. 
Those elements may be of relevance to EI teams to assess risks associated 
with the occurrence of an outbreak. Conversely, some sections do not 
contain any useful information, which can result in noisy entity 
extraction. 

In this context, we stress the need for an intermediate step between 
document-based classification and the extraction of epidemiological 
entities. This step consists of i) removing irrelevant content (i.e., sen
tences) from relevant documents and ii) identifying relevant epidemi
ological topics, which we refer to as fine-grained information. 

Several applications can be derived from this approach in EBS 
pipelines. First, sentence-based classification may enhance the perfor
mance of event-extraction tasks by identifying event-related sentences 
(Gella and DuongThanh, 2012; Naughton et al., 2010). Performing event 
extraction on a subset of relevant sentences would decrease the risk of 
extracting epidemiological entities (e.g., dates and locations) not related 
to an event. In addition, sentences related to transmission pathways can 
be manually or automatically compared to current disease knowledge to 
identify the emergence of a new transmission pathway. Sentence-based 
classification is an alternative approach to increase the performance of 
document-based classification. Especially in the context where 
event-related information appears within a few sentences, such a strat
egy was recently applied to the classification of infectious disease oc
currences from online textual sources (Kim et al., 2020). The authors 
proposed an approach of classifying each sentence first and then 
merging the results of each sentence classification to classify the docu
ment. They obtained better performance through the sentence-based 
approach compared to a document-unit learning classifier. 

Textual classification involves using statistical learning models to 

classify text (e.g., a whole document and a sentence) into specific sets of 
categories. The classification is supervised when models are trained on 
instances whose labels are known (i.e., annotated by domain experts) 
(Witten et al., 2016). Models (i.e., classifiers) are fitted on annotated 
instances during the training step, which includes two steps: textual 
vectorization and classification. Textual vectorization (hereafter 
referred to as “representation”) converts textual data into a 
machine-readable format. In the classical bag-of-words (BOW) repre
sentation, each document is transformed into a sparse vector where each 
dimension is an explicit feature, i.e., a word. In recent years, represen
tations based on deep neural networks (word embeddings) have been 
introduced as an alternative to bag-of-words to better capture syntax 
and semantic information from text. Popular models include Word2Vec 
(Mikolov et al., 2013a), GloVe (Pennington et al., 2014), and BERT 
(Devlin et al., 2019b). In such approaches, documents are in an implicit 
space where they are represented as a dense vector (Mikolov et al., 
2013a). Word embedding models have yet to be applied to several lin
guistic tasks in the disease surveillance domain, including disease tax
onomy development (Ghosh et al., 2016), epidemiological feature 
extraction from WHO reports (Ghosh et al., 2017) and veterinary nec
ropsy report classification (Bollig et al., 2020). 

Compared with document classification, the classification of short 
text (such as sentences) is more challenging because of the lack of 
contextual information (Song et al., 2014; Chen et al., 2019). Such 
shortcomings may hamper the performance of classic textual represen
tations that rely on the use of word presence and/or frequency (e.g., 
bag-of-words), suggesting the need for models able to better capture the 
word semantics, such as word embeddings. In this paper, we propose 
integrating the Word2Vec model in the context of a specialized domain, 
i.e., text-based animal disease surveillance. More precisely, we aim to 
evaluate what textual representation to implement for classifying sen
tences from online news to identify epidemiological information, 
including the BOW and word embedding approaches. 

2. Materials and methods 

2.1. Corpus and classification task 

We used a publicly available corpus of news articles that was an
notated by four epidemiologists following specific guidelines (Valentin 
et al., 2019). In this annotation framework, news articles are split into 
sentences, and each sentence has two levels of annotation (i.e., two la
bels) (Valentin et al., 2021). The first level aims at identifying if the 
sentence contains any relevant epidemiological information, containing 
five levels (current, hypothetical or past events, general and irrelevant 
sentences). In this study, we aggregated sentences labeled irrelevant (i. 
e., disease-unrelated general facts) and general (i.e., general information 
about a disease or a pathogen) to create a group of irrelevant sentences. 

Fig. 1. Pipeline of news article processing in event-based surveillance systems.  
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The other labels (current, hypothetical and past events) are aggregated 
into the relevant category. The second annotation level characterizes the 
relevant sentences’ epidemiological topic (fine-grained information), as 
shown in Table 1. 

In this study, we adopted the supervised classification paradigm 
using the previously described corpus of sentences as the training 
dataset. The two levels form two consecutive classification tasks: i) 
classification of the relevance status and ii) topic classification of the 
relevant sentences (Fig. 2). The first classification is binary (sentences 
are either relevant or irrelevant), while the sentence is multiclass (i.e., 
sentences belong to one of the six topic categories). To evaluate retrieval 
methods on sufficient class sizes, we increased the initial annotated 
corpus (32 news articles, 486 sentences - 10,247 words) with 758 sen
tences (16,417 words). We obtained a final corpus containing 1244 
sentences, among which 296 sentences were irrelevant. Hence, the 
subset of sentences for topic classification consisted of 948 sentences 
(21,753 words). 

Even if still modest in size, our corpus is specific regarding both its 
domain (i.e., animal health) and its nature (i.e., online news articles). 
Therefore, this corpus type is more specific than the benchmark corpus 
traditionally used in state-of-the-art approaches in the biomedical NLP 
domain (Huang and Lu, 2015). 

Our objective is to fit a classification model able to correctly identify 
both the relevance status and the topic of unlabeled sentences. 

2.2. Textual representation 

The transformation of textual data into a vector-space representation 
assumes that a document from a corpus can be represented as a numeric 
vector derived from the terms it contains (Salton, 1971). In fine, the 
closeness of two document vectors in the vector space should reflect 
their semantic similarity. In this work, we compare two types of 
vector-space representations, i.e., the traditional bag-of-words and the 
word embedding representations. In the following subsections, we 
outline the construction of each textual representation. For both types of 
representations, we evaluated three types of textual preprocessing steps: 
no preprocessing (P1), lowercase (P2), and lowercase plus lemmatiza
tion (P3), which consists of converting the words into their inflected 
forms (e.g., plural to singular form). 

2.2.1. Bag-of-words representation 
In the BOW representation, each document d (here, each sentence) is 

represented by an n-dimensional vector where each component wid 
represents the absence or presence of a feature (term) i in the document 
and n is the length of the vocabulary (Zhang et al., 2010). If the feature i 

occurs in the document, the feature weight wid has a nonzero value. As a 
weight, we used the term frequency-inverse document frequency (TF −
IDF), as shown in Eq. (1). TF − IDF is the product of term frequency TFid - 
the frequency of the word in the document - and the inverse document 
frequency IDFi, given by Eqs. (2) and (3): 

wid = TFid × IDFi (1)  

TFid =
nid

nd
(2)  

IDFi = log
(

N
Di

)

(3)  

where .  

• nid is the number of times that the term i appears in document d,  
• nd is the total number of terms in d,  
• N is the total number of documents in the corpus, and  
• Di is the number of documents that contain i. 

Terms with the highest TF − IDF values are distinctively more frequent 
in a document compared to the collection of documents (Salton and 
Buckley, 1988). 

Bag-of-words is an easy-to-understand and effective representation 
used to convert textual documents into vectors. However, it has several 
limitations, including its sparsity (Brownlee, 2017; Zhao and Mao, 
2018). The BOW representation leads to highly sparse vectors (i.e., most 
of the vector elements have zero value since a document only contains a 
very small portion of all of the vocabulary). This may result in compu
tational complexity while drowning out information. Moreover, the 
BOW representation overlooks the grammar and word order in a docu
ment, as reflected by the “bag” concept. The context of the terms is 
discarded even though it provides meaningful information regarding the 
semantics of terms, such as synonymy. For instance, the BOW repre
sentation may not effectively capture the closeness of semantically 
similar documents with different term usages, as they are converted to 
very different vectors. 

2.2.2. Word embedding representation 
Word embedding methods produce word representations corre

sponding to dense real-valued vectors in a vector space (Torregrossa 
et al., 2021). Vector values are learned according to the context in which 
the word appears, based on the assumption that words that frequently 
appear in the same context (i.e., surrounded by the same words) tend to 
have the same meaning (Goldberg, 2017). In most approaches, the 
context corresponds to the window of neighboring words, which is a 
configurable parameter. For instance, in health-related news, the verbs 
“declared” and “reported” are typically used in the same types of sen
tences (e.g., “France declared/reported an outbreak of foot-and-mouth 
disease”). While the traditional bag-of-words representation will 
encode the verbs “declared” and “reported” as two distinct features, a 
word embedding representation may capture their semantic closeness. 

Contrary to BOW, word embedding representations are obtained by a 
learning process on a large corpus. This learning process is distinct from 
subsequent NLP tasks for which embeddings are used, namely, text 
classification in our study. Several pretrained word embeddings are 
publicly available, but training a word embedding model on text specific 

Table 1 
Classification tasks.  

Class Number of 
sentences 

Example 

Descriptive 
epidemiology (DE) 

401 Cases of African swine fever (ASF) have 
been recorded in Odesa and Mykolaiv 
regions. 

Protection and control 
measures (PCM) 

293 All the infected animals have been 
killed, and the area has been 
disinfected. 

Concern and risk factors 
(CRF) 

105 Additional outbreaks of African swine 
fever are likely to occur in China. 

Transmission pathway 
(TP) 

69 The authorities suggest that the highly 
contagious virus might have been 
spread by a river. 

Economic and political 
consequences (EPC) 

53 Financial losses due to ASF could 
amount to 17 million to Latvia’s 
industry in 2017. 

Distribution (DI) 27 27 94 poultry farms in Taiwan have 
been infected by avian flu so far this 
year. 

Total 948   

Fig. 2. Classification tasks.  
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to the target domain has been shown to improve performance (Pyysalo 
et al., 2015). In this study, we thus decided to compare a pretrained 
model (w2v-G) with different custom-trained models (w2v-P1, w2v-P2, 
and w2v-P3), whose characteristics are summarized in Table 2. 

Two types of parameters can influence the quality of vectors when 
training a word embedding model: (i) the preprocessing steps of the 
training dataset and (ii) the model parameters. As prepreocessing steps, 
we evaluated the influence of lowercasing and lemmatization. In this 
study, we focused only on the word2vec model. The word2vec model 
consists of a 2-layer neural network and was proposed with two archi
tectural variants: the continuous bag-of-words (CBOW) and the contin
uous skip-gram. The CBOW architecture predicts a target word based on 
its context, while the skip-gram model attempts to predict a target 
context using a word (Mikolov et al., 2013b). As each method has its 
own advantages, we compared the performance of each architecture. We 
evaluated two dimensions for the trained vectors: 100,000, which is the 
default length implemented in the gensim library, and 300,000, which is 
the most commonly used dimensionality in various studies (Mikolov 
et al., 2017, 2013a; Pennington et al., 2014). For simplicity, both di
mensions are further referred to as “100” and “300”. We used the default 
parameter for the window size (5 words). 

We trained the custom models on a dataset of news articles dealing 
with the animal health domain. This dataset is called Epi-Animal. The 
training set length was 33,417,501 words. 

The word2vec pretrained model was trained on a 3 billion-word 
corpus from the Google News corpus2 with the CBOW architecture. 

Each sentence vector was computed by calculating the average of the 
sentence’s word embeddings. As proposed by (De Boom et al., 2016; 
Krzeszewska et al., 2022), each word embedding was leveraged by the 
TF − IDF word value. Finally, each sentence is represented by a vector 
that pools the information of all of the words. 

2.3. Classifiers 

We compared two classifiers that are widely used for text classifi
cation, i.e., support vector machines and the multilayer perceptron.  

1. A support vector machine (SVM) is a nonprobabilistic and linear 
classification technique. SVMs have been widely used for text clas
sification, including small text such as sentences (Khoo et al., 2006; 
Zhang and Liu, 2007) and tweets (Go et al., 2009). A SVM can 
perform well regarding important textual data vector properties, 
which contain few irrelevant features (Joachims, 1998). We used a 
linear kernel parameter (linear SVM) classifier, as linear kernels can 
perform well with textual data (Uysal and Gunal, 2014; Kumar et al., 
2010).  

2. The multilayer perceptron (MLP) is an artificial neural network 
(ANN)-type classifier. ANN classifiers were shown to perform well 
when combined with word embedding representations (Agibetov 
et al., 2018; Mandelbaum and Shalev, 2016). We used the default 
parameters implemented in the scikit-learn library (Pedregosa et al., 
2011), i.e., 1 hidden layer, 100 hidden units and a rectified linear 
unit (ReLU) activation function.  

3. As this study focuses on the evaluation of the textual representation, 
we did not fine-tune the classifiers. We are nevertheless aware that 
fine-tuning can improve the performances of each classifier, and our 
result must be interpreted in the context of the set of parameters 
cited above. 

Preprocessing, word embedding model training, classification and 
the evaluation pipeline were performed using the scikit-learn, NLTK and 
gensim libraries (Python) (Pedregosa et al., 2011; Bird and Loper, 2004; 
Rehur and Sojka, 2010). The code is freely available at: https://github. 

com/SarahVal/EpiNews-Representation/. 

2.4. Evaluation 

We estimated the performances of the trained models via the widely 
used cross-validation method. We used a fold number of 5, as this value 
was empirically shown to yield test error rate estimates with low vari
ance, while not being hampered by excessively high bias (Hastie et al., 
2009). 

At each fold, we computed the traditional metrics used in supervised 
classification, i.e., precision, recall, accuracy, and F-measure. Precision 
for a given class A corresponds to the proportion of correct sentences 
classified in class A (Eq. (4)), and recall corresponds to the proportion of 
sentences belonging to class A that are correctly identified (Eq. (5)): 

Precision(A) =
number of sentences correctly attributed to class A

number of sentences attributed to class A
(4)  

Recall(A) =
number of sentences correctly attributed to class A

total number of sentences belonging to class A
(5) 

F-measure is the harmonic mean of precision and recall (Eq. (6)). 

F − measure(A) =
2 × Precision(A) × Recall(A)

Precision(A) + Recall(A)
(6) 

To calculate the performances over all classes to account for class 
imbalance, we computed the weighted precision, recall, and F-measure 
(averaging the support-weighted mean per label). The accuracy corre
sponds to the proportion of correct predictions over the total 
predictions. 

We conducted two experiments. The first aimed at identifying the 
best preprocessing steps and parameters for training the word embed
ding model. The second compared the results of the classifiers and 
representations detailed above. To evaluate and compare the textual 
representations obtained, we adopted a two-step evaluation: .  

• Selection of the best parameters of the word embedding model for 
the topic classification of relevant sentences based on the best overall 
accuracy. 

• Comparison of the selected models with the bag-of-words represen
tation for the relevance and topic classification tasks. 

3. Results 

3.1. Word embedding parameters 

We compared the performances of the word embedding-based rep
resentations for relevance and topic classification in terms of the 
weighted F-measure, with both MLP and SVM classifiers (Table 3). 

The topic classification yielded lower results than the relevance 
classification, with a weighted F-measure ranging from 0.666 to 0.745, 
compared to 0.784–0.871 for relevance classification. 

For relevance classification, the w2v-P1 representation obtained 
from skip-gram architecture and used to feed the MLP classifier achieved 
a higher F-measure than other parameter combinations, with 100- 
dimension vectors (0.871). For topic classification, the best models 
were the w2v-P2 model obtained from the skip-gram architecture used 
to provide the SVM classifier and the w2v-P1 model trained using the 
skip-gram architecture used to provide the SVM, with the 100-dimen
sion and 300-dimension vectors, respectively. 

Even though the best performances were reached with skip-gram, 
both algorithms achieved comparatively equal performances among 
the parameter combinations. Similarly, our results do not reveal any 
superiority of a vector length among the others. In contrast, the F- 
measure significantly dropped when preprocessing method P3 2 https://github.com/mmihaltz/word2vec-GoogleNews-vectors 
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(lowercase and lemmatization) was applied for both classification tasks. 
The MLP classifier yielded better performance for relevance classifica
tion, regardless of the preprocessing method and model architecture, 
while the performances of the SVM and MLP were less different for topic 
classification. Nevertheless, except for one combination, the SVM per
formed better than the MLP for this task. 

3.2. Classifiers and representations 

In this second experiment, we compared the performances of two 
textual representations (i.e., bag-of-words or word embedding) for both 
relevance and topic classification, depending on the pre-processing 
method and the classifier. As word embedding representations, we 
selected the 100-length vectors obtained through the skip-gram archi
tecture because they reached the highest weighted F-measure in the 
previous sections. We compared their performances with those of the 

pretrained word embeddings (G-Emb), as shown in Fig. 3. Note that the 
model w2v-G (pre-trained on a general corpus) is shown in the P1 sec
tion as none lowercasing nor lemmatization were used for its training. 

For relevance classification, bag-of-words and word embedding 
representations obtained comparable results, except for the combination 
w2v-MLP, which reached the highest weighted F-measure regardless of 
the preprocessing method. The performances obtained by the pretrained 
word embeddings (w2v-G) were comparable to those of the custom- 
trained embedding. We noted a slight decrease in performance when 
using the P3 preprocessing method for both BOW and embedding 
representations. 

The results obtained for topic classification exhibited greater dif
ferences, with a clear improvement when using custom-trained em
beddings, regardless of the preprocessing method. The MLP and SVM 
classifiers obtained comparable performances with embeddings, while 
the use of the MLP decreased the performances combined with the BOW 

Table 2 
Characteristics of the word embedding models evaluated, including the pre-trained word2vec embeddings (w2v-G) and the models trained on Epi-Animal corpus (w2v- 
P1, w2v-P2 and w2v-P3).  

Representation name Training parameters Training corpus Model output  

Architecture Pre-trained Source Size (tokens) Pre-processing method Vocabulary size 

w2v-G CBOW yes Google news (generalist) 3 bilions Figures removed 3,000,000 
w2v-P1 CBOW, Skip-gram no Epi-animal corpus (specialized) 33 millions P1: None 378,609 
w2v-P2     P2: Lowercase 315,306 
w2v-P3     P3: Lowercase and lemmatisation 282,611  

Table 3 
Performances of relevance and topic classification depending on the pre-processing method (w2v-P1: none, w2v-P2: lowercase, w2v-P3: lowercase and lemmatisation), 
the word2vec model architecture, the embeddings vector length, and the classifier, in terms of weighted F-measure.     

Relevance classification Topic classification 

Representation name Architecture Classifier Vector length    

100 300 100 300 

w2v-P1 CBOW SVM  0.825  0.833  0.729  0.742   
MLP  0.870  0.858  0.722  0.722  

Skip-gram SVM  0.843  0.841  0.733  0.745   
MLP  0.871  0.846  0.727  0.731 

w2v-P2 CBOW SVM  0.832  0.842  0.728  0.744   
MLP  0.858  0.864  0.719  0.728  

Skip-gram SVM  0.828  0.836  0.745  0.736   
MLP  0.869  0.845  0.740  0.739 

w2v-P3 CBOW SVM  0.799  0.807  0.691  0.700   
MLP  0.839  0.835  0.674  0.672  

Skip-gram SVM  0.784  0.796  0.687  0.686   
MLP  0.840  0.809  0.691  0.666  

Fig. 3. Performances of relevance and topic classification results based on bag-of-words (BOW) and word embedding representations in terms of weighted F-measure 
(w2v-G: pretrained word2vec embeddings on a generalist corpus, w2v: word2vec embeddings trained on a specialized corpus). Confidence intervals represent the 
standard deviation of the F-measure across the five cross-validation folds. 
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representations. Similar to relevance classification, the P3 representa
tion obtained the lowest F-measure. 

Table 4 summarizes the performances of the best BOW and word 
embedding representations (in terms of weighted F-measure) for each 
classification task. For relevance classification, the best word embedding 
representation (w2v-P1-skip-100) brings a gain in the weighted F- 
measure of 0.005 (SVM classifier) and 0.035 (MLP classifier) compared 
to the best BOW representation. For topic classification, the best word 
embedding representation (w2v-P2-skip-100) brings a gain in the 
weighted F-measure of 0.074 (SVM classifier) and 0.118 (MLP classifier) 
compared to the best BOW representation. 

We analyzed the intraclass classification results and confusion 
matrices for topic classification, comparing the best representations 
identified in the previous step (BOW-P2, classified by an SVM classifier, 
and w2v-P2-skip-100, classified by an MLP classifier (Table 5)). The 
word embedding outperformed the BOW classification in terms of 
weighted precision, recall and F-measure in all classes, including un
derrepresented classes (e.g., concern and risk factors and economic and 
political consequences). Notably, the classification results were highly 
heterogeneous between the classes. The F-measures ranged from 0.419 
(“distribution” class) to 0.796 (“descriptive epidemiology” class) with 
the bag-of-words representation. They ranged from 0.500 to 0.841 with 
the word embedding representation (same classes). With both textual 
representations, the lowest recall and precision tended to be correlated 
with the class having the lowest number of instances, such as “distri
bution” (n = 27) and “economic and political consequences” (n = 53). 
For this latter class, the word embedding particularly increased the 
classification performance (F-measure increased by 0.162). 

The classification errors were largely due to false classifications into 
the two majority classes (descriptive epidemiology and protective and 
control measures) (see Fig. 4). The word embedding representation 
decreased the number of instances falsely attributed to both classes, with 
the notable exception of distribution sentences attributed to the 
descriptive epidemiology class. 

4. Discussion 

The classification results based on both BOW and word embedding 
representations showed that the supervised approach performed well in 
identifying relevant sentences in animal-health-related news (with the 
highest weighted F-measure values reaching 0.839 and 0.871, respec
tively). While trained on approximately the same dataset lengths, the 
performance of document-based classification reported by the EBS sys
tem is higher (F-measure of 0.93 for GPHIN (Conway et al., 2009), ac
curacy of 0.92 for PADI-web on an external dataset (Valentin et al., 
2020a)). Sentence classification is more challenging due to sentence 
sparsity. The classification of epidemiological topics achieved poorer 
global performances, with the underrepresented classes obtaining the 
lowest F-measures. This can be explained by the multiclass classification 
task, which may require richer semantics. Moreover, the topic classifi
cation includes underrepresented and low-frequency classes, which 
trigger classification errors in a supervised framework. This can be a 
major limitation in practice when retrieving underrepresented classes, 

such as a transmission pathway or concern and risk factors. 
Our results weakly suggest that training on word embeddings may 

overcome this limitation by learning more effectively the semantic 
meaning of short texts. Embedding models are trained on external 
datasets, which is contrary to traditional bag-of-words representations. 
They thus allow the classifiers to generalize more effectively beyond 
their limited number of training examples (Thapen et al., 2016). Such a 
feature of word embedding models is of utmost interest when imple
menting supervised approaches in a specialized domain, such as animal 
disease surveillance. The model trained on the Epi-Animal corpus ach
ieved slightly better results than the pretrained word2vec model, sug
gesting that a specialized corpus had a greater value than training on a 
larger generalist corpus. Further evaluation is needed to validate this 
result. 

For relevance classification, the use of word embeddings did not 
strongly outperform bag-of-words representations. Previous studies 
have suggested that word embeddings with traditional classifiers and a 
sufficient learning dataset size may not have additional value for clas
sification tasks (d’Amato et al., 2017; Bollig et al., 2020). In Bollig et al. 
(2020), the GloVe embedding model did not outperform the TF-IDF 
vector model in classifying necropsy reports. Compared to our study, 
the model was trained on a smaller dataset (1000 reports, forming a 50, 
000-word vocabulary). Although these approaches cannot be directly 
compared since the word embedding models were different, we may 
hypothesize that the added value of word embeddings also depends on 
the sparsity of the data classified, i.e., short text such as sentences or 
longer documents such as reports or news articles. In our results, none of 
the word2vec training parameters (i.e., architecture and vector length) 
significantly outperformed the other parameters. Skip-gram is known to 
be more efficient, with infrequent words and small training datasets 
(Naili et al., 2017). Hence, we expected this model to perform better 
than CBOW. The choice of embedding dimension is still an open issue in 
the literature. It relies on a trade-off between small dimensionality, 
which may not capture all possible word relations, and large dimen
sionality, which suffers from overfitting (Yin and Shen, 2018). Our re
sults suggest that 100-length vectors can be used without impacting the 
overall accuracy of the classification, although this may not be generally 

Table 4 
Performances of relevance and topic classification based on bag-of-words and word embedding representations, in terms of weighted precision, recall, F-measure and 
accuracy.  

Classification task Classifier Textual representation Precision Recall F-measure Accuracy 

Relevance SVM BOW-P1 0.838 0.841 0.839 0.841   
w2v-P1-skip-100 0.858 0.837 0.843 0.837  

MLP BOW-P1 0.837 0.846 0.836 0.846   
w2v-P1-skip-100 0.870 0.873 0.871 0.873 

Topic SVM BOW-P2 0.672 0.670 0.671 0.670   
w2v-P2-skip-100 0.754 0.741 0.745 0.741  

MLP BOW-P2 0.636 0.642 0.622 0.642   
w2v-P2-skip-100 0.738 0.745 0.740 0.745  

Table 5 
Result of topic classification with bag-of-words (BOW-P1) and word embedding 
(w2v-P2-skip-100) representations, in terms of recall, precision and F-measure. 
The best performances are shown in bold for each level.   

Bag-of-words Word embeddings 

Class Precision Recall F-measure Precision Recall F-measure 

DE 0.796 0.796 0.796 0.841 0.841 0.841 
PCM 0.688 0.669 0.678 0.791 0.737 0.763 
CRF 0.449 0.419 0.433 0.646 0.610 0.627 
TP 0.514 0.536 0.525 0.536 0.536 0.536 
EPC 0.456 0.491 0.473 0.580 0.755 0.656 
DI 0.371 0.481 0.419 0.388 0.704 0.500 

DE: Descriptive epidemiology, PCM: Protection and control measures, CRF: 
Concern and risk factors, TP: Transmission pathway, EPC: Economic and polit
ical consequences, DI: Distribution 
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true if word embeddings are used for a different dataset or task. This 
simpler model could be preferred in terms of its reduced computing time 
and complexity (for both textual preprocessing and model training 
steps), which are constraints that can hinder the model applicability of 
large embedding vectors (Wu et al., 2016). Conversely, the choice of 
textual preprocessing steps significantly impacted our results, with the 
use of lemmatization decreasing the performances, highlighting the 
need to evaluate different preprocessing combinations in classification 
pipelines. Eventually, our results did not reveal any better performance 
of one classifier compared to the other when using the model’s default 
values of the hyperparameters. Nonetheless, the classification perfor
mances of each classifier can be further optimized through hyper
parameter tuning (Elgeldawi et al., 2021). 

New word embedding architectures have been recently proposed, 
such as the BERT model (bidirectional encoder representations from 
transformers). This model achieved new state-of-the-art results on 
several NLP tasks, including sentence classification (Devlin et al., 2019a; 
Torregrossa et al., 2021). BERT produces word representations that are 
dynamically informed by the words around them (also referred to as 
“contextualized word embedding”). These word embedding architec
tures have also been applied to the extraction of fine-grained events 
from online news (Piskorski et al., 2020), outperforming the BOW rep
resentation. We conducted preliminary analysis on our classification 
task with a BERT-like pretrained model, RoBERTa (Liu et al., 2019). The 
results indicate a clear improvement in performance. For instance, topic 
classification with the RoBERTa model reached a weighted accuracy and 
F-measure of 0.84. In our future work, we plan to combine the best 
representations related to the dedicated tasks highlighted in this study 
with the RoBERTa model. 

5. Conclusion 

In this study, we showed that classic supervised approaches were 
able, with promising results, to detect relevance and epidemiological 
information at the sentence level. Selected word embeddings improved 
the result of the classic bag-of-words representation for the classification 
of fine-grained epidemiological information. However, bag-of-words 
achieved comparable results for a binary classification task. Our re
sults suggest that there is no turnkey solution for the choice of the tex
tual representation, and the best model should be adapted to each 
classification task. Considering the classification performances obtained 
with minimal tuning of the word embedding model, we believe that 
further evaluation of the training parameters could enhance its quality. 
Several more specific questions about corpus size, preprocessing steps 
and classifier parameters tuning were not fully addressed and remain 

targets for future study. The size of the sliding window, for instance, has 
a marked effect on the vector similarities. Small windows tend to pro
duce functional and syntactic similarities, while larger windows tend to 
produce more topical similarities (Goldberg, 2017). To evaluate these 
parameters, we aim to increase the annotated training corpus to override 
the constraints inherent to small training datasets in terms of evaluation 
robustness. 
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