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HIGHLIGHTS 
 

• Monitoring of CO2 hydrate formation kinetics in reactor by heat balance  
• Heat flux measurement by thermopile on the reactor shell 
• Highlighting the impact of stirring mobile and speed on hydrates formation kinetics 
• Experimental validation by comparison with a mass balance 

 

ABSTRACT 
CO2 hydrate slurries are promising phase change materials for secondary refrigeration applications. 
However, the difficulty of experimentally evaluating the crystallization kinetic of slurries limits their 
industrial use. Hydrate crystallization kinetics monitoring performs traditionally by a reactor mass 
balance. However, this method requires assumptions on CO2 liquid phase concentration and the 
hydration number. This work outlines the development of a specific method to determine kinetics 
thanks to the direct measure of heat flow through the reactor jacket and its evaluation compared 
with the mass balance method. The results of each method are then obtained by testing the two 
kinetic parameters of stirring speed and propeller type. The final hydrate mass fractions obtained 
with both methods are in good agreement, but the kinetic obtained by the mass balance method is 
faster than by the heat balance method.  
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1. INTRODUCTION 

CO2 hydrates are interesting phase change materials [1] due to their high energy density for 
secondary refrigeration systems [2, 3]. This property allows them to store large quantities of cold 
thermal energy and for slurries to be used as a cold-energy transport medium from production to use 
places [4]. CO2 hydrate slurries are composed of a liquid carrier phase, mainly water in the case of 
aqueous slurries, and a suspension of CO2 hydrates, solid crystals defined as a lattice of water 
molecules trapping CO2 molecules [5]. Thermodynamic properties of CO2 hydrate are well-
established slurries [6, 7], including mixed semi-clathrate of CO2 and ammonium salts [8] or other 
promoters. Less research has been applied towards both energetic properties [9-14] and rheological 
properties [15-21]. Hydrates slurries are designed to have a high hydrate formation rate [11] and 
prevent agglomeration within the slurry [22]. A more accurate understanding of the crystallization 
mechanism of CO2 hydrates is essential to effectively evaluate and improve the overall process 
efficiency [23].  

Gas hydrate formation follows the classical theory of crystallization, which considers an initial 
nucleation stage followed by a growth stage [24]. During the nucleation or birth stage, a solution 
remains in conditions that are thermodynamically favorable to the existence of hydrates but without 
stable hydrate crystals, known as the supersaturated state. The work on methane hydrate of 
Vysniauskas, Bishnoi, and Englezos [25-27] highlighted that local methane concentration in solution 
at crystallization point was higher than predicted by liquid-vapor equilibrium. During this nucleation 
stage, nuclei or germs, which appear and grow, are unstable and disappear until they reach a critical 
size. The transition between the nucleation and growth stage appears when at least one nuclei 
reaches the critical size and still grows. Five physical phenomena take place simultaneously during 
the crystal growth stage: the CO2 absorption from the gas phase to the liquid phase, the diffusion of 
the CO2 molecule from the liquid phase to the hydrate particle surface, the incorporation of CO2 and 
H2O molecules in the hydrate crystal lattice, the heat released from crystal lattice to the bulk of the 
liquid phase (because crystallization is an exothermic phenomenon), and the heat exchanged with 
reactor environment [28].  

Gas hydrate formation can be studied at a laboratory scale in stirred reactors from a few hundred 
milliliters to a few liters. Classical approaches to characterize gas hydrate conversion are based on 
the determination of (i) the amount of gas in the reactor as a function of time, (ii) CO2 concentration 
in the liquid phase, and (iii) the hydration number (i.e., the CO2 mole number per H2O mole number 
present in the crystal structure). The amount of gas is obtained by either CO2 flow measurement for 
semi-batch reactors [25, 29] or pressure and temperature measurement for batch reactors [30, 31]. 
Those experimental models involve assumptions to estimate the hydration number based on 
literature data from PVT approaches [2] or structural approaches such as X-Ray [32] or Raman 
spectroscopy [33] and the concentration of CO2 in a liquid phase, generally taken at the liquid-vapor 
equilibrium [3]. To address these assumptions, some studies have been conducted using on-line 
probes to monitor hydrate crystals formed or concentration in the liquid phase [34-38]. Recently, 
Boufares, et al. [34] studied hydrate formation kinetics in a semi-batch stirred reactor (few hundred 
milliliters) while monitoring CO2 concentration in real-time and in situ by infrared spectroscopy. 
These results highlighted that gas-liquid transfer could be the limiting factor at this scale under 
moderate stirring, with CO2 hydrates able to absorb a significant quantity of CO2 (playing the role of a 
CO2 sponge). The consequence of these phenomena is the establishment of a "local" liquid-hydrate 
equilibrium. 

Calorimetric measurements allow the ability to understand phenomena (i.e., reaction mechanism, 
change of state) [39, 40]  and to follow the kinetics of a broad range of types of chemical, 
polymerization, or crystallization reactions [41, 42] performed in dedicated measuring cells. A 



limitation of these methods is the small volume of the measuring cells (mL to dL). Extrapolating these 
methods to bigger scales, such as multi-liter jacketed reactors, is challenging. However, reaction 
calorimeter development has increased recently, facilitated by a few hundred milliliters reactors 
equipped with a cooling jacket and a stirring system. Reaction calorimetry methods assume that the 
heat released or absorbed by the transformation exchanges instantaneously and entirely with the 
environment through the reactor wall. This assumption is strong and holds true only for well-
insulated devices equipped with a cooling-jacket covering the entire height of the reactor. 
Additionally, the nature of the stirred homogeneous (bulk) or heterogeneous (porous) medium also 
plays a significant role, as demonstrated by the studies of Yin, et al. [43]. Generally, in this type of 
device, the temperature of the reactor content (Tr) is controlled by varying the temperature of the 
cooling/heating liquid inside a jacket (Tj). The heat-flow rate from the reactor content through the 
wall into the cooling/heating liquid is determined: 

• by measuring the temperature difference on both sides of the reactor's wall, i.e., between 
reactor content and cooling liquid. To convert this temperature signal into a heat-flow signal, 
a heat-transfer coefficient has to be determined. Heat transfer coefficient determination is 
problematic because it changes during the reaction. Meindinyo, et al. [44] highlighted this 
problem in methane hydrate growth estimation based on heat transfer. 

• by measuring the difference between the jacket’s inlet (Tj, IN) and outlet temperature (Tj, 
OUT) and the mass flow of the cooling liquid. This method is complicated, however, since 
the difference between those two temperatures is very small (same order of magnitude of 
the measurement uncertainty of the sensors). 

Adding a thermopile to Tj, IN, and Tj, OUT measurements can improve the second method. A 
thermopile consists of several thermocouples connected in series [45]. These thermopiles have many 
applications, such as differential thermal analysis [46, 47] or thermal accelerometers [48]. Hydrate 
studies use this thermopile measurement for very small-scale calorimeter cells. 

This work presents the experimental kinetic of CO2 hydrate crystallization study by heat balance 
(using the thermopile approach or classical temperature difference). It compares it to kinetic 
obtained by mass balance for different propeller types and stirring rates. The novelty of the current 
approach involves applying the thermopile principle to the temperature difference measurement 
between the inlet and outlet in a cooling jacket of a stirred tank reactor of 1.4 liters to monitor 
hydrate crystallization.  

2. MATERIAL AND METHOD 

This section describes the device, especially the thermopile system, and the protocol used to perform 
heat balance measurements. 

2.1. Raw material specifications 

A carbon dioxide gas cylinder of 99.995% (by volume) purity purchased from Linde Gas and ultra-
pure water type I, obtained from a Milli-Q® water purification system, were used for the 
experiments.  



2.2. Experimental setup 
Fig. 1 

 
Figure 1 : Scheme of the experimental setup and instrumentation 

This device has been designed and constructed to monitor hydrate formation and dissociation 
processes by two different methods: measuring the heat flow and measuring the temperature and 
pressure inside the reactor. It comprises a customized stainless steel reactor with a magnetic drive 
coupling motor, an external refrigerating unit that cools the fluid flowing in the jacket, and a CO2 feed 
bottle. The reactor's maximum operating pressure is 3.8 MPa (pressure safety valve), and its internal 
volume is 1.4*10-3 m3, with an inner diameter of 1.2*10-1 m.  

The magnetic drive coupling motor can be equipped with two types of impeller: a 3-blades propeller 
and a Dispersimax turbine. A controller can adjust the stirring speed from 100 to 800 rpm. 

The reactor’s cooling jacket of 0.45 *10-3 m3 allows temperature control of reactor temperature with 
an external heating/ cooling unit (Julabo FP50-HE circulator of 8 L capacity). The temperature 
stability of the heating/ cooling unit is 0.01°C, the coolant fluid is a mixture of water + mono 
propylene glycol, and the external insulation of the cooling jacket and the reactor bottom side is a 
19 mm thick Armacell sheet. The device is located in a cold room to control the environment's 
temperature, set at 10 °C for this study.  

2.2.1. Instrumentation 
Pressure transmitter (PR1) supplied by Keller, calibrated at the laboratory with an uncertainty of 0.1 
%, within the range of 0 - 4 MPa, measured the pressure inside the vessel. The CO2 injection pressure 
was controlled by a cylinder pressure regulator supplied by Messer with an outlet pressure range of 
0 – 10 MPa (PI1&PI2). A pressure indicator (PI3) monitored pressure during the depressurization 
step. Copper-constantan T-type thermocouples (TR) measured all temperatures, calibrated at the 
laboratory and with an uncertainty of -/+ 0.2 K within the range of 263.15 - 298.15 K. The position of 
the thermocouples inside the reactor was such that TR1 was in the liquid or slury phase, while TR2 was 
in the vapor phase and it was check before and after each run.  A Rosemount 8750W magnetic 



flowmeter supplied by Emerson Process within a range of 0 – 40 L/hr, measured the flow inside the 
cooling jacket. The cooling jacket was equipped with a specific sensor (thermopile, see THR in Fig. 1) 
to perform a direct heat balance on the cooling jacket described hereafter. A Data Acquisition (DAC) 
system supplied by Agilent, connected to a PC, records temperatures, pressure, flow, and heat 
balance. The monitoring and recording of all process values (temperature, pressure, flow, heat 
balance, every 10 s), the control of CO2 injection, stirring speed and temperature set-point of the 
heating/cooling unit were done thanks to a VBA in-house software. 

2.2.2. Detailed description of the differential temperature measurement method (thermopile) 
The thermopile consists of six T-type thermocouples connected in series and distributed as follows 
(see Fig. 2): the odd thermocouples positions are at the jacket inlet and the even thermocouples are 
at the jacket outlet.The thermopilee signal was measured between the inlet and outlet side. 

Fig. 2 

 
Figure 2: Scheme of thermopile installation 

 

Two other thermocouples are associated with this thermopile to determine temperature at the inlet 
and outlet of the reactor jacket. The installation of this thermopile is linked to the high uncertainty of 
the calculated temperature difference, which is the same order of magnitude as the value, often less 
than 0.1°C. Similarly, the mean and standard deviation were measured and calculated for the inlet 
and outlet thermocouples and the thermopile measurement. Table 1 presents the standard deviation 
obtained for each calibration temperature step: 
 

Table 1: Standard deviation of inlet Tj,IN, outlet Tj,OUT, calculated difference Tj,OUT – Tj,IN temperatures, and thermopile 
signal during calibration 

Calibration temperature  step -5 °C 0 °C 5 °C 10 °C 15 °C 25 °C 
Standard 
deviation 

T j, OUT (°C) 0.0182 0.0182 0.0153 0.0156 0.0469 0.0182 
T j, IN (°C) 0.0226 0.0219 0.0214 0.0219 0.0564 0.0226 
T j,OUT – T j,IN (°C) 0.0214 0.0176 0.0198 0.0193 0.0201 0.0214 
Thermopile (°C) 0.0035 0.0037 0.0038 0.0040 0.0033 0.0035 

 

The results of Table 1 show that the standard deviation on the outlet-inlet temperature difference is 
up to four times higher than that of the thermopile.  

2.3. Experimental CO2 hydrates formation protocol 

The initial temperature reactor set point was chosen at least 12 °C to avoid the risk of CO2 hydrate 
formation during gas injection. The reactor was filled with 0.7 kg of ultrapure water. This study chose 
this water load to achieve a gas-to-liquid volume ratio of 1:1. After setting the stirring speed (speed 
set-point of the stirrer ranged between 100 and 760 rpm), the air inside the reactor was removed 
with a vacuum pump. It allows degassing of any CO2 naturally dissolved in the water upon contact 



with the air. Then the reactor was fed with CO2, filling the vacuum, and part of it was dissolved in 
water. The amount of gas injected inside the reactor depends on the expected operating conditions 
(temperature and final hydrates mass fraction). The crystallization process comprises four successive 
key points marked by the letters A, B, C, and D on Fig. 3.  

Fig. 3 

 
Figure 3 : Pressure inside reactor P1, temperature inside reactor TR1, TR2 and outlet cooling jacket temperature Tj,OUT 

during crystallization process –Point A, B, C and D representation 

Point A corresponds to the system's initial state after CO2 injection and before cooling when the 
dissolution thermodynamic equilibrium is reached. Point B represents the moment when the 
system's pressure and temperature have reached thermodynamic conditions that allow hydrate 
crystallization. However, the system is in a metastable liquid-vapor state between B and C without 
hydrate crystals. Point C corresponds to the rupture of supercooling. Between C and D, hydrates 
crystallize. Point D corresponds to the system's final state imposed by the jacket temperature set. In 
the following results and discussion part, the first experimental result shows those key points. 

2.4. Empirical kinetic modeling 

The kinetics of crystallization is determined thanks to the thermopile measurement and based on a 
reactor heat balance in this work. This method was compared with the mass balance method. Those 
two models were detailed in the following sections. 

2.4.1. Description of mass balance model 
The mass balance model used in the present work was previously developed by Marinhas et al. 
(2006) [3]. It is based on CO2 mass balance in a batch reactor. Initially, before hydrate formation, CO2 
mass balance is given by Eq. 1: 

𝑛𝑛𝐶𝐶𝐶𝐶2,𝑡𝑡𝑡𝑡𝑡𝑡
𝑖𝑖 = 𝑛𝑛𝐶𝐶𝐶𝐶2,𝑣𝑣

𝑖𝑖 + 𝑛𝑛𝐶𝐶𝐶𝐶2,𝑙𝑙
𝑖𝑖 =  𝑛𝑛𝐶𝐶𝐶𝐶2(𝑡𝑡) Eq.  1 

With nCO2,tot the total number of CO2 moles inside the reactor, nCO2,v, the number of CO2 moles in the 
vapor phase and nCO2,l the number of mole of CO2 dissolved in the liquid phase. 

And in the presence of hydrates: 

𝑛𝑛𝐶𝐶𝐶𝐶2,𝑡𝑡𝑡𝑡𝑡𝑡
𝑖𝑖 = 𝑛𝑛𝐶𝐶𝐶𝐶2,𝑣𝑣(𝑡𝑡) + 𝑛𝑛𝐶𝐶𝐶𝐶2,𝑙𝑙(𝑡𝑡) +  𝑛𝑛𝐶𝐶𝐶𝐶2,ℎ(𝑡𝑡) Eq.  2 

Where:  



𝑛𝑛𝐶𝐶𝐶𝐶2,ℎ(𝑡𝑡) = 𝑛𝑛ℎ(𝑡𝑡) Eq.  3 

With nh, the number of moles of crystallized hydrates and nCO2,h is the number of moles of CO2 
involved in the hydrate structure. 

Finally, they obtained the mole number of hydrate crystallized inside the reactor only with initial 
water and CO2 amount and with pressure and temperature at t time (see Eq.  4). 

𝒏𝒏𝒉𝒉(𝒕𝒕) =  
𝒏𝒏𝑪𝑪𝑪𝑪𝟐𝟐,𝒕𝒕𝒕𝒕𝒕𝒕 − σ𝑪𝑪𝑪𝑪𝟐𝟐,𝑯𝑯𝟐𝟐𝑶𝑶 ∗ 𝒏𝒏𝑯𝑯𝟐𝟐𝑶𝑶,𝒕𝒕𝒕𝒕𝒕𝒕 −

𝑷𝑷𝑪𝑪𝑪𝑪𝟐𝟐
𝒁𝒁𝒁𝒁𝒁𝒁 ∗ �𝑽𝑽𝒕𝒕𝒕𝒕𝒕𝒕 −

𝒏𝒏𝑯𝑯𝟐𝟐𝑶𝑶,𝒕𝒕𝒕𝒕𝒕𝒕 ∗ �𝑴𝑴𝑯𝑯𝟐𝟐𝑶𝑶 + σ𝑪𝑪𝑪𝑪𝟐𝟐,𝑯𝑯𝟐𝟐𝑶𝑶 ∗ 𝑴𝑴𝑪𝑪𝑪𝑪𝟐𝟐�
ρ𝒍𝒍

�

𝟏𝟏 − σ𝑪𝑪𝑪𝑪𝟐𝟐,𝑯𝑯𝟐𝟐𝑶𝑶 ∗ 𝒏𝒏𝒏𝒏𝑯𝑯 +
𝑷𝑷𝑪𝑪𝑪𝑪𝟐𝟐
𝒁𝒁𝒁𝒁𝒁𝒁 ∗ �

𝒏𝒏𝒏𝒏𝑯𝑯 ∗ �𝑴𝑴𝑯𝑯𝟐𝟐𝑶𝑶 + σ𝑪𝑪𝑶𝑶𝟐𝟐,𝑯𝑯𝟐𝟐𝑶𝑶 ∗ 𝑴𝑴𝑪𝑪𝑪𝑪𝟐𝟐�
ρ𝒍𝒍

− 𝑴𝑴𝒉𝒉
ρ𝒉𝒉
�

 

Eq.  4 

To use this empirical model, the pressure inside the reactor P1 and temperature in the slurry phase 
TR1 can be measured. However, assumptions are required to estimate the hydrate mass fraction in 
the system. The first assumption was made on the hydration number, nbH, fixed in this case at 7.23, 
according to the literature [2, 49]. The second assumption was made on the CO2 amount dissolved in 
liquid water during the crystallization (σCO2,H2O). In the previous work of Marinhas et al. (2006), two 
theoretical cases, illustrated in Fig. 4, were considered to take into account CO2 dissolution in liquid 
during hydrate crystallization: 

• Case 1: all phases are in HLV (Hydrate-Liquid-Vapor) thermodynamic equilibrium. In this case, 
it is assumed that there are no transfer limitations both between the vapor and liquid phases 
and between liquid and hydrate phases. This case was tested in the early work for 
convenience, requiring only the knowledge of the experimental temperature and the 
(known) HLV equilibrium curve to determine vapor and liquid composition. However, it is a 
strong assumption, particularly regarding the vapor phase, since HLV equilibrium pressure 
deduced from HLV can differ from experimental pressure. 

• Case 2: liquid and vapor phases are in LV (Liquid-Vapor) thermodynamic equilibrium and not 
with hydrates. In this case, it is assumed that there is still no transfer limitation between 
vapor and liquid phases, but there is one between hydrate and liquid phases. This case was 
tested to consider experimental pressure, representative of the vapor phase, contrary to 
case 1. But the strong assumption is then made on the liquid phase, considering that the 
transfer of CO2 at the liquid-vapor interface is much faster than that between the liquid and 
the hydrates. 

In addition, CO2 dissolution in the liquid phase during hydrate formation was studied by Boufares et 
al. (2018) in real-time and in-situ by infrared spectroscopy. These results indicate that gas-liquid 
transfer may be the limiting factor and that a "local" liquid-hydrate equilibrium may occur due to the 
ability of the hydrate to store a large amount of CO2 and thus regulate CO2 dissolution in the liquid 
phase. A new case, different from cases 1 and 2, can thus be defined as: 

• Case 3: liquid and hydrate phases are in HL (Hydrate-Liquid) thermodynamic equilibrium and 
not with the vapor phase. In this case, it is assumed that there is still no transfer limitation 
between hydrate and liquid phases, but there is one between vapor and liquid phases. It is 
thus possible to determine the real-time concentration of CO2 in the liquid phase simply by 
following hydrate-liquid equilibrium pressure and temperature data corresponding to 
solubility data at the theoretical HLV equilibrium curve. A strong assumption is then made on 
stirring the liquid phase which, must be sufficient to allow a local equilibrium between 
hydrates and liquid, but limiting to avoid the vapor-liquid equilibrium. A too strong agitation 
could then lead to case 1. 



Fig. 4 

 

Figure 4 : Different assumptions on the number of mole of CO2 present in each phase for mass balance in Marinhas 
model and present work 

2.4.2. Description of heat balance model 
Fig. 4. shows a scheme of a jacketed reactor with the different heat flows within the reactor during 
the crystallization of hydrates. 

Fig. 5 

 
Figure 5 : Heat flux inside the reactor during crystallization 

To calculate the hydrate mass fraction, based on thermopile measurement, heat balance on the 
slurry considered as control volume (see Fig. 4) was written as follows: 

𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 𝐨𝐨𝐨𝐨 𝐡𝐡𝐡𝐡𝐡𝐡𝐡𝐡 𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢 𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢 𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜 𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯 − 𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 𝐨𝐨𝐨𝐨 𝐡𝐡𝐡𝐡𝐡𝐡𝐡𝐡 𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨𝐨 𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟 𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜 𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯
+ 𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 𝐨𝐨𝐨𝐨 𝐡𝐡𝐡𝐡𝐚𝐚𝐚𝐚 𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩 𝐛𝐛𝐛𝐛 𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫 𝐢𝐢𝐢𝐢 𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜 𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯
= 𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑 𝐨𝐨𝐨𝐨 𝐡𝐡𝐡𝐡𝐡𝐡𝐡𝐡 𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚𝐚 𝐢𝐢𝐢𝐢 𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜𝐜 𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯𝐯 

Eq.  5 

In the present case described by Fig. 5, the heat released by the crystallization of new hydrates 
is considered as heat inflow into the control volume, and no reaction in the control volume is 
assumed. Another approach could have considered hydrate crystallization as a reaction without any 



heat inflow into the control volume. This heat released by hydrate crystallization is noted Φh. The 
heat outflow from the control volume is equal to heat removed by the cooling fluid circulating in the 
cooling jacket, noted Φr. The accumulation term corresponds to the sensible heat related to 
temperature variation of the slurry phase (defined as liquid water phase and already existing hydrate 
crystals), noted Φs . Then Eq. 5 can be expressed as:  

Φ𝒉𝒉 − Φ𝒔𝒔 =  Φ𝒓𝒓 Eq.  6 

 

Φh is a function of the obtained hydrate mass during the considered period, ∆mh, and of the 
crystallization mass enthalpy of CO2 hydrates, lh :  

Φ𝒉𝒉 = 𝒍𝒍𝒉𝒉∆𝒎𝒎𝒉𝒉 Eq.  7 

Φr is a function of the flow of cooling fluid circulating inside the cooling jacket and the temperature 
difference measured by the thermopile, ∆TTHERMOPILE. The flow of cooling jacket fluid is the product of 
the density, ρj,  and the volumetric flow rate of the cooling jacket fluid, Qvj, multiplied by the specific 
heat capacity, CPj : 

Φ𝒓𝒓 = 𝑸𝑸𝒗𝒗𝒋𝒋ρ𝒋𝒋𝐂𝐂𝑷𝑷𝒋𝒋�𝐓𝐓𝐣𝐣,𝐎𝐎𝐎𝐎𝐎𝐎 − 𝐓𝐓𝐣𝐣,𝐈𝐈𝐈𝐈� Eq.  8 

with �𝐓𝐓𝐣𝐣,𝐎𝐎𝐎𝐎𝐎𝐎 − 𝐓𝐓𝐣𝐣,𝐈𝐈𝐈𝐈� = ∆𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓  

Φ𝒓𝒓 = 𝑸𝑸𝒗𝒗𝒋𝒋ρ𝒋𝒋𝐂𝐂𝑷𝑷𝒋𝒋∆𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓 = 𝐇𝐇𝐇𝐇 Eq.  9 

Φs, the accumulation term, depends on the temperature evolution over time of the slurry phase, 
θ(t), and is given by the following equation:  

Φ𝒔𝒔 = 𝒎𝒎𝒔𝒔𝐂𝐂𝑷𝑷𝒔𝒔�θ𝒇𝒇 − θ𝒊𝒊� Eq.  10 

If the hydrate mass fraction in the slurry is wth, and the carrier phase mass fraction is wtl, then at 
each moment: 

𝒘𝒘𝒘𝒘𝒉𝒉 =
𝒎𝒎𝒉𝒉

𝒎𝒎𝒉𝒉 + 𝒎𝒎𝒍𝒍
=
𝒎𝒎𝒉𝒉

𝒎𝒎𝒔𝒔
= 𝟏𝟏 − 𝒘𝒘𝒘𝒘𝒍𝒍 Eq.  11 

With mh, ml and ms, representing the quantity of hydrate, liquid and slurry present inside the reactor, 
respectively. Combining equations 10 and 11 yields the following expression: 

Φ𝒔𝒔  = 𝒎𝒎𝒔𝒔�𝒘𝒘𝒘𝒘𝒉𝒉𝐂𝐂𝑷𝑷𝒉𝒉 + (𝟏𝟏 − 𝒘𝒘𝒘𝒘𝒉𝒉)𝐂𝐂𝑷𝑷𝒍𝒍��θ𝒇𝒇 − θ𝒊𝒊� Eq.  12 

 

𝒎𝒎𝒔𝒔𝒍𝒍𝒉𝒉
𝒅𝒅𝒘𝒘𝒘𝒘𝒉𝒉(𝒕𝒕)

𝒅𝒅𝒅𝒅 =
𝒅𝒅𝐇𝐇𝐇𝐇
𝒅𝒅𝒅𝒅 + 𝒎𝒎𝒔𝒔�𝒘𝒘𝒘𝒘𝒉𝒉(𝒕𝒕)𝐂𝐂𝑷𝑷𝒉𝒉 + (𝟏𝟏 − 𝒘𝒘𝒘𝒘𝒉𝒉(𝒕𝒕))𝐂𝐂𝑷𝑷𝒍𝒍�

𝒅𝒅θ
𝒅𝒅𝒅𝒅 

 

Eq.  13 

 

Then between t1 and t2 : 

𝒍𝒍𝒉𝒉∆𝒘𝒘𝒘𝒘𝒉𝒉 =  
𝑯𝑯𝑯𝑯𝐭𝐭𝟏𝟏 + 𝑯𝑯𝑯𝑯𝐭𝐭𝟐𝟐

𝟐𝟐𝒎𝒎𝒔𝒔
(𝐭𝐭𝟐𝟐 − 𝐭𝐭𝟏𝟏) + �𝒘𝒘𝒘𝒘𝒉𝒉𝒕𝒕𝟏𝟏𝐂𝐂𝑷𝑷𝒉𝒉 + (𝟏𝟏 − 𝒘𝒘𝒘𝒘𝒉𝒉𝒕𝒕𝟏𝟏)𝐂𝐂𝑷𝑷𝒍𝒍�(θ𝒕𝒕𝟐𝟐 − θ𝒕𝒕𝟏𝟏) 

Eq.  14 

 

∆𝒘𝒘𝒘𝒘𝒉𝒉 =
(𝑯𝑯𝑯𝑯𝐭𝐭𝟏𝟏 + 𝑯𝑯𝑯𝑯𝐭𝐭𝟐𝟐) ∆𝐭𝐭 + 𝟐𝟐𝟐𝟐𝒔𝒔�𝒘𝒘𝒘𝒘𝒉𝒉𝒕𝒕𝟏𝟏𝐂𝐂𝑷𝑷𝒉𝒉 + (𝟏𝟏 − 𝒘𝒘𝒘𝒘𝒉𝒉𝐭𝐭𝟏𝟏)𝐂𝐂𝑷𝑷𝒍𝒍�∆θ

𝟐𝟐𝒎𝒎𝒔𝒔𝒍𝒍𝒉𝒉
 

Eq.  15 

 



With ∆wth, the hydrates mass fraction generates between t1 and t2, mS the slurry quantity at t1, ∆θ 
the temperature variation inside the slurry phase and HB, the rate of heat flow on the cooling jacket 
side. 

3. RESULTS AND DISCUSSION 

This section presents the results of CO2 hydrate crystallization kinetics obtained in the stirred tank 
reactor. The impact of two operating parameters, stirring speed and stirrer type, on hydrate 
crystallization enhancement will be studied. For both operating parameters, several characterization 
results are proposed: experimental temperature and pressure evolution, heat transfer rate from 
experimental thermopile data, hydrate fraction from heat, and mass balances. 

3.1. CO2 hydrates formation and thermopile measurement 

Fig. 6 shows thermopile measurement and calculated temperature difference between the inlet (Tj,IN) 
and outlet (Tj,OUT) of the cooling jacket versus time during a cooling step with hydrate formation. The 
four key points of the crystallization process, previously described in the “Experimental CO2 hydrates 
formation protocol” section, are marked in Fig. 5(a), 6 and, 7 by the letters A, B, C and D. Contrary to 
the calculated difference, there is no significant fluctuation of the thermopile value during the 
cooling step between seventy and eighty minutes. Moreover, at point B, the absolute value is 0.2 °C 
higher with the thermopile signal than with the calculated difference. Even if the value obtained at 
the supercooling rupture, which marks the beginning of the crystallization (see point C), is similar to 
the two methods, the signal is less noisy with the thermopile. It is even more striking for stable 
conditions before cooling and formation (see point A) or after complete crystallization (see point D), 
where the standard deviation is divided by at least two. 

Fig. 6 

(a) (b) 

  
Figure 6 : (a) Temperature difference calculated with Tj,OUT - Tj,IN (purple curve) and measured by thermopile device (cyan 

curve) vs. time. (b) Sensors' positions on the device.  

Fig. 7 shows the pressure-temperature diagram with thermodynamic equilibrium curves and 
experimental TR1, P1. Fig. 8 shows the time evolution of pressure (P1) and temperatures inside the 
reactor (TR1, TR2) and the jacket's outlet temperature (Tj, OUT) for the same test. Reactor contents were 
cooled when the equilibrium value of CO2 solubility for the initial pressure and temperature was 
reached (see point A). The final cooling/heating unit temperature set-point and the cooling rate were 
monitored and controlled. The beginning of the crystallization (see point C) is linked to a quick 



pressure drop due to the incorporation of CO2 in the crystal lattice and an increase of the slurry 
temperature due to the exothermicity of crystallization. After crystallization occurred, CO2 hydrate 
formation was achieved when pressure stabilized with no further drop (see point D in Fig. 6 and Fig. 
7). 

Fig. 7 Fig. 8 

  

Figure 7 : Pressure-Temperature diagram Figure 8 : Pressure and temperature evolution during time 

3.2. Stirring speed effect 

This section presents the impact of stirring speed on CO2 hydrate formation kinetics in the tank 
reactor. Literature reports [28, 34] that increasing stirring speed enhances heat and mass transfer, 
thus hydrate formation kinetics are governed by these transfers. Four stirring speeds were studied: 
100, 420, 610, and 760 RPM. The same initial conditions, same cooling rate, and same cooling jacket 
inlet final temperature were set and listed in Table 2. 
  

Table 2 : Experimental conditions – stirring speed effect 

 Designation Value Units 
 Stirring impeller 3-blades 

propeller 
- 

Environmental 
conditions 

Ambient temperature 10 °C 

Initial conditions Inlet cooling jacket temperature set-point 15 °C 
Pressure inside reactor 27.3 bar abs. 

Cooling conditions Cooling rate -1.5 °C min-1 
Final conditions Inlet cooling jacket temperature set-point -0.7 °C 

 

3.2.1. Temperatures and pressure evolution 
Fig. 9, Fig. 10, Fig. 11, and Fig. 12 show the evolution of temperature TR1 (blue curve), TR2 (orange 
curve), Tj,IN (pink curve) and Tj,OUT (yellow curve), and pressure P1 (dark blue curve) during hydrates 
crystallization for respectively 100, 420, 610 and 760 RPM. The positions of thermocouples and 
pressure sensors are shown in Fig. 7. On the time axis, t=0 min corresponds to point C (cf. Material 
and method part), crystallization beginning. For each stirring speed, three runs were performed 
without showing any significant difference. 



Fig. 9 Fig. 10 

 
Figure 9 : 100 RPM – Temperatures TR1 (inside the slurry), 
TR2 (inside the gas phase), at the inlet and outlet of 
cooling jacket and pressure P1 vs. time 

 
Figure 10 : 420 RPM – Temperatures TR1 (inside the 
slurry), TR2 (inside the gas phase), at the inlet and outlet 
of cooling jacket and pressure P1 vs. time 

Fig. 11 Fig. 12 

 
 Figure 11 : 610 RPM – Temperatures TR1 (inside the 
slurry), TR2 (inside the gas phase), at the inlet and outlet 
of cooling jacket and pressure P1 vs. time 

 
 Figure 12 : 760 RPM – Temperatures TR1 (inside the 
slurry), TR2 (inside the gas phase), at the inlet and outlet 
of cooling jacket and pressure P1 vs. time 

In the four figures, crystallization is detected by an increase of the temperature TR1 because 
crystallization is exothermic. This increase is the same for all four tests (about 2.3 °C). It is coupled 
with a decrease of the pressure P1 (dark blue curve), particularly in the first moments of the 
crystallization, due to storing a part of CO2 in hydrates. No significant difference is observed in the 
pressure drop for the speeds 420, 610, and 760 RPM. For 100 RPM, the pressure drop is significantly 
slower, with 380 min required to reach the ending pressure of about 13.8 bar, while 80 min is 
enough for the three other speeds. The gas phase temperature (TR2) is higher before and after the 
crystallization at 100 RPM and even reaches the value of 4.5 °C. Note that the final temperature of 
the slurry (TR1) is higher at 100 RPM than at the other 3 rates, whereas the set temperature of the 
jacket is the same. This behavior shows that at 100 RPM, the heat transfer is less efficient than at 
higher speeds. 



Fig. 13 shows the evolution of the temperature curves of the slurry phase (TR1) as a function of the 
system pressure (P1), represented with HLV equilibrium curves. The 420, 610, and 760 RPM curves 
have the same shape: before the crystallization, pressure decreases versus temperature following a 
straight line, and after the supercooling rupture, a curve approaching the HLV equilibrium curve and 
following it. This kind of curve is rather usual for hydrate crystallization. On the other hand, at 
100 RPM, the dissolution is much slower. Indeed, for the same temperature TR1, P1 at 100RPM is 
higher than TR1, P1 at 420RPM, 610RPM or 760RPM. It is because, at 100 RPM, mass and heat transfer 
are much less efficient. Then, during the induction period, the system reaches the same pressure and 
temperature conditions before the crystallization begins (see point C). Finally, mass and heat 
transfers are not so efficient for 100 RPM after hydrate crystallization. The curve shape during 
crystallization does not follow the equilibrium curve HLV in contrast to stirring speed of 420 RPM or 
higher. For the same final inlet jacket temperature set-point, the final temperature TR1 is slightly 
different and increases with the speed rate. A slight warming effect can explain this due to the 
stirring system. The pressure drop during crystallization, especially immediately after supercooling 
rupture, is higher for 760 RPM than 610 RPM and 420 RPM.  

3.2.2. Heat transfer rate 
As described in the Material and Method part, evolutions of the heat transfer rate obtained with the 
thermopile versus time for the four different rates are shown in Fig. 14. The time t = 0 is the 
beginning of the crystallization for the four curves. The yellow curve represents the test at 100 RPM, 
the green curve at 420 RPM, the orange curve at 610 RPM, and the blue curve at 760 RPM. It should 
be noted that the power released in the absence of crystallization (before and after) differs slightly 
and decreases with the stirring rate increase. It is around 15 W on average for 100 RPM to 7 W on 
average for 760 RPM. At the supercooling rupture, the power released increases significantly for the 
three highest rates of about 20 W and decreases to reach a stable heat flux level after 80 min. The 
heat flux increase for the 100 RPM test is less significant than for higher stirring rates, but the 
decrease before reaching the stable heat flux level takes longer. The exchanged heat fluxes have the 
same trend for 420, 610, and 760 RPM, whereas for 100 RPM, the crystallization start seems to 

Fig. 13 

 
Figure 13 : T,P Diagram for the four stirring speeds (100, 420, 610, and 760 RPM) with a 3-blades propeller 



release less heat, but the transfer seems longer. Although the thermopile has reduced the noise, the 
standard deviation on the measurement of heat transfer is +/- 2W. This heat transfer rate curve is 
then integrated to determine hydrate mass obtained as a function of time (see the heat balance 
model described above). 

Fig. 14 

 
Figure 14 : Heat transfer rate vs. time for 100, 420, 610, and 760 RPM. Dots are experimental data. The solid line is a 

fit curve. 

3.2.3. Hydrate mass fraction obtained with thermopile signal and heat balance 
Fig. 15 

 
Figure 15  : Hydrate mass fraction vs. time for 100, 420, 610, and 720 RPM obtained with thermopile heat balance.  

The evolution of hydrate fraction determined by heat flux is represented in Fig. 15. for the four 
stirring speeds. The yellow curve represents the test at 100 RPM, the green curve at 420 RPM, the 
orange curve at 610 RPM, and the blue curve at 760 RPM. The final amount of hydrate deduced by 
heat balance from the thermopile differs between the four stirring speeds. Instead of converting 
around 10 % of the slurry into hydrate, as for 420, 610, and 760 RPM, only 8.5 % is converted into 
hydrate for 100 RPM. The heat balance curves between 420, 610, and 760 RPM are very similar (see 



Fig. 14). At 100 RPM, the curve differs from those obtained at higher stirring speeds. Indeed, 
crystallization kinetic is considerably impacted by the particularly poor heat and mass transfer.  

Fig. 16 
(a) 

 

(b) 

 
(c) 

 

(d) 

 
Legend : 

 
 

Figure 16 : Comparison between hydrate mass fractions determined with the thermopile heat balance and with the 
three assumptions cases for mass balance at 100 RPM (15a), 420 RPM (15b),  610 RPM (15c), and 760 RPM (15d) 

The comparisons with the mass hydrate fraction calculated from the mass balance method, 
described by Marinhas, and by heat balance with the thermopile for the four stirring speeds are 
shown in Fig. 16. First of all, for each experiment at each moment during the crystallization, mass 
fraction estimated by the mass balance in case 2 are higher than in case 3, which is higher than in 
case 1 and higher than mass balance obtained thanks to heat balance. The associated assumptions 
can explain the order of the mass models. Case 1 with pressure, temperature, and solubility at (Texp, 



PHLV) considers the lowest pressure in the HLV system and, thus the lowest amount of CO2 in the 
vapor and liquid phase, which maximizes the amount of CO2 in hydrates (batch reactor). On the 
contrary, Case 2, with pressure, temperature, and solubility at (Texp, Pexp), considers a higher 
pressure than pressure at HLV, and thus a higher amount of CO2 in the vapor and liquid phase, which 
minimizes the amount of CO2 in hydrates (batch reactor). Case 3 is a combination of the two previous 
cases, with pressure and temperature at (Texp, Pexp) and solubility at (Texp, PHLV), which explains an 
intermediate value of hydrate fraction. The mass fractions obtained for the three cases are highly 
dispersed, even at the final point; this is because experimental pressure is quite far from HLV 
equilibrium pressure (see Fig. 12). For each experiment, the final hydrate mass fraction obtained with 
heat transfer measurement seems to be in good agreement with final hydrate mass fraction 
estimated thanks to the model (and associated assumptions) with Texp, Pexp and CO2 concentration 
equal to LV equilibrium solubility (case 2). For the three higher stirring rates, at the beginning of 
crystallization, the increase of mass fraction according to mass balance (for all cases) was faster than 
the increase of mass fraction according to heat balance, maybe this can be explained by a delay for 
the mass transfer due to the thickness of the wall between the reactor and the jacket. Moreover, for 
100 RPM, each mass fraction, for each case 1,3, or 2, is lower than for 420, 610, and 760 RPM, even 
at the final point. This type of stirrer with three inclined blades seems not optimized because even by 
increasing the stirring speed, the theoretical hydrate amount that could be obtained according to the 
thermodynamic equilibrium HLV can not be achieved.  

3.3. Propeller-type effect 

This section presents the impact of the type of impeller on CO2 hydrate formation kinetics. Literature 
reports that Dispersimax enhances heat and mass transfer and thus hydrate formation kinetics 
compared to classic three-pitched blades 3-blade propeller at the same speed rate [28, 34]. For each 
propeller, three runs were performed without showing any significant difference. Table 3 lists the 
experimental parameters of the experiments. 

Table 3 : Experimental conditions – type of propeller effect 

 Designation Value Units 
 Stirring rate 610 RPM 
Environmental 
conditions 

Ambient temperature 10 °C 

Initial conditions Inlet cooling jacket temperature set-point 12 °C 
Pressure inside reactor 30.6 bar abs. 

Final conditions Inlet cooling jacket temperature set-point -1.3 °C 
The hydrate formation protocol is the same as that previously described. 

 

3.3.1. Temperatures and pressure evolution 
Fig. 17 and Fig. 18 show the evolution of temperatures TR1 (blue curve) in the slurry phase, TR2 
(orange curve) in the vapor phase, Tj,IN (pink curve) at the inlet, and Tj,OUT (yellow curve) at the outlet 
of the cooling-jacket and pressure P1 (dark blue curve), before and during hydrate crystallization for 
two different types of stirrer: a Dispersimax (Fig. 16), which corresponds to a Rushton turbine 
coupled with a gas disperser; the previous used three pitched 3-blade propeller (Fig. 17). On the time 
axis, t=0 min correspond to point C, crystallization beginning.  

 

Fig. 17 Fig. 18 



 
Figure 17 :  610 RPM Dispersimax – Temperatures            

TR1 (inside the slurry), TR2 (inside the gas phase), at the 
inlet and outlet of cooling jacket and pressure P1 vs. 

time 

 
Figure 18 : 610 RPM 3 pitched blades 3-blade propeller – 
Temperatures TR1 (inside the slurry), TR2 (inside the gas 

phase), at the inlet and outlet of cooling jacket and 
pressure P1 vs. time 

Fig. 17  and Fig. 18 show an increase of temperature of 5 °C in the slurry phase (TR1) after the 
metastability rupture for both stirrers, which is higher than the 2.3 °C observed previously with the 
three blades 3-blade propeller since the driving force (related to the initial pressure and 
temperature) in the present experiment is higher than in the previous one. With those new operating 
conditions, hydrate mass fraction should be around 20 % wt according to mass balance based on HLV 
equilibrium. As in previous cases with various stirring speeds, hydrate crystallization is linked to the 
increase in the temperature TR1 because crystallization is exothermic and to a decrease in the 
pressure P1 (dark blue curve), particularly in the first moments of the crystallization, due to the 
storage of a part of CO2 in hydrates. This temperature increase inside the slurry phase (TR1) also 
corresponds to an increase of the outlet temperature of the jacket (Tj,OUT) at the beginning of the 
crystallization, probably related to the amount of heat to be removed by the jacket due to hydrate 
crystallization. No significant difference is observed on the final point of crystallization except that: 

• the final pressure with the three blades pitched 3-blade propeller is a little bit higher than 
with the Dispersimax. 

• the gap between the outlet and inlet jacket temperature is higher with the Dispersimax than 
with the three pitched blades 3-blade propeller, which seems to attest to a higher heat 
transfer.  

Fig. 19 shows pressure P1 vs. temperature TR1. The yellow curve corresponds to the Dispersimax run, 
and the blue curve to the three-pitched blades 3-blade propeller run. The curves have the same 
shape, with a decrease of pressure versus temperature before the crystallization following a straight 
line and after the rupture of metastability, a curve approaching the HLV equilibrium curve and 
following it. At the final point of crystallization, results with Dispersimax are very close to the HLV 
equilibrium curve, while the results with the 3-pitched blades propeller show a slight final increase.  

Fig. 19 



 
Figure 19 : T,P Diagram for Dispersimax and three pitched blades 3-blade propeller 

 

3.3.2. Heat transfer rate 
Fig. 20 

 
Figure 20 : Heat transfer rate versus time obtained with thermopile signal for Dispersimax and 3-blade propeller at 600 
RPM. The solid line is a fit curve. 

Fig. 20 represents the heat transfer rate measured thanks to the thermopile for both propellers. The 
metastability rupture is coupled with a heat transfer reaching 120 W for the Dispersimax compared 
to 80 W for the 3-pitched blade propeller. The heat transfer rate is higher with the Dipersimax 
before, during, and after crystallization. This impeller probably enhances gas-to-liquid transfer thanks 
to the gas reinjection by the Venturi effect.  

 



3.3.3. Hydrate mass fractions comparison between thermopile method and mass balance 
Fig. 21 

 
Figure 21 : Hydrate mass fraction (%wt.) for Dispersimax and for 3-blade propeller vs. time, obtained with mass balance 

and thermopile models 

Fig. 21 shows the evolution of hydrate mass fraction obtained with the mass and heat balance (from 
thermopile signal). Yellow curves represent the hydrate mass fractions for Dispersimax run, and blue 
curves for the 3-pitched blades propeller run. The gap between mass fractions obtained by the three 
cases (1, 2, 3) used for mass balance is very small for both impellers, particularly for Dispersimax 
case. Hydrate formation kinetic and final hydrate mass fraction determined by the heat balance also 
shows that the Dispersimax enhances it compared to the three-pitched blades propeller. It is in good 
agreement with mass balance kinetic, especially in case 3. Moreover, in the case of three blade 
propeller, there is a difference of 1.5 %wt hydrate fraction between mass and heat balances. Finally, 
kinetics obtained with heat balance is always slower than with mass balance. 

4. CONCLUSION 

CO2 hydrates have promising industrial applications as PCMs in secondary refrigeration plants since 
they crystallize by simple gas injection, have a high fusion enthalpy, and are stable at positive 
temperatures for refrigeration and air-conditioning applications. However, their kinetic formation 
could be faster and better controlled. Typically classical methods to characterize hydrate kinetics are 
based on a mass balance, which depends on rarely experimentally verified assumptions. This work 
uses a heat flux measurement through the jacket of a pilot-scale reactor with a thermopile to 
characterize hydrate formation kinetics. The two kinetic parameters of the stirring rate and the type 
of stirrer were studied. The kinetics obtained by heat balance with the thermopile was compared in 
each case with the kinetics obtained by mass balance. In all cases, the kinetics determined by heat 
balance was slower than those estimated by mass balance, but the heat balance method correctly 
estimates the total amount of hydrates produced. A potential improvement for both these methods 
could involve the utilization of other sensors to track the evolution of CO2 concentration in the bulk 
phase or even the amount of formed hydrates and the particle size distribution of the crystals. For 



the three-pitched blade stirrer, whatever the stirring rate or the amount of hydrates crystallized, the 
mass fraction estimated by heat balance with the thermopile was consistently underestimated 
compared to that obtained by mass balance. For the Dispersimax stirrer, the agreement of final 
hydrate mass fractions obtained by mass and heat balance is better. Dispersimax's efficiency 
compared to the three-pitched 3-blade has been confirmed, as well as its limitations, especially for 
gas-to-liquid transfer with the three pitched- 3-blade stirrer at 100 RPM. 
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NOMENCLATURE 
P pressure (Pa)  HB rate of heat flow (J/s) 
T temperature (K) V volume (m3) 
n number of moles (mol) m mass (kg) 
M molecular weight (kg/mol) nbH hydrate number (molH2O/molCO2) 
wt hydrate mass fraction (wt%) l molar latent heat (J/mol) 
Cp specific heat capacity (J/kg/K) Qv volumetric flow rate (m3/s) 
Z gas compressibility factor (-)   
ρ density (kg/m3) Φ heat flow (J) 
θ temperature inside slurry phase (K)  σ solubility (mol/mol) 

Subscript 

h hydrate l liquid (water phase) 
s Slurry v vapor 
tot total    
CO2 carbon dioxide H2O water 
f Final i Intial 
r Reactor j cooling jacket 
IN Inlet OUT outlet 
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