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#### Abstract

The repose of granular materials is investigated via two different Discrete Element Method (DEM) implementations in comparison with an experimental reference from a recently proposed benchmark setup. On a methodological standpoint, a rigorous measurement method of the angle of repose (AOR) is first proposed for plane-strain and axisymmetric conditions as encountered in the reference experiments. Additionally, two systematic procedures are designed in order to also determine the void ratio of the heap, as a fundamental property of granular matter possibly influencing the AOR. A physical discussion is then developed on the role of particle shape, considering the nonspherical nature of reference particles with a convexity value of $\boldsymbol{C}=\mathbf{0 . 9 5 4}$. Adoping non-convex multi-spheres aggregates (i.e. clumps), the first DEM modelling approach successfully predicts the AOR within a $8 \%$ tolerance. After a convex simplification that neglects local concavities, another approach based on potential particles underestimates to a greater extent the AOR, bringing it down from $\mathbf{3 5 . 9 5} \pm 0.88^{\circ}$ to $\mathbf{3 1 . 2 6} \pm \mathbf{0 . 9 5}{ }^{\circ}$. For the loading setup(s) at hand, the AOR is eventually shown to bear no constitutive nature. It is for instance independent of initial void ratio but is still different than the critical friction angle. The latter may actually serve as a lower bound for the process-dependent AOR. These conclusions are drawn from a statistical analysis of a large set of results, accounting for the random nature of the microscopic arrangement in the studied process.
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## 1 Introduction

Under loading, particulate matter strains in the form of a fluid-like flow as long as the applied load is high enough. Then, once loading no longer prevails against internal dissipation in terms of energy input, particulate matter comes at rest in a solidlike heap configuration, especially in the absence of cohesion or adhesion. The corresponding slope, expressed in terms of an angle of repose (AOR), rules the spatial extents of the deposit for a given matter quantity. The AOR is therefore of interest for countless applications involving particulate materials, for instance the design of industrial facilities for granular-conveying processes, or the prediction of the coverage of natural deposits after e.g. snow or rock avalanches. Several standardised measurement procedures have been proposed in the literature to measure the AOR of granular materials employing empirical and geometrical concepts [1, 2] but they unfortunately often lead to inconsistent results, as demonstrated in [3], and new measurement devices are still being proposed [4]. As such, an one-to-one correlation of the AOR to theoretically-established mechanical properties is not always demonstrated even though the AOR may be often considered as a material property, e.g. in [5] in geotechnics or in $[6,7]$ for the purpose of DEM calibration. A part of the complexity certainly stems from an influence of non-constitutive parameters such as the heap construction history
[ 8$]$ and possible geometrical effects $[9,10]$. The latter comes in addition to the more natural influence of physical microscopic properties such as particle shape $[11,12]$ and contact friction $[11,9,12]$, as well as mesoscopic ones, such as fabric [12]. Last, it should be noted that granular heaps may not systematically conform to a linear slope [13, 14] which may prevent one to define a single-valued AOR.

Following up on these previous works, the aim of the present manuscript is twofold. First, rigorous simulation and measurement methods are proposed in order to ease evergoing AOR studies. Second, with the help of these methods, an in-depth study is conducted in order to gain further insights on the AOR variations with respect to physical parameters. The present analysis combines the use of two Discrete Element Method (DEM) approaches and existing experimental results recently proposed by the Japanese Geotechnical Society (JGS) as part of a round robin series of tests [4, 15].

The remainder of the article is as follows. Section 2 first recalls the JGS reference experiments [4] and the two DEM formulations which are both executed within the YADE code [16] but differ in the way the exact shape of the grains is described. Section 3 then introduces new methods enhancing AOR studies, namely a systematic definition of the AOR value after detection of the
external slope and versatile measurement methods of the packing compacity (void ratio) of the heap since the latter is a fundamental property of granular matter. It also provides a discussion on computational aspects of the two DEM approaches used to simulate the same JGS experiments. Section 4 finally provides new insights on the role of some physical parameters on the AOR value, after conducting a large number of DEM simulations interpreted in a statistics fashion for the sake of robust conclusions.

## 2 Reference benchmark experiments and DEM formulations

### 2.1 Reference benchmark experiments

Measurements of AOR data have been recently proposed by the JGS as part of a round robin test organised within the activities of Technical Committee 105 (TC105: Geo-Mechanics from Micro to Macro) of the International Society for Soil Mechanics and Geotechnical Engineering (ISSMGE) [4] and will serve here as reference. In a first step, data only included an experimental characterization of the granular material at hand, together with properties of the two experimental setups used for AOR measurement, before that blind DEM predictions of the AOR values
could be proposed by international participants to ${ }_{89}$ the round robin and compared with experimental values [15].

An artificial granular material was considered with non-spherical particles made of 3D-printing resin. Particles constituting the mono-dispersed material resemble a tetrahedral arrangement of four spheres clumped together (see Figure 1). Individual spheres have a radius of $r_{s}=0.3101 \mathrm{~cm}$, while each global particle is inscribed in a radius $r_{\text {clump }}=0.5 \mathrm{~cm}$.


Fig. 1: Physical particle made of 4 clumped spheres.

The considered AOR setups consist of two devices in the form of either a cylindrical (see Figure 2) or cuboidal (see Figure 3) container with 102 acrylic walls, aiming to compare how the AOR ${ }_{103}$ varies for heaps of different geometries. For the cylindrical case forming an axisymmetric configuration, the container encloses the particles before the surrounding wall is lowered until a small,
$\square$
final, height of 1 cm . For the second device corresponding to a plane-strain configuration of the repose state, the cuboidal box encloses the particles initially, until one of the side walls is removed upwards, leaving eventually only a fixed 0.5 cm ridge to retain the lowest particles on that side. The reference number of particles, walls' velocity and boxes' dimensions are given in Table 1 for both configurations, as per the specifications of the round robin test. These parameters were also set to different values for some series of simulations in this study, see Section 4.5 for what concerns the number of particles and boxes' dimensions or Appendix C for the walls' velocity.

### 2.2 DEM shape description with clump and potential particles approaches

### 2.2.1 Clumps of spheres

In line with the physical particles at hand (see Figure 1), a first DEM approach adopts the traditional multi-sphere technique to simulate nonspherical particles. A rigid agglomeration of four spheres is created to reflect the particle morphology as a so-called clump, e.g. as shown in [17]. This technique leads to an increased total number of discrete elements in a simulation, compared to the number of physical particles, however it benefits from the low computational cost of collision detection among spheres. To define the inertial
properties of a clump, many DEM codes still simply add the masses of the clump members and directly combine their inertia matrices, which leads to an overestimation in the case of clumps with overlapping members, like the one adopted to simulate the present 3D-printed particle. To mitigate this issue, methods to adjust the density of each sphere-member have been proposed in the literature, such as the one of Ferellec and McDowell [18] to correct mass and inertia at the cost of some pre-processing efforts. YADE, along with PFC, provide an alternative solution, where a three-dimensional grid of voxels is generated in the bounding box of the particle, and it is evaluated for each voxel whether it belongs to at least one sphere-member of the clump. For the particles at hand in this study, a grid size of $1000 \times 1000 \times 1000$ voxels is used to estimate the volume (and thus the mass) and inertia tensor, with negligible discretisation error induced by the grid resolution, since finer grids led to the same inertial properties.

### 2.2.2 Potential particles

While the above clump approach is a straightforward DEM strategy for describing the physical particles at hand (Figure 1), a comparison is carried out with a second approach using the so-called "potential particles" introduced by Houlsby [19], and extended to three-dimensions by Boon et al. [20]. The potential particles are generalised convex


Fig. 2: Initial (left) and final (right) states of the heap in the axisymmetric configuration.


Fig. 3: Initial (left) and final (right) state of the heap in the plane strain configuration.
non-spherical particles, assembled as a combination of $2^{\text {nd }}$ degree polynomial functions and a fraction of a sphere, while their edges are rounded with a user-defined radius. In line with their inherent restriction to convexity, rather common in DEM with complex shapes, e.g. as in [8], the additional consideration of using potential particles will illustrate the mechanical implications of
neglecting the concavity of the physical particles to the AOR.

For the exact definition of a potential particle, as detailed in Boon et al. [20], a set of $N$ planes are assembled such that their normal vectors point outwards, with their interior forming a convex polytope. These planes are summed quadratically and expanded by a distance $r$, which is also related to the radius of the curvature at the corners. ${ }_{182}$

Table 1: Default configuration of AOR simulations

| Configuration | Initial number of particles | Side wall velocity | Container height | Container width |
| :--- | :---: | :---: | :---: | :---: |
| Axisymmetric | $N_{\text {part }}=2,468$ | $V_{c y l}=6.67 \cdot 10^{-4} \mathrm{~m} / \mathrm{s}$ | $H_{c y l}=9 \cdot 10^{-2} \mathrm{~m}$ | $R_{c y l}=8 \cdot 10^{-2} \mathrm{~m}$ |
| Plane strain | $N_{\text {part }}=2,150$ | $V_{\text {par }}=4.3 \cdot 10^{-2} \mathrm{~m} / \mathrm{s}$ | $H_{\text {par }}=1.9 \cdot 10^{-1} \mathrm{~m}$ | $L_{\text {par }}=1 \cdot 10^{-1} \mathrm{~m}$ |

Furthermore, a 'shadow' spherical term is added, where $R$ is its radius and $0<k \leq 1$ denotes the fraction of sphericity of the particle. A value of $k \approx 0$ corresponds to a nearly sharp polyhedron, while $k=1$ corresponds to a perfectly spherical particle.

A potential particle is eventually defined by a potential function $f$ as in Equation 1:

$$
\begin{align*}
f(x, y, z)= & (1-k)\left(\sum_{i=1}^{N} \frac{\left\langle a_{i} x+b_{i} y+c_{i} z-d_{i}\right\rangle^{2}}{r^{2}}-1\right) \\
& +k\left(\frac{x^{2}+y^{2}+z^{2}}{R^{2}}-1\right) \tag{1}
\end{align*}
$$

where $\left(a_{i}, b_{i}, c_{i}\right)$ is the normal vector of the $i^{t h}$ plane in local particle coordinates, $d_{i}$ is the distance of the plane to the local origin and $\rangle$ are Macaulay brackets, i.e., $\langle x\rangle=x$ for $x>0 ;\langle x\rangle=0$ for $x \leq 0$.

This potential function takes zero values $(f=$ $0)$ on the particle surface, negative values $(f<0)$ inside the particle and positive values $(f>0)$ outside. In this sense, some similarity can be found with the Level-Set Discrete Element Method (LSDEM) $[21,22,23]$ where the potential is the actual distance function, unlike here. The contact point between two potential particles is found as the
optimal point of a Second Order Conic optimisation Problem (SOCP) describing the contact detection problem, representing a point nearest to both the particles, based on their potential functions.

Here, the mathematical formulation of the potential particles enables one to approximate the given particle shape by a rounded tetrahedron. To decide which planes to use in order to assemble the potential particle of the 3D-printed material, two criteria were considered, a physical and a practical one, with the latter aiming to achieve post-processing convenience: (1) First, the potential particle should capture the morphology of the physical particle as faithfully as possible in terms of size, surface curvature, mass and inertia of the given physical particle, or other shape descriptors such as the sphericity; (2) To achieve comparable results with the clump models, for the evaluation of the AOR, it is convenient for each potential particle to be monitored via four points being located at the same positions than the centers of the four spheres making the tetrahedron. Thus, it is sought that the potential particle has a straightforward analogy to this format. To satisfy these criteria,

Table 2: Coefficients defining the planes making the faces of the tetrahedral potential particle as described in Equation 1.

| Plane <br> coefficient | Plane 1 | Plane 2 | Plane 3 | Plane 4 |
| :---: | :---: | :---: | :---: | :---: |
| a | 0 | $\sqrt{2 / 3}$ | 0 | $-\sqrt{2 / 3}$ |
| b | 0 | $\sqrt{2} / 3$ | $2 \sqrt{2} / 3$ | $\sqrt{2} / 3$ |
| c | -1 | $1 / 3$ | $1 / 3$ | $1 / 3$ |
| $\mathrm{~d}(\mathrm{~cm})$ | 0.063299 | 0.063299 | 0.063299 | 0.063299 |

the planes used to assemble the potential particle were chosen as the faces of the tetrahedron connecting the centers of the spheres making the physical particle (see Table 2). This approach can be generalised to approximate any convex shape, given a tessellation of its surface, or a multi-sphere representation of a particle made of spheres with equal radii.

To match the local surface curvature of the physical particle, a radius $r=r_{s}$ was chosen in Equation 1 to control the roundness of the edges and corners of the potential particle consistently with the $r_{s}$ radius of each individual sphere in the physical particle. The radius of the shadow particle was assigned to $R=\sqrt{2} r_{s}$, to capture the curvature of faces of the given particle shape. The remaining parameter needed to be calibrated in order to match the given particle shape was the parameter $k$, which controls the curvature of the faces. A value of $k=0.65$ led to a good match with the target geometry, i.e. it achieves an adequate representation of both the overall form of the real particle and features such as its main
dimensions, while also approximating its curvature. The parameters $r, R$ and $k$ were chosen via a trial-and-error procedure. Figure 4 demonstrates visually the geometrical faithfulness of the generated potential particle to the shape of the real, physical particle.

In addition to modelling the rounded, tetrahedral-like particles, the potential particles also serve to simulate cuboidal elements of various sizes, making the moving and still parts of the plane-strain and axisymmetric devices, enabling one to build YADE models using a single, unified approach and contact detection algorithm.

### 2.2.3 Particle shape characterisation

As demonstrated in Figure 4, the selected potential particle can approximate the morphology of the physical particle faithfully, as it qualitatively represents the main dimensions of the particle, determining particle form, along with the curvatures of its edges/corners, relating to particle roundness. However, the potential particles modelling approach cannot represent the concavity of the physical particle. A quantitative characterisation of particle form was also performed using SHAPE [24], an open-source shape analysis software for three-dimensional particles, in order to quantify in Table 3 the similarity between the physical particle and its two numerical replicates. To this end, the surface mesh of the physical particle was first tessellated from its corresponding DEM


Fig. 4: Clumped tetrahedral particle (left); fitted potential particle (middle); overlap of the two (right).
clump, using the surface extraction module of CLUMP [17], an open-source code for the generation and processing of multi-sphere particles. Particle shape was characterised in terms of volume, surface area, principal inertia values, convexity and true sphericity. Convexity is calculated in $[0 ; 1]$ as the ratio of the volume of each particle divided by the volume of its convex hull, while true sphericity, also ranging in $[0 ; 1]$, is the ratio of the surface area of a sphere with equal volume to the surface area of the particle [25]. It becomes evident from Table 3 that both the physical and the potential particle take high values of convexity and true sphericity $(>0.90)$. It may furthermore be noted that both the multi-sphere and the potential particle share the same minimal bounding box and thus main particle dimensions, resulting to the same flatness and elongation values considering indices that rely on these main particle dimensions. Therefore, flatness and elongation were not monitored in this study, as convexity and true sphericity were the
two differentiating factors between the two studied particle representations, from a morphological standpoint. Table 3 also offers a comparison with a so-called "non-uniform density" clump approach that would count multiple times the overlapping parts of the sphere-members in the calculation of volume and inertia, which would correspond to density showing a spatial increase at areas where spheres overlap.

As expected, the considered potential particle has larger values of volume and geometric inertia. The effect of the resulting increased particle mass is investigated in Section 4.1 by scaling down their density so the potential particle has the same mass as the real particle, i.e. $\rho_{\text {rescaled }}=$ $\rho \times 3.3304 \times 10^{-7} /\left(3.9248 \times 10^{-7}\right) \approx 943 \mathrm{~kg} / \mathrm{m}^{3}$.

Bringing the error on mass down to zero through this scaling, the error in inertia values for potential particles drops from 27.17 \% down to $7.96 \%$. It is interesting to note that using overlapping spheres with no correction for uniform

Table 3: Shape parameters of the physical particle in comparison with various DEM approaches

| Shape characteristics | (1) Physical particle or present clump approach | (2) <br> Potential Particle | $\frac{(2)-(1)}{(1)}$ | (3) Clump approach with non-uniform density | $\frac{(3)-(1)}{(1)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Volume ( $\mathrm{m}^{3}$ ) | $3.3304 \times 10^{-7}$ | $3.924810^{-7}$ | 17.85\% | $4.9965 \times 10^{-7}$ | 50.03\% |
| Surface area ( $\mathrm{m}^{2}$ ) | $2.491 \times 10^{-4}$ | $2.632 \times 10^{-4}$ | 5.66\% | $2.491 \times 10^{-4}$ | 0 |
|  | $\left[\begin{array}{ccc}2.584 & 0 & 0 \\ 0 & 2.584 & 0\end{array}\right] \times 10^{-12}$ | $\left[\begin{array}{ccc}3.286 & 0 & 0 \\ 0 & 3.280 & 0\end{array}\right]$ |  | $\left[\begin{array}{ccc}3.123 & 0 & 0\end{array}\right]$ |  |
| Inertia | $\left[\begin{array}{lll}0 & 2.584 & 0\end{array}\right] \times 10^{-12}$ | $\left[\begin{array}{lll}0 & 3.286 & 0\end{array}\right] \times 10^{-12}$ | 27.17\% | $\left[\begin{array}{lll}0 & 3.123 & 0\end{array}\right] \times 10^{-12}$ | 20.86\% |
| tensor/ $\rho\left(\mathrm{m}^{5}\right)$ | $\left[\begin{array}{lll}0 & 0 & 2.584\end{array}\right]$ | $\left[\begin{array}{lll}0 & 0 & 3.286\end{array}\right]$ |  | $\left.\begin{array}{llll}0 & 0 & 3.123\end{array}\right]$ |  |
| Convexity | 0.954 | 1 | 4.82\% | 0.954 | 0 |
| True sphericity | 0.9328 | 0.9849 | 5.59\% | 0.9328 | 0 |

density i.e. inner overlaps would lead to an error of $50.03 \%$ for the volume and $20.86 \%$ for the eigenvalues of the principal inertia tensor.

### 2.3 DEM contact formulation

At each contact, kinematics is defined with the normal and tangential relative displacements of the particles, $u_{n}$ and $\underline{u_{t}}$ respectively. For the clump model, contacts are detected between spheres belonging to different clumps and $u_{n}$ is computed as the norm of the branch vector to the spheres' radii, while $\underline{u_{t}}$ is computed incrementally, see e.g. [23]. For the potential particle model, $u_{n}$ is computed using a bracketed line-search algorithm as detailed in Boon et al. [20], deployed along the contact normal direction and starting from the contact point, to detect two points on the surface of each particle, forming a branch vector, the norm of which is considered as the sought approaching distance. The shear increment of $\underline{u_{t}}$ is calculated in a similar manner as for spheres, i.e. via time integration of the shear component of the relative velocity during contact.

The same contact model applies to these kinematic quantities for both the clump and the potential particle approaches, accounting for linear visco-elasticity and friction (Figure 5). In the


Fig. 5: Contact model with visco-elasticity and friction.
normal direction, a spring with a normal stiffness $K_{n}$ is associated in parallel with a viscous damper of coefficient $c_{n}$, as formulated in Equation 2. In the tangential direction, a spring with a tangential stiffness $K_{t}$ is associated in series with a frictional slider (contact friction angle $\varphi$ ), see Equation 3.

$$
\begin{align*}
F_{n} & =\max \left(K_{n} u_{n}+c_{n} \dot{u_{n}}, 0\right)  \tag{2}\\
\left|\underline{F_{t}}\right| & =\min \left(K_{t}\left|\underline{u_{t}}\right|, F_{n} \tan (\varphi)\right) \tag{3}
\end{align*}
$$

One should note that different YADE classes implement the above Eqs. 2-3 for clumps and potential particles with different methods of expressing the viscous damping coefficient $c_{n}$. In all cases, a desired normal restitution coefficient $e_{n}$ serves a starting point before some differences appear in the YADE workflow, as detailed in Appendix A. Nevertheless, Figure 6 illustrates the common dissipative behavior of both models with the same $F_{n}\left(u_{n}\right)$ curves in the case of two colliding spheres (obtained after using $k=1$ in Equation 1 for the PP approach) with an initial relative normal velocity $V$, demonstrating the consistency of the two implementations of visco-elasticity.


Fig. 6: Contact behaviour for different impact velocities in the two DEM approaches.

In the framework of the round robin test, the JGS measured the contact friction angle $\varphi$ and the normal restitution coefficient $e_{n}$ for resin against acrylic contacts and for resin against resin contacts, as well as the normal stiffness $K_{n}$ for resin spheres. Experimental measurements exhibited a variability and are thus given as distributions (see Figure 7). Unless specified otherwise, the DEM
clump simulations are defined accordingly, assigning to all contacts random values of $\varphi$ and $c_{n}$ which respect the same distributions.

Fig. 7: Distributions of contact properties as experimentally measured by the JGS (adapted from [4])

### 2.4 DEM simulation workflow

Building DEM samples starts with generating randomly in space particles inside the cuboidal or cylindrical containers mentioned in the above


Section 2.1, so as to form a extremely loose assembly of non-overlapping particles. The assembly is then deposited under its own weight until it becomes stable, and is saved to be subsequently used under different conditions. Different samples can be obtained starting from different initial particle arrangements. For this first step that has no experimental counterpart, an extra, non-physical, damping source is added in the local, non-viscous, form (Cundall's damping) to speed up the generation. For the rest of the simulations, contact-scale viscous damper and friction solely ensure the stabilisation of the simulations and no other source of damping is used.

The actual AOR simulation starts from this initial state by displacing the moving parts of the container in a manner equivalent to the experiments. Particles leaving the container from its periphery are counted as so-called lost particles and erased for computational efficiency. The simulation continues until the sample finds a new equilibrium in the form of a static heap. It is then possible to measure the angle between its exterior surface and the horizontal plane following the procedures discussed below.

The default set of parameters for this numerical setup is the experimental one previously given in Table 1.

## 3 Methodological discussion

### 3.1 Computational aspects of each modelling approach

In order to provide an overlook of the computational implications of the two considered DEM strategies for shape description, Figure 8 gives a comparison of the computation performances observed during 30 different simulations with both modelling approaches, in terms of computation speed $S$ and Cundall's number $N_{C}=N_{\text {part }} S$. These simulations, presented in more details in Section 4.3, were run sequentially using a $\operatorname{Intel}(\mathrm{R})$ Xeon(R) Platinum 8270 CPU @ 2.70 GHz with 1.5 TB of RAM available. Note that during all series of simulations in this paper the CPU cache wasn't controlled. Its capacity of 35.75 MB may thus not have been used as much over all simulations, making the time measurements somewhat biased.

Note that heaps may reach equilibrium at different simulated times; as a consequence, less and less values were available to compute the mean and standard deviation, until eventually there was only one. The results show that for these simulations, the clump model is approximately 100 times faster than the potential particle model. Considering that the present physical particles are simple to describe in a clump approach, using only 4


Fig. 8: Computation speed statistics during 30 simulations with each DEM approach (either potential particles or clump, see Section 4.3 for details). Dots represent the mean speed value with the surrounding filled area corresponding to its standard deviation.
spherical members, the increased effort in computational time when using potential particles is in a classical order of magnitude for DEM approaches for non-spherical particles [23].

### 3.2 A systematic determination of the angle of repose

This section proposes two rigorous methods to measure the AOR, first, by defining an outer surface of particles and second, by computing an angle from these particles positions.

### 3.2.1 Outer surface detection

In the axisymmetric case (respectively plane strain case), the 3D space is discretized in several subdomains $\left\{r ; \theta \in\left[\theta_{a}, \theta_{b}\right] ; z \in\left[z_{a}, z_{b}\right]\right\}$ (respectively $\left.\left\{x \in\left[x_{a}, x_{b}\right] ; y \in\left[y_{a}, y_{b}\right], z\right\}\right)$, giving an intersection with the outer surface at $\max (r)$ (respectively $\max (z))$ in each subdomain. The extent of each
interval is selected such that only one particle should be therein detected as belonging to the outer surface. For such a purpose, length scales $L_{\eta}$ are used for the coordinates $\theta, z$ in the axisymmetric case and $x, y$ in the plane strain case. The index $\eta$ can represent each of these coordinates. The number of intervals on each coordinate is then:

$$
\begin{equation*}
N_{\eta}=\frac{L_{\eta}}{d_{\text {clump }}}-1 \tag{4}
\end{equation*}
$$

with $L_{\theta}=2 \pi R_{c y l}, L_{z}=H_{c y l}, L_{x}=L_{p a r}$, and $L_{y}=H_{p a r}$.

$$
\begin{align*}
\theta_{a}^{i}=i \frac{2 \pi}{N_{\theta}} ; \quad \theta_{b}^{i}=(i+1) \frac{2 \pi}{N_{\theta}}  \tag{5}\\
\text { with } \quad i \in \llbracket 0 ; N_{\theta} \rrbracket \\
\eta_{a}^{i}=i \frac{L_{\eta}}{N_{\eta}} ; \quad \eta_{b}^{i}=(i+1) \frac{L_{\eta}}{N_{\eta}}  \tag{6}\\
\text { with } \quad i \in \llbracket 0 ; N_{\eta} \rrbracket, \eta \in\{x, y, z\}
\end{align*}
$$

465

Figure 9 shows a typical result after detecting all the particles belonging to the outer surface in both configurations. Note that gravity has the opposite orientation of the $z$-axis.

(b)

Fig. 9: Outer surface in the axisymmetric (a) and plane strain configurations (b).

### 3.2.2 Angle of repose measurement

From this point the method is the same in both heap configurations except for the orientation of the horizontal axis. The coordinates $(\widetilde{x}, \widetilde{y}, \widetilde{z})$ will thus denote respectively $(-r, z, \theta)$ in the axisymmetric case or $(x, z, y)$ in the plane strain case. The width of the container $\widetilde{x}_{\text {box }}$ for instance stands for $R_{c y l}$ in the axisymmetric case and $L_{p a r}$
in the plane strain case.

Assuming a $\widetilde{z}$-invariance of the heaps, we project the spheres on the $(\widetilde{x}, \widetilde{y})$ planes (see Figure 10) and perform a linear regression on the resulting points to determine the AOR $\alpha$. Letting the linear regression be $\widetilde{y}_{1}=a_{1} \widetilde{x}+b_{1}$, one has:

$$
\begin{equation*}
\alpha=\arctan \left(a_{1}\right) \tag{7}
\end{equation*}
$$

Consistently with $[13,14]$, one can notice that the surface isn't exactly flat but slightly curved (especially in the axisymmetric configuration). It can thus be useful to compute a second degree regression as well in order to fit the outer surface in the best possible way. Letting the second degree regression be $\widetilde{y}_{2}=a_{2} \widetilde{x}^{2}+b_{2} \widetilde{x}+c_{2}$, one can compute a local angle:

$$
\begin{equation*}
\alpha(\widetilde{x})=\arctan \left(2 a_{2} \widetilde{x}+b_{2}\right) \tag{8}
\end{equation*}
$$

To make the measurement more meaningful, one may naturally restrict the procedure to a smaller zone of the heap: the particles considered in the regressions would only be the ones inside an interval $\left[\widetilde{x}_{\text {min }}, \widetilde{x}_{\text {max }}\right]$. Indeed, the lower particles may be abruptly blocked by the bottom ridge of the container devices and should be excluded from the measurement. Also, particles with a high $\widetilde{x}$, away from the opened boundary, could be unaf- ${ }_{502}$ fected by the discharge and still form a horizontal

501
surface, especially in the axisymmetric configuration. Indeed, finite particle-size effects necessarily exist and affect the transition from one side of the slope to another.

Excluding from the bottom of the heap the few particles that are stuck by the ridge, and only those, is obtained choosing: $\widetilde{x}_{\text {min }}=0.32 d_{\text {clump }}$. An appropriate value for $\widetilde{x}_{\text {max }}$ is sought by measuring $\alpha$ for several $\widetilde{x}_{\text {max }}$. The best $\widetilde{x}_{\text {max }}$ is the smallest for which the measurement does not change. The error on the measurement is also a criterion to choose the best $\widetilde{x}_{\text {max }}$. This method should be specially relevant in the axisymmetric case since the outer surface is curved, but it should work on the plane strain heap as well.

### 3.2.3 Error on the measurement

For a given heap, the dispersion of positions data induces some error on the linear regression and the measurement of $\alpha$. As an alternative to the correlation coefficient $R^{2}$, this error can be quantified from a standard deviation on the slope $a_{1}$ of the fitting line, $\operatorname{StD}\left(a_{1}\right)$. If $N$ is the number of points and ( $\left.\widetilde{x}_{i}, \widetilde{y}_{i}\right)$ are the coordinates of the $i^{\text {th }}$ point, one has:

$$
\begin{equation*}
\operatorname{StD}\left(a_{1}\right)=\sqrt{\frac{1}{N-2} \frac{\sum_{i=1}^{N}\left(a_{1} \widetilde{x}_{i}+b_{1}-\widetilde{y}_{i}\right)^{2}}{\sum_{i=1}^{N}\left(\widetilde{x}_{i}-\overline{\widetilde{x}}\right)^{2}}} \tag{9}
\end{equation*}
$$

which, considering Equation 7, gives the standard deviation on the angle, $\operatorname{StD}(\alpha)$ :

$$
\begin{equation*}
\operatorname{StD}(\alpha)=\frac{\operatorname{StD}\left(a_{1}\right)}{1+a_{1}^{2}} \tag{11}
\end{equation*}
$$

Figure 10 shows the regressions made on the projection of the outer surface in both configurations and the resulting angle for $\widetilde{x}_{\max } / \widetilde{x}_{b o x}=0.4$, with $\widetilde{x}_{b o x} \in\left\{R_{c y l}, L_{p a r}\right\}$. Figure 11 shows measurements performed for several $\widetilde{x}_{\text {max }}$ in both configurations. The error bars represent the error computed with Equation 11. One can see that the AOR increases with $\widetilde{x}_{\text {max }}$, except for very high values of $\widetilde{x}_{\text {max }}$ where the part of the outer surface considered is very small compared to its size. This may be caused by the ridge on the bottom of the open container that maintains some particles, affecting the geometry of the outer surface. The error on the measurement is very low but increases with $\widetilde{x}_{\text {max }}$. The measurement is more stable for low $\widetilde{x}_{\text {max }}$, specially in the axisymmetric case. From now on, the measurements will be performed on most of the outer surface, using $\widetilde{x}_{\text {min }}=0.32 d_{\text {clump }}$ and $\widetilde{x}_{\text {max }}=\widetilde{x}_{\text {box }}$.

### 3.2.4 Error due to repeatability

The simulations performed with the clump model include two sources of randomness. The first one is the initial configuration of the sample, with random positions for the particles in the initial cloud.


Fig. 10: Outer surface regressions for an intermediate $\widetilde{x}_{\text {min }}$ and the associated measurement ((a), (c)) in both configurations.


Fig. 11: Average slope as measured for different values of $\widetilde{x}_{\text {max }}$.

The second source lies in the statistical distribution of contact properties (see the above Figure 7). Indeed, the use of distributions for $\varphi$ and $e_{n}$
implies choosing a different value for each contact, all values being randomly chosen according to the given probability distribution. If one was to swap the values of two contacts, the distribution would still be respected, but the conditions of the simulation would be different, introducing randomness.

In order to quantify the repeatability error, a series of simulations was performed with the clump model using 30 different values for the seed parameter, the particles in the initial samples of each simulation thus have different positions 566 and contact properties. This series will be called ${ }^{567}$

CLP1 and uses the default parameters of Table 4. Among those parameters, the time step is computed from contact stiffnesses and particle masses following [26]. Note that all samples have approximately the same initial densities. Figure 12 shows the AOR measured using CLP1 heaps and one can see that the variation in the measurement is lower than $3 \%$. Even though such a repeatability error is low, it will be systematically given for all series of simulations in this paper as error bars on the AOR charts.


Fig. 12: Distributions of measured angles of repose when investigating repeatability in the CLP1 configurations of Table 4.

### 3.3 Measuring the void ratio for any geometry of assembly

With respect to the objective of discussing the possible constitutive nature of the AOR determined as per Section 3.2, it is interesting to characterize the state of the heap in terms of density or void ratio $e$, as a fundamental parameter of granular materials. This density characterization is not straightforward because of the irregular geometry of the heap along its free surface, and possible bias caused by an excess of void near the walls

As such, two methods are proposed below to compute the void ratio inside a granular assembly with a complex geometry, while avoiding the boundary effects: a so-called "tetrahedra method" and a "sub-volume method". Both methods provide local values for $e$ and rely on a Monte Carlo procedure to compute volume proportions, combined with (straightforward, here) tests to determine whether a random point in space is inside a physical particle. The following differences still exist, though:

- the tetrahedra method applies for any geometry of sample with no requirements on the geometry. It is based on a triangulation of the sample.
- the sub-volume method requires to define an homothetic sub-volume inside the sample,

Table 4: Parameters for heap simulations investigating repeatability (CLP1 series, 60 simulations in total).

| Configuration | $N_{\text {part }}$ | $K_{n}$ <br> $\left(N . m^{-1}\right)$ | $K_{s} / K_{n}$ | $\rho$ <br> $\left(k g \cdot m^{-3}\right)$ | $\Delta t(s)$ | $\varphi$ | $e_{0}$ | Number <br> of samples |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Plane strain | 2,150 | 58,250 | 0.37 | 1,111 | $7.86 \times 10^{-5}$ | see | $0.622 \pm 0.012$ | 30 |
| Axisymmetric | 2,468 |  |  |  |  |  |  |  |

which can be difficult if the latter adopts a peculiar geometry. However, it is substantially faster than the tetrahedra method.

### 3.3.1 The tetrahedra method

In order to compute a void ratio on a heap with a random geometry, the tetrahedra method starts by a triangulation of the heap. The Monte Carlo method is then used to determine the proportion of particles inside each tetrahedron resulting from the triangulation, leading to an expression for the void ratio.

### 3.3.1.1 Triangulating the heap

This first step is done using Delaunay's triangulation on the centers of all particles, although it could be done using another set of relevant points (e.g. the center of all spheres for clump simulations). Also, one should keep in mind that when triangulating using the center of the particles a small part of the sample is ignored: all particles on the outer surfaces are cut by the boundary tetrahedra. This should effectively remove the excess of
void near the walls of any sample. The set of all tetrahedra will be denoted $\{t e t\}$.

### 3.3.1.2 Detecting which particle may be partially inside each tetrahedron

632 forming a set of particles that is denoted $\{p\}^{c u t}$. This step is not mandatory but it drastically reduces the computation time.

### 3.3.1.3 Computing the total volume of particle inside each tetrahedron

 if it is located inside any of the particles potentially cut $\{p\}^{c u t}$. Denoting $V^{\text {tet }}$ the volume of a tetrahedron tet computed using its vertices' coordinates; $\chi^{p}(\underline{x})$ the Boolean test function equal to1 if the point $\underline{x}$ is inside the particle $p, 0$ otherwise; and $H(n)$ the Heaviside function, the Monte-Carlo method gives the total volume of particle inside the tetrahedron as follows:

$$
\begin{equation*}
V_{\text {part }}^{t e t}=\frac{\sum_{i=1}^{N_{m c}} H\left(\sum_{\{p\} c u t} \chi^{p}\left(\underline{x}_{i}\right)\right)}{N_{m c}} \times V^{t e t} \tag{12}
\end{equation*}
$$

A local void ratio can then be computed for the tetrahedron:

$$
\begin{equation*}
e^{t e t}=\frac{V^{t e t}-V_{\text {part }}^{t e t}}{V_{\text {part }}^{\text {tet }}} \tag{13}
\end{equation*}
$$

And globally:

$$
\begin{align*}
V_{\text {part }} & =\sum_{\{t e t\}} V_{\text {part }}^{t e t}  \tag{14}\\
V_{t o t} & =\sum_{\{t e t\}} V^{t e t}  \tag{15}\\
e & =\frac{V_{t o t}-V_{\text {part }}}{V_{\text {part }}} \tag{16}
\end{align*}
$$

Taking advantage of the independence between operations in each tetrahedron, the proposed implementation of this method is parallel with an almost optimal speed-up: the increase in execution speed is close to the number of processes running at the same time.

### 3.3.2.1 Defining the sub-volume

This step is illustrated using the two samples' geometries considered in this paper. The subvolume is chosen as a homothetic transformation of the heap centered in the sample, for both configurations. The sub-volume and the total volume of the sample will be denoted $V_{\text {sub }}$ and $V$, respectively. At the final state, the geometry of the sample is assumed to be a half parallelepiped (respectively a cone) for the plane strain (respectively axisymmetric) configuration. The sub-volume is defined using a parameter $C$ that pilots the homothetic transformation. The coordinates of the subvolume axis aligned bounding box are denoted $\left(x_{\min }, y_{\min }, z_{\min }\right)$ and $\left(x_{\max }, y_{\max }, z_{\max }\right)$ and depend on the coordinates of the sample axis aligned bounding box: $\left(X_{\min }, Y_{\min }, Z_{\text {min }}\right)$ and $\left(X_{\max }, Y_{\max }, Z_{\max }\right)$.

In the case of the plane strain configuration, the homothetic sub-volume can be determined as follows (Figure 13):

$$
\begin{align*}
& s_{\min }=(1-C)\left(S_{\max }-S_{\min }\right)+S_{\min }  \tag{17}\\
& s_{\max }=C\left(S_{\max }-S_{\min }\right)+S_{\min } \tag{18}
\end{align*}
$$

with $\forall(s, S) \in\{(x, X),(y, Y),(z, Z)\}$ and $\forall C \in$ ]0.5, 1]. detailed below.


Fig. 13: Illustration of sub-volume for several $C$ values in the plane strain configuration.

In the case of the axisymmetric configuration, one has to compute the $x$ and $y$ coordinates of the center, $x_{\Omega}$ and $y_{\Omega}$ respectively, and the maximum radius $r_{c}$ of the cone (Figure 14). The homothetic sub-volume is then:

$$
\begin{align*}
z_{\min } & =(1-C)\left(Z_{\max }-Z_{\min }\right)+Z_{\min }  \tag{19}\\
z_{\max } & =C\left(Z_{\max }-Z_{\min }\right)+Z_{\min }  \tag{20}\\
s_{\Omega} & =\frac{S_{\min }+S_{\max }}{2}  \tag{21}\\
r_{c} & =(2 C-1) \frac{X_{\max }-X_{\min }+Y_{\max }-Y_{\min }}{4} \tag{24}
\end{align*}
$$

with $\forall(s, S) \in\{(x, X),(y, Y)\}$ and $\forall C \in] 0.5,1]$.

### 3.3.2.2 Counting the volume of particles

 completely inside the sub-volumeDuring this step, the 8 vertices $\underline{x}_{i}^{p}$ of a particle axis aligned bounding box are tested to determine if they are part of the sub-volume. Using the
$\chi^{\text {sub }}(\underline{x})$ function, the number of vertices inside the sub-volume for a particle $p$ reads:

$$
\begin{equation*}
N_{i n}^{p}=\sum_{i=1}^{8} \chi^{s u b}\left(\underline{x}_{i}^{p}\right) \tag{23}
\end{equation*}
$$

If $N_{i n}^{p}=8$, the particle $p$ is completely inside the sub-volume while if $N_{i n}^{p}=0$ the particle $p$ is completely outside the sub-volume.

Denoting $V^{p}$ the volume of the particle $p$, the total volume of particles completely inside the sub-volume is:

$$
\begin{equation*}
V_{\text {part }}^{i n}=\sum_{\left\{p \mid N_{i n}^{p}=8\right\}} V^{p} \tag{22}
\end{equation*}
$$

### 3.3.2.3 Counting the volume of particles partially inside the sub-volume

If $0<N_{i n}^{p}<8$, the particle may be cut by the faces of the sub-volume. The proportion of the particle volume inside the sub-volume is again ${ }^{224}$ determined using the Monte Carlo method: $N_{m c}{ }^{725}$ points, $\left\{\underline{x_{i}}, i \in \llbracket 1 ; N_{m c} \rrbracket\right\}$, are uniformly drawn ${ }^{726}$ inside the particle bounding box and tested to ${ }^{227}$


Fig. 14: Illustration of sub-volume for several $C$ values in the axisymmetric case.
determine if they are simultaneously inside the sub-volume (test function $\left.\chi^{\text {sub }}\left(\underline{x}_{i}\right)\right)$ and inside the particle (test function $\chi^{p}\left(\underline{x}_{i}\right)$ ). The proportion of a particle volume being also part of the sub-volume is then:

$$
\begin{equation*}
V_{i n}^{p}=\frac{\sum_{i=1}^{N_{m c}} \chi^{\text {sub }}\left(\underline{x}_{i}\right) \chi^{p}\left(\underline{x}_{i}\right)}{N_{m c}} \times V^{p} \tag{25}
\end{equation*}
$$

The total volume of particles partially inside the sub-volume is:

$$
\begin{equation*}
V_{\text {part }}^{\text {cut }}=\sum_{\left\{p \mid 0<N_{i n}^{p}<8\right\}} V_{\text {in }}^{p} \tag{26}
\end{equation*}
$$

The total volume of particle inside the subvolume then reads:

$$
\begin{equation*}
V_{\text {part }}=V_{\text {part }}^{\text {in }}+V_{\text {part }}^{c u t} \tag{27}
\end{equation*}
$$

Finally, the void ratio is determined by:

$$
\begin{equation*}
e=\frac{V_{\text {sub }}-V_{\text {part }}}{V_{\text {part }}} \tag{28}
\end{equation*}
$$

For the simplest sub-volume geometries the expression of $V_{s u b}$ is trivial. In more complex situations it can be determined using once again the Monte Carlo method inside the sub-volume bounding box:
$V_{s u b}^{b b}=\left(x_{\max }-x_{\min }\right)\left(y_{\max }-y_{\min }\right)\left(z_{\max }-z_{\min }\right)$
$V_{s u b}=\frac{\sum_{i=1}^{N_{m c}} \chi^{s u b}\left(\underline{x}_{i}\right)}{N_{m c}} \times V_{s u b}^{b b}$

Both methods can be optimized when used with simple shapes (e.g. spheres): one could detect more precisely which particle may be cut. Also, one may be able to draw uniformly points directly inside the particle instead of the bounding box, making it possible to set aside the function $\chi^{p}$ and giving a more accurate Monte Carlo method.

### 3.3.3 Examples of void ratio

## measurements

### 3.3.3.1 Local void ratio

The tetrahedra method makes it possible to establish directly a local representation of the void ratio, as illustrated in Figure 15 for one plane strain final heap. One can notice that the geometry of the final heap is accurately captured by the triangulation, giving a rounded half parallelepipedic boundary surface. The density range is quite wide: some tetrahedra located on the outer surface, where the particles moved, contain approximately 1000 times more voids than other tetrahedra located where the particles almost didn't move. Note that this figure represents the void ratio directly interpolated from the centroids of each tetrahedron and thus should be interpreted carefully.

### 3.3.3.2 Parallel implementation of the

## tetrahedra method

The independence of the processing of each tetrahedron makes it possible to parallelize this method. A series of measurements was performed on 30 clump samples at their initial states (showing different individual locations of particles)

(a) Sliced view

(b) Complete view

Fig. 15: Local void ratio in a plane strain final heap as measured with the tetrahedra method.
using different numbers of CPU cores, $N_{\text {cores }} \geq 1, \quad 779$ on the same machine previously used in Section 780 3.1. The speed-up $S$ and its standard deviation 781 $\Delta S$ was computed from the computation times 782 $T_{N_{\text {cores }}} \pm \Delta T_{N_{\text {cores }}}$ as follows:

$$
\begin{align*}
S & =\frac{T_{1}}{T_{N_{\text {cores }}}}  \tag{31}\\
\Delta S & =S\left(\frac{\Delta T_{1}}{T_{1}}+\frac{\Delta T_{N_{\text {cores }}}}{T_{N_{\text {cores }}}}\right) \tag{32}
\end{align*}
$$

Since the CPU cache was not precisely con- ${ }^{784}$ trolled, the total CPU load had an influence on the $\quad 785$ computation speed, which might lead to a speed- 786 up seemingly above perfection in the eventuality of ${ }_{787}$
on 1 core and not for more cores.


Fig. 16: Parallelization speed-up for the tetrahedra method.
the CPU cache being full during the measurement

Figure 16 shows the speed-up for $N_{\text {cores }} \in\{1$, $5,10,20,30,40,50,60,70,80,90,100\}$. The speedup stops to improve starting from $N_{\text {cores }}=50$, which is probably due to an over usage of the CPU. A better control of the CPU could give more accurate speed-up measurements. Nevertheless, for $N_{\text {cores }}<50$ the parallelization is optimum: $S \approx N_{\text {cores }}$.

### 3.3.3.3 Sub-volume and tetrahedra methods comparison

Void ratio measurements were performed for the clump model on all 30 initial samples of CLP1 plane-strain series of simulations, discussed in more details in Section 4.3. Because of the
simple parallelepipedic geometry of these granular assemblies, a reference void ratio can be easily computed using the sample bounding box:
$V_{t o t}=\left(X_{\max }-X_{\min }\right)\left(Y_{\max }-Y_{\min }\right)\left(Z_{\max }-Z_{\min }\right)$
$V_{\text {part }}=\sum_{\{p\}} V^{p} \quad$, with $\{p\}$ the set of all particles
$e^{R E F}=\frac{V_{t o t}-V_{p a r t}}{V_{p a r t}}$
Figure 17 (a) illustrates the comparison ${ }_{809}$ between the mean values and standard deviation over the 30 samples of $e^{R E F}$ together with $e^{T E T}$ for the tetrahedra method and $e^{S U B}$ for the subvolume method. The latter has been computed for 3 values of $N_{m c}$ and 40 values of $C$.

For the lowest values of $C$, the measured $e^{S U B}$ void ratio varies a lot among the 30 simulations and in function of $N_{m c}$. Between $C \approx 0.7$ and $C \approx 0.9, e^{S U B}$ is constant and its standard deviation gets lower, being furthermore little dependent on $N_{m c}$. For $C>0.9$, its mean value and standard deviation finally start to increase as expected due to the rigid boundaries constraining the granular assembly and favoring voids to form near the outer surfaces. Finally, for $C=1$, the sub-volume method gives by definition the exact same values for void ratio than when using the global bounding box: $e^{S U B}=e^{R E F}$.

The tetrahedra method gives a $e^{T E T}$ measurement being close to $e^{S U B}$ when $0.7<C<0.9$, which suggests that it successfully excludes the excess of void from the computation.

As for the computational costs, Figure 17 (b) shows the corresponding execution times, $t^{S U B}$, $t^{T E T}$ and $t^{R E F}$, while $e^{T E T}$ was computed using parallelization on 3 cores. One observes that, in spite of parallelization, the tetrahedra method is here significantly slower than the sub-volume method. Regarding the sub-volume method, using $N_{m c}=1000$ instead of $N_{m c}=100$ slows down considerably the computation for no gain in accuracy, especially for high values of $C$.

In view of these results, subsequent measurements of void ratio will be obtained using the sub-volume method with $N_{m c}=100$ and $C=0.8$.

## 4 Physical discussion

This section analyses the dependence of AOR on several parameters: the particle shape, the initial void ratio and the sample size. Experimental results obtained in [4] are also provided.

### 4.1 Parametric study

### 4.1.1 (Non-)Sensitivity to the tangential stiffness

A first series of simulations investigates the role of tangential stiffness when using the potential particles model and two different values of $K_{s}: 240$ $N / m$ and $444 \mathrm{~N} / \mathrm{m}$ (see sets B and C of Table 5).

Results are given in Figure 18 for what concerns the initial and final states of the samples. Most importantly, the two different values of tangential stiffness are shown to result in virtually the same AOR distribution. The $K_{s}=240 \mathrm{~N} . \mathrm{m}^{-1}$ value will thus be kept in the remainder of the sequel for it results in a higher critical time step. One may furthermore note that the initial coordination number is slightly lower with a higher $K_{s}$, which is expected since stiff particles tend to be further away from each other, even when constrained. However, at the final state, the average coordination number is unaffected by $K_{s}$, certainly because they are not constrained enough for their relative distance to depend on $K_{s}$.

### 4.1.2 (Non-)Sensitivity to the particle mass density

While the AOR $\alpha$ refers to a static condition, the mass density of particles $\rho$ physically affects the prior dynamic evolutions of the system. On the other hand, from a computational standpoint, the density also controls the critical time step of the


Fig. 17: Void ratio measurements with both methods for 30 parallelepipedic initial samples differing in individual locations of particles. On figure (b), the $y$ axis is broken at two places: first between 40 ns and 50 ms , and second between 250 s and 5200 s . The three parts of the $y$ axis do not have the same scale.

Table 5: Used parameters for the parametric study with potential particles - series PP1.

| Set id | Configuration | $K_{n}\left(N . \mathrm{m}^{-1}\right)$ | $K_{s} / K_{n}$ | $\rho\left(k g . \mathrm{m}^{-3}\right)$ | $\Delta t(s)$ | $\varphi_{p / p}\left({ }^{\circ}\right)$ | $\varphi_{p / w}\left({ }^{\circ}\right)$ | $\beta_{n}$ | Number of samples |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A |  |  | 0.2 | 1111 | $8.52 \times 10^{-5}$ |  |  |  |  |
| B | Plane strain | 1,200 | 0.2 | 943 | $7.86 \times 10^{-5}$ | 35.5 | 27.2 | 0.071 | 30 |
| C |  |  | 0.37 | 943 | $7.86 \times 10^{-5}$ |  |  |  |  |

present explicit DEM scheme and the total time cost. Other series of simulations with different $\rho$ are thus proposed to check whether a variation from the experimental reference $\rho=1,111 \mathrm{~kg} / \mathrm{m}^{3}$ would affect the AOR results.

Using potential particles, two values for the particle density are considered in the framework of the PP1 series (sets A and B of Table 5): the experimental one, $\rho=1,111 \mathrm{~kg} / \mathrm{m}^{3}$, and $\rho=943 \mathrm{~kg} / \mathrm{m}^{3}$ that would confer the potential particle the same mass as the physical particle in spite of the volume differences discussed in the above Section 2.2.3. Using clumps in a CLP2 series, four to seven different values for $\rho \in\left[100 \mathrm{~kg} / \mathrm{m}^{3} ; 10,000 \mathrm{~kg} / \mathrm{m}^{3}\right]$ are considered, with 10 different initial samples in each case.

Corresponding parameters are all given in Table 6.

Figure 19 shows the resulting angles of repose in the CLP2 and PP1 series, together with time costs of CLP1 series measured for a sequential execution on the same machine presented in previous Section 3.1. The dots correspond to the mean measurement over all samples for a given particle density and the error bars represent the standard deviation. One can see that all error bars share a common zone for a given shape description. As such, it is herein concluded, consistent to [9], that particle density does not impact the AOR. During DEM simulations, one can thus adopt, when necessary, an artificial $\rho=10,000 \mathrm{~kg} / \mathrm{m}^{3}$, multiplying the critical time step by a factor of $\sqrt{\frac{10000}{1111}} \approx 3$


Fig. 18: Macro-scale and micro-scale results of the parametric analysis with potential particles (PP1 series, Table 5).


Fig. 19: Particle density influence on the angle of repose and on the time cost - CLP2 and PP1 series
and reducing as much the total time cost of the simulation (Figure 19b) until the heap stabilizes. In the Figure 19b, one can finally note a longer
computation time for the axisymmetric configuration because of a lower velocity of the descending wall in the reference experiments.

Table 6: Parameters of heap simulations investigating $\rho$ influence (CLP2 series, 110 simulations in total).

| Configuration | $N_{\text {part }}$ | $\rho$ | $e_{0}$ | Number of samples |
| :--- | :---: | :---: | :---: | :---: |
|  |  | $100 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.652 \pm 0.011$ |  |
|  |  | $500 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.633 \pm 0.010$ |  |
| Plane-strain | 2,150 | $1,111 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.623 \pm 0.009$ |  |
|  |  | $2,000 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.618 \pm 0.010$ |  |
|  |  | $4,000 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.607 \pm 0.011$ |  |
|  |  | $10,000 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.603 \pm 0.012$ | 10 |
|  |  |  |  |  |
| Agisymmetric | 2,463 | $0.603 \pm 0.010$ |  |  |
|  |  | $1,111 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.743 \pm 0.022$ |  |
|  |  | $4,000 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.723 \pm 0.015$ |  |

### 4.2 Numerical angle of repose vs experimental one

The numerical simulations are now compared with the experimental results provided at the end of the JGS round-robin and in [4]. In this framework, a simpler method was adopted to compute the AOR, considering only the highest particle instead of the whole external surface as in previous Section 3.2, for sake of simplicity during the experiments. In the axisymmetric configuration, slopes are actually determined in 360 directions being not exactly radial and their average is used to compute the AOR, while in the plane strain configuration the AOR is computed using only one slope direction in the plane.

In this subsection, the exact same method is adopted to interpret our numerical results for a consistent comparison. The set of parameters used for the clump model is the same as for CLP1 (see Table 4), and the set of parameters used for the potential particle model is given in Table 7.

Table 8 compares the obtained experimental and numerical results. In the plane strain configuration, the experimental AOR is approximately $8 \%$ higher than the one obtained for the clump model and $16 \%$ higher than the one obtained for the potential particle model. In the axisymmetric configuration, the experimental AOR is approximately $4 \%$ higher than the one obtained with the clump model and $16 \%$ higher than the one obtained for the potential particle model. Also, one should notice that in the plane strain configuration the JGS method measures an AOR higher than the method presented in this paper, and lower in the axisymmetric configuration (see Figure 12). This changes the conclusion on the influence of the configuration: with our measurement method both configurations gives the same AOR (difference of approximately $1 \%$ with the 95 clump model), while the JGS method gives a 95 difference of approximately $11 \%$.

Table 7: Material properties used in the potential particles models.

| $K_{n}\left(N . \mathrm{m}^{-1}\right)$ | $K_{s} / K_{n}$ | $\rho\left(\mathrm{~kg} . \mathrm{m}^{-3}\right)$ | $\Delta t(\mathrm{~s})$ | $\varphi_{p / p}\left({ }^{\circ}\right)$ | $\varphi_{p / w}\left({ }^{\circ}\right)$ | $\beta_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1200 | 0.773 | 943 | $7.86 \times 10^{-5}$ | 35.5 | 27.2 | 0.071 |

Table 8: Angle of repose as per the JGS measurement method.

|  | Number of <br> samples | Average ( ${ }^{\circ}$ ) | Standard <br> Deviation$\left(^{\circ}\right)$ | Minimum ( $\left.{ }^{\circ}\right)$ | Maximum ( $\left.{ }^{\circ}\right)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Plane strain configuration |  |  |  |  |  |
| Experiments [4] | 400 | 41.4 | 1.28 | 38.3 | 46.3 |
| Clumps | 100 | 38.1 | 1.14 | 35.0 | 41.3 |
| Potential particles | 18 | 34.8 | 1.61 | 32.5 | 38.0 |
| Axisymmetric configuration |  |  |  |  |  |
| Experiments [4] | 50 | 35.3 | 0.9 | 33.3 | 37.3 |
| Clumps | 100 | 33.9 | 0.8 | 32.0 | 36.1 |
| Potential particles | 19 | 29.7 | 0.78 | 28.5 | 31.2 |

### 4.3 Role of particle concavity

The differences in AOR observed in Table 8 between the clump and potential particle (PP) models, with a higher discrepancy for PP towards experiments, certainly arise from the convex simplification of potential particles, with respect to the concavities of the physical particles which allow them to interlock better. In order to gain more insights into the influence of particle concavity, a rigorous comparison between the two numerical models is led in this subsection, adopting the same parameters for both models (except for the time step for computational efficiency) and determining the AOR using the more reliable method presented in Section 3.2. This series
is called PP-CLP, with all parameters being listed in Table 9 and Table 10.

Figure 20 characterizes the initial and final states of these PP-CLP simulations. First and foremost, it is to notice that the AOR is approximately $14 \%$ lower with the potential particle model. This difference can be considered as significant and is even greater with respect to experiments even though the physical particles show a fairly high convexity of 0.954 . In line with additional possibilities of interlocking for non-convex particles, while convex particles fall more easily from the heap, the number of lost particles is approximately $23 \%$ lower with the clump model. One can also note that the final void ratio is approximately the same with both models and

Table 9: Contact parameters of the PP-CLP series focusing on particle concavity

| Model | $K_{n}$ | $K_{s}$ | $e_{n}$ | $\varphi_{p / p}$ | $\varphi_{p / w}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Clump | 1.2 | $k N . m^{-1}$ | 0.24 | $k N . m^{-1}$ | 0.8 |
| Potential particle | $35.5^{\circ}$ | $27.2^{\circ}$ |  |  |  |

Table 10: Other simulation parameters of the PP-CLP series on particle concavity

| Model | Configuration | $\rho$ | $\Delta t$ | Number of samples |
| :--- | :--- | :---: | :---: | :---: |
| Clump | Plane strain | $1111 \mathrm{~kg} \cdot \mathrm{~m}^{-3}$ | $\approx 78.5 \mu \mathrm{~s}$ |  |
| Potential particle |  |  | $\approx 85.2 \mu \mathrm{~s}$ | 30 |

that the final average number of contact points per particleis approximately $25 \%$ lower with the potential particle model since two convex particles can form only one contact point, unlike the concave clump.

It is worth noticing that the experimental measurement method gives a gap between the axisymmetric and plane strain configurations' angle of repose. The curvature of the axisymmetric heap explains the lower measurement obtained with the JGS method.

Looking at initial stages, one observes that the initial void ratio is approximately $5 \%$ lower with the clump model. The difference between the void ratio at the initial state and final state is interesting: at the initial state the sample is constrained by four side walls and one bottom wall, while at the final state one of the four side of the sample is free. This suggests that concave particles are more likely to fill the voids when there are surrounded by walls (parallel to the gravity axis), but when
they are free to move, they do not fill the voids better than convex particles. On the other hand, the difference on the average number of contact points is approximately the same at the initial and final states.

## 4.4 (Non-)Constitutive nature of

 the angle of reposeThe compatibility of AOR values measured (with the present method, see Figures 12 and 19) in both axisymmetric and plane strain configurations of the reference device could confirm a constitutive nature of the AOR inferred in, e.g., $[5,6,7]$, suggesting to compare the latter with shear strength properties of the granular material. Generally speaking in solid-like granular mechanics, these shear strength properties may refer either to a critical state or a state of maximum stress ratio, the two being possibly different depending on initial porosity.
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Fig. 20: Characterization of the PP-CLP series on particle concavity in terms of initial and final states

Here, it is first determined whether the AOR $\alpha$ evolves with respect to the initial void ratio $e_{0}$, which would contradict the definition of a critical state property. This is done by performing a "CLP4" series of simulations with the clump model using several samples at different initial porosities, whose parameters are given in Table 11. The initial void ratio $e_{0}$ is controlled by momentarily altering the inter-particle friction angle during the generation of the sample, $\varphi_{\text {gen }}$, whereby lower $\varphi_{\text {gen }}$-values lead to denser packings, as plotted in Figure 21 (a) where the error bars represent
the standard deviation of $e_{0}$ on all 10 simulations performed at the same $\varphi_{\text {gen }}$. Figure 21 (b) 1042 shows $\alpha$ against $e_{0}$ and reveals some decreasing ${ }^{1043}$ tendency of $\alpha$ for $e_{0}<0.55$ in both configurations that would be more consistent with an interpretation of the AOR in terms of a porosity-dependent maximum friction angle. However, the significant dispersion of the results prompts the need for further investigations in the following.

In addition, it is to note that a critical state interpretation of the repose would impose a correlation between critical state values of porosity (or void ratio) and mean pressure $p$ in the form


Fig. 21: Influence of the initial void ratio $e_{0}$ - CLP4 series
of a critical state line (CSL). Assuming, likewise to void ratio $e$, that an average (i.e. global) stress tensor is a meaningful quantity to characterize the heap in spite of gravity, the Appendix B recalls the expression of the latter tensor and the corresponding mean stress $p$ in Equation B17. The final states $(e, p)$ of a large set of 400 heaps simulated in the previous series CLP1, CLP4 together with a forthcoming CLP5 (grouped under a CLPX notation) are then compared in Figure 22 with the CSL of the present granular material, previously determined in [28] from DEM triaxial tests. The latter were performed in quasi-static conditions with a constant lateral stress in two directions and an imposed a strain rate in the third direction. Each of the 105 triaxial tests plotted on Figure 22 contained 7,500 clumps, which was shown to be enough to constitute a REV for the study of the material stress-strain behaviour. The critical state was observed to be attained when the
axial strain $\epsilon_{a x}$ reaches 0.6 , i.e. both the deviatoric stress and volumetric strain were unaffected by further deformations. Any critical state quantity is thus computed as an average of its value over $\epsilon_{a x} \in[0.6,0.8]$. It is to note that it was shown in [28] to be more relevant to consider rattlers (particles having at most 1 contact) as voids when determining the CSL of a granular mate- 1081 rial, to avoid an unphysical increase of the CSL in the $(e, p)$ plane for low $p$. This is especially important here since body weights are the only external forces present in the CLPX series, making the average mean stress possibly quite low $(\approx 100$ $P a)$, depending on mass density.

From the comparison in Figure 22, one can first note that the mechanical states in the CLPX series regroup around two different mean pressures: $126 \pm 18 P a$ and $1444 \pm 471 P a$, in line with the two different values used for the particle density throughout the CLPX series. Whatever the mass density, the mean pressure in axisymmetric
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Fig. 22: Heaps' states after the collapse compared to the critical state line as determined in [28] from a large set of triaxial tests with different initial states in terms of void ratio and/or confining pressure $P_{c}$
heaps is lower than the mean pressure in plane strain heaps, and the dispersion in final void ratio is smaller. Most importantly, the heap states are clearly not consistent with the blue-colored (rattlers excluded) CSL serving as reference, which already suffices to exclude the assumption that a heap of particles under gravity is at critical state.

For completeness, the angle of repose of these CLPX series is still furthermore directly compared in Figure 23 with the critical state friction angle $\phi_{\text {crit }}$ and the (porosity;mean stress)-dependent peak friction angle $\phi_{\text {peak }}$ of the material, determined on the triaxial simulations from [28]. The AOR is therein shown to be significantly different (higher from approx. 10 degrees) than $\phi_{\text {crit }}$. It actually lies in the observed interval for $\phi_{\text {peak }}$, even though both are observed to be essentially different.

From the observations that the repose states are not consistent with the shear strength properties of the granular material, neither the critical one nor the maximum one, the AOR is concluded to bear no constitutive nature. Interpreting the repose stress state $\sigma_{i j}^{\text {glob }}$ with its extreme principal stresses $\sigma_{1}^{g l o b} \geq \sigma_{3}^{g l o b}$ in terms of a mobilized friction angle $\phi_{m o b}$, given in Equation 36 using the soil mechanics sign convention:

$$
\begin{equation*}
\phi_{m o b}=\arctan \left(\frac{\sigma_{1}^{g l o b}-\sigma_{3}^{g l o b}}{2 \sqrt{\sigma_{3}^{g l o b} \sigma_{1}^{g l o b}}}\right) \tag{36}
\end{equation*}
$$

, no obvious correlation is actually found in ${ }^{1113}$ Figure 24, no matter the shape model, between 1114 the mechanics of the heap, $\phi_{\text {mob }}$, and its geometry, $\alpha$, which would have been mandatory for a ${ }_{1116}$ constitutive interpretation.


Fig. 23: Angle of repose $\alpha$ and triaxial properties, $\phi_{c r i t}$ and $\phi_{\text {peak }}$, with respect to void ratio (current, $e$, or initial, $e_{0}$ )


Fig. 24: Angle of repose $\alpha$ against mobilized friction angle $\phi_{m o b}$ for heaps of the PP-CLP series.

### 4.5 Effect of the sample size on the angle of repose

Since the default number of particles in both configurations is low compared e.g. to the number of particles necessary to constitute a REV for the triaxial tests with rigid boundaries ( 7500 in [28, 29] for the same or another granular material), it is finally investigated to which extent the sample size can affect the present discussion, performing a last "CLP5" series that adopts the clump model and an evolving number of particles $N_{\text {part }}$ (see

Table 12 for all parameters). Doing so, the dimensions of the container are homothetically modified according to $N_{\text {part }}{ }^{1 / 3}$, which insures to keep similar geometries (consistent length ratios between every 3 axes) when the total volume $V \propto N_{\text {part }}$ increases.

Figure 25 shows the AOR values obtained in this CLP5 series, with error bars from the standard deviation computed on the ten simulations performed for each value of $N_{\text {part }}$. An exponential model is proposed to fit the data and provide an extrapolated value of $\alpha$ for an infinite number of particles:

$$
\begin{equation*}
\alpha_{\text {model }}\left(N_{\text {part }}\right)=a+b e^{c N_{\text {part }}} \tag{37}
\end{equation*}
$$

with $a, b$ and $c$ the three model parameters. Figure 25 (a) illustrates that the $N_{\text {part }}=2,150$ case is ${ }_{1143}$ the only one where the AOR values from both configurations are compatible with the idea of a common value. On Figure 25 (b) the horizontal


Fig. 25: Effect of the sample size on the angle of repose - CLP5 series
axis represents $N_{\text {part }}^{r e f}$, the number of particle along one dimension of the base of the box:

$$
\begin{equation*}
N_{\text {part }}^{r e f}=\left(\frac{N_{\text {part }}}{V_{\text {box }}}\right)^{\frac{1}{3}} L_{\eta} \tag{38}
\end{equation*}
$$

with $V_{\text {box }} \in\left\{V_{c y l}, V_{\text {par }}\right\}$ and $L_{\eta} \in\left\{R_{c y l}, L_{\text {par }}\right\}$.
For bigger systems with a higher $N_{\text {part }}$ a clear difference appears, with a negligible standard deviation. According to the exponential decay model, an asymptotic difference difference between the two configurations would be $1.19^{\circ}$ which corresponds to approximately $3.59 \%$ of the measurement in the plane strain configuration.

The present dependency to $N_{\text {part }}$ constitutes a last argument against the constitutive nature of the AOR, making fortuitous the near-similarity of $\alpha$ initially observed between the two configurations, in connection with the particular values of $N_{\text {part }}$ used in the reference experiments.

## 5 Conclusion

In the framework of a round-robin activity providing an experimental reference, the angle of repose of a granular material has been studied with DEM, adopting two distinct characterizations for particle shape: concave clumps of spheres and convex-simplified potential particles, with a quantification of the morphological differences between the two (and the experimental reference), in terms e.g. of convexity and sphericity.

A methodological discussion has then been first proposed for generic angle of repose studies, designing systematic measurement procedures of the slope angle and of the void ratio of the heap, the latter being a possible factor of influence onto the former, as a fundamental property of granular matter.

Physically, a thorough analysis provided a number of consistent observations that the AOR measured on the considered devices does not
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bear a constitutive nature but is instead processdependent. In the comparison with experiments, while adopting a simpler measurement method of the AOR due to experimental limitations, the clump approach successfully predicted the AOR within a $8 \%$ tolerance. On the other hand, the potential particles underestimated to a greater extent the AOR, as expected due to their artificial convexity. Even though the material particles had a fairly high convexity value ( $C=0.954$ ), neglecting their local concavities brought down the AOR from $35.95 \pm 0.88^{\circ}$ to $31.26 \pm 0.95^{\circ}$.

It is interesting to note that both the clump and the potential particle shape descriptions share the same dimensions in terms of a minimal bounding box and thus the same flatness and elongation values, prompting the need for a systematic investigation of other particle-scale shape indices that would possibly affect the AOR.

## Appendix A YADE implementations of visco-elasticity

With reference to the normal contact law in Equation 2 and for the clump approach (which use here the Ip2_ViscE1Mat_ViscElMat_ViscE1Phys and Law2_ScGeom_ViscElPhys_Basic YADE classes), $c_{n}$ is computed from a given normal
restitution coefficient $e_{n}$ according to the mass1210 dependent expression of [30], recalled in Equation ${ }^{1211}$
A1:

$$
e_{n}= \begin{cases}\exp \left[-\frac{\beta}{\omega}\left(\pi-\arctan \frac{2 \beta \omega}{\omega^{2}-\beta^{2}}\right)\right] & \text { for } \beta<\frac{\omega_{0}}{\sqrt{2}}  \tag{A1}\\ \exp \left[-\frac{\beta}{\omega} \arctan \frac{2 \beta \omega}{\omega^{2}-\beta^{2}}\right] & \text { for } \beta \in\left[\frac{\omega_{0}}{\sqrt{2}} ; \omega_{0}\right] \\ \exp \left[-\frac{\beta}{\Omega} \ln \frac{\beta+\Omega}{\beta-\Omega}\right] & \text { for } \beta>\omega_{0}\end{cases}
$$

where $\beta=\frac{c_{n}}{2 m}, \omega_{0}=\sqrt{\frac{K_{n}}{m}}, \omega=\sqrt{\omega_{0}^{2}-\beta^{2}}{ }^{1213}$ and $\Omega=\sqrt{\beta^{2}-\omega_{0}^{2}}$, with $m$ being the harmonic- ${ }^{1214}$ average particle mass and $K_{n}$ the normal contact ${ }^{1215}$ stiffness. Equation A1 is solved inside YADE using ${ }^{1216}$ a small number of Newton-Raphson iterations to ${ }^{1217}$ make the inverse calculation of $c_{n}$ based on the ${ }^{1218}$ desired value of $e_{n}$. A straightforward calculation ${ }_{1219}$ of $c_{n}$ for the linear contact model has been pro- ${ }^{1220}$ vided in Equation (B4) of [31] via curve-fitting of ${ }^{1221}$ the exact solution of [30], which is not however ${ }^{1222}$ employed here. ${ }^{1223}$

For the potential particles approach (through, ${ }_{1224}$ e.g., Ip2_FrictMat_FrictMat_KnKsPhys and ${ }^{1225}$ Law2_SCG_KnKsPhys_KnKsLaw classes), a viscous ${ }^{1226}$ damping parameter $\beta_{n}$ serves as input for deriv- ${ }^{1227}$ $\operatorname{ing} c_{n}$, consistently with a desired $e_{n}$ and [32] via ${ }^{1228}$ Equation A2: 1229

$$
\begin{equation*}
\beta_{n}=-\frac{\ln e_{n}}{\sqrt{\ln e_{n}{ }^{2}+\pi^{2}}} \tag{A2}
\end{equation*}
$$

Then, the viscous damping coefficient is calculated as in Equation A3:

$$
\begin{equation*}
c_{n}=2 \beta \sqrt{m \cdot K_{n}} \tag{A3}
\end{equation*}
$$

## Appendix B A global stress tensor accounting for gravity

In order to evaluate the stress state of the heap, one has to compute the stress tensor from the contact forces of all the contacts. Moreover, gravity being present in the simulations and at the origin of the movement, gravitational forces should thus be accounted for. In this subsection:

- $\mathbb{S}$ is the set containing all particles,
- $\mathbb{C}^{e x t}$ is the set containing all the contacts between particles and boundaries,
- the upper-script ${ }^{p}$ specifies that the quantity is taken for a particle $p$,
- the upper-script ${ }^{c}$ specifies that the quantity is taken for a contact $c$,
- the sub-script ${ }_{\cdot, x_{i}}$ denotes the derivative with respect to $x_{i}$,
- the total volume of the heap is noted $V$ and can be determined from the volumes of all tetrahedrons $V^{\text {tet }}$ given by the Delaunay triangulation
on particles centers (see previous section 3.3.1): ${ }^{1254}$ $V=\bigcup_{p \in \mathbb{S}} V^{\text {tet }}$,
- the number of underline denotes the order of a tensor (. for vectors and $\doteq$ for matrices),
- the Kronecker symbol $\delta_{i j}$ and Einstein's notation will be used,
- classical sign convention for stress is adopted, where the traction vector $\underline{t}=\underline{\underline{\sigma}} \cdot \underline{n}$ applies onto the system for an outwards normal $\underline{n}$.

The global stress tensor $\underline{\underline{\sigma}}^{g l o b}$ can be expressed according to the local stress tensor $\underline{\underline{\sigma}}$ :

$$
\begin{equation*}
\underline{\underline{\sigma}}^{g l o b}=\frac{1}{V} \int_{V} \underline{\underline{\sigma}} d V \tag{B4}
\end{equation*}
$$

One can compute $\underline{\underline{\sigma}}$ using the divergence of the third order tensor $\underline{\underline{\sigma}} \otimes \underline{x}$ (with $\underline{x}$ the position of any point in $V$ with respect to a given, even though arbitrary, origin):

$$
\begin{equation*}
\left(\sigma_{i k} x_{j}\right)_{, k}=\sigma_{i k, k} x_{j}+\sigma_{i k} x_{j, k} \tag{B5}
\end{equation*}
$$

Since the measurement is made when the heap is under equilibrium, the following equation holds, denoting $\underline{g}$ the gravitational acceleration and $\rho$ the particle density:

Moreover, $x_{j, k}=\delta_{j k}$, thus:

$$
\begin{equation*}
\sigma_{i k} x_{j, k}=\sigma_{i j} \tag{B7}
\end{equation*}
$$

By replacing Equation B6 and Equation B7 in Equation B5 one gets:

$$
\begin{equation*}
\sigma_{i j}=\left(\sigma_{i k} x_{j}\right)_{, k}+\rho g_{i} x_{j} \tag{B8}
\end{equation*}
$$

Equation B4 then gives:

$$
\begin{align*}
\sigma_{i j}^{g l o b} & =\frac{1}{V} \int_{V}\left(\left(\sigma_{i k} x_{j}\right)_{, k}+\rho g_{i} x_{j}\right) d V  \tag{B9}\\
& =\frac{1}{V} \sum_{p \in \mathbb{S}} \int_{V^{p}}\left(\left(\sigma_{i k} x_{j}\right)_{, k}+\rho g_{i} x_{j}\right) d V \tag{B10}
\end{align*}
$$

because $\sigma_{i j} \neq 0$ only on $V^{p}$

$$
\begin{equation*}
=\underbrace{\frac{1}{V} \sum_{p \in \mathbb{S}} \int_{V^{p}}\left(\sigma_{i k} x_{j}\right)_{, k} d V}_{\sigma_{i j}^{C}}+\underbrace{\frac{1}{V} \sum_{p \in \mathbb{S}} \int_{V^{p}} \rho g_{i} x_{j} d V}_{\sigma_{i j}^{G}} \tag{B11}
\end{equation*}
$$

Particles having an homogeneous density, one furthermore has, with $m^{p}$ and $\underline{x}^{p}$ the mass and center of $p$ :

$$
\begin{equation*}
\int_{V^{p}} \rho x_{j} d V=m^{p} x_{j}^{p} \tag{B12}
\end{equation*}
$$

The part of $\underline{\underline{\sigma}}$ due to gravity $\left(\sigma_{i j}^{G}\right)$ can thus be written:

$$
\begin{equation*}
\sigma_{i j}^{G}=\frac{1}{V} \sum_{p \in \mathbb{S}} m^{p} g_{i} x_{j}^{p} \tag{B13}
\end{equation*}
$$

As for the part due to contacts $\left(\sigma_{i j}^{C}\right)$, GreenOstrogradski theorem gives:

$$
\begin{equation*}
\sigma_{i j}^{C}=\frac{1}{V} \sum_{p \in \mathbb{S}} \int_{\partial V^{p}} \sigma_{i k} x_{j} n_{k} d S \tag{B14}
\end{equation*}
$$

Considering the traction vector $\underline{t}=\underline{\underline{\sigma}} \cdot \underline{n}$, one ${ }^{1283}$ has:

$$
\begin{equation*}
\sigma_{i j}^{C}=\frac{1}{V} \sum_{p \in \mathbb{S}} \int_{\partial V^{p}} t_{i} x_{j} d S \tag{B15}
\end{equation*}
$$

The traction vector is not nil only on contact points. Since the system is closed, contact forces between particles cancel each other leaving only forces comming from outside of $V$. As a consequence, one can only consider the contact forces between particles and walls. For these contacts $f^{c}$ denotes the contact force exerted by the wall on the particle and $x^{c}$ the contact point. One has:

$$
\begin{equation*}
\sigma_{i j}^{C}=\frac{1}{V} \sum_{c \in \mathbb{C}^{e x t}} f_{i}^{c} x_{j}^{c} \tag{B16}
\end{equation*}
$$

Finally, the global stress tensor for a stable heap of particles made of homogeneous particles and subjected to gravity is:

$$
\begin{equation*}
\sigma_{i j}^{g l o b}=\frac{1}{V} \sum_{c \in \mathbb{C}^{e x t}} f_{i}^{c} x_{j}^{c}+\frac{1}{V} \sum_{p \in V} m^{p} g_{i} x_{j}^{p} \tag{B17}
\end{equation*}
$$

The mean stress can then be computed as $p=$ $\frac{\operatorname{Tr}\left({\underline{\underline{\sigma^{\underline{\sigma}}}}}^{g l o b}\right)}{3}$.

## Appendix C Influence of the ${ }^{1298}$ wall velocity

In both configurations a wall holding the particles 1300 moves in order to let them fall. The way parti- ${ }^{1301}$ cles fall depends on the velocity at which the wall
moves, but once the heap is stabilized the measurement of the AOR could be the same no matter the velocity. This could allow the increase of the wall velocity $V_{\text {wall }}$ and thus the decrease of the time cost. To know the influence of $V_{\text {wall }}$ on the AOR, a series of simulations, CLP3, is performed with the clump model. Its parameters are given in Table C1. For each value of the speed-up factor, 10 simulations are performed.

Figure C1 shows the results of the CLP3 series. The symbols correspond to the mean measurement over the 10 simulations performed with the same $V_{\text {wall }}$ and the error bars represent the standard deviation. One can state that in the plane strain configuration $V_{\text {wall }}$ does not have an effect on $\alpha$. However, in the axisymmetric configuration, $\alpha$ decreases sharply in the transition zone $10<V_{\text {wall }} / V_{\text {wall }}^{\text {ref }}<100$. In the plane strain configuration, $V_{\text {wall }} / V_{\text {wall }}^{\text {ref }}=10,000$ can thus be used, while one should restrict to $V_{\text {wall }} / V_{\text {wall }}^{\text {ref }}=10$ in the axisymmetric configuration. Table C 2 gives a summary of the value of $V_{\text {wall }}$ used throughout all AOR simulations in this paper.

## Data availability

All YADE scripts used to perform the PP-CLP series are available online at https://forgemia. inra.fr/sacha.duverger/aor_nc_aix.
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Table 11: Parameters used when investigating a possible influence of $e_{0}$ (CLP4 series, 200 simulations in total)

| Configuration | $N_{\text {part }}$ | $\rho$ | $e_{0}$ | Number of samples for each $e_{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| Plane strain | 2,150 | $10,000 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.414 \pm 0.010$ |  |
|  |  |  | $0.459 \pm 0.009$ |  |
|  |  |  | $0.480 \pm 0.008$ |  |
|  |  |  | $0.495 \pm 0.006$ |  |
|  |  |  | $0.504 \pm 0.008$ |  |
|  |  |  | $0.528 \pm 0.006$ |  |
|  |  |  | $0.536 \pm 0.008$ |  |
|  |  |  | $0.553 \pm 0.010$ |  |
|  |  |  | $0.567 \pm 0.012$ |  |
|  |  |  | $0.574 \pm 0.007$ | 10 |
| Axisymmetric | 2,468 |  | $0.419 \pm 0.006$ |  |
|  |  |  | $0.486 \pm 0.006$ |  |
|  |  |  | $0.525 \pm 0.009$ |  |
|  |  |  | $0.553 \pm 0.006$ |  |
|  |  |  | $0.577 \pm 0.011$ |  |
|  |  |  | $0.607 \pm 0.018$ |  |
|  |  |  | $0.626 \pm 0.014$ |  |
|  |  |  | $0.632 \pm 0.010$ |  |
|  |  |  | $0.655 \pm 0.012$ |  |
|  |  |  | $0.671 \pm 0.016$ |  |


| Configuration | $N_{\text {part }}$ | $\rho$ | $e_{0}$ | Number of samples |
| :--- | :---: | :---: | :---: | :---: |
|  |  |  | $0.603 \pm 0.010$ |  |
| Plane strain |  |  | $0.604 \pm 0.009$ |  |
|  | 2,150 |  | $0.596 \pm 0.005$ |  |
|  | 2,468 |  | $0.596 \pm 0.003$ |  |
|  | 5,000 |  | $0.594 \pm 0.002$ |  |
|  | 10,000 | $10,000 \mathrm{~kg} / \mathrm{m}^{3}$ | $0.588 \pm 0.003$ |  |
|  | 20,000 |  | $0.705 \pm 0.011$ | 10 |
|  | 30,000 |  | $0.693 \pm 0.010$ |  |
|  | 50,000 | $0.729 \pm 0.017$ |  |  |
|  |  | $0.741 \pm 0.006$ |  |  |
|  |  | $0.758 \pm 0.008$ |  |  |
|  |  | $0.746 \pm 0.016$ |  |  |

Table 12: Parameters of heap simulations investigating the influence of $N_{\text {part }}$ (CLP5 series, 140 simulations in total)

| Configuration | $N_{\text {part }}$ | $\rho$ | $V_{\text {wall }} / V^{\text {ref }}$ | $e_{0}$ | Number of samples |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Plane strain | 2,150 | $10,000 \mathrm{~kg} / \mathrm{m}^{3}$ | $10^{i}$ for $i \in[-2,4] \cap \mathbb{N}$ | $0.603 \pm 0.010$ | 10 |
| Axisymmetric | 2,468 |  |  | for $i \in[0,4] \cap \mathbb{N}$ |  |

Table C1: Parameters of heap simulations investigating $V_{\text {wall }}$ influence (CLP3 series, 120 simulations in total)

| Series | CLP1 | CLP2 | CLP4 | CLP5 | PP1 | PP-CLP |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $V_{\text {cyl }} / V_{\text {cyl }}^{\text {ref }}$ | 1 | 1 | 10 | 10 | - | - |
| $V_{\text {par }} / V_{\text {par }}^{r r e}$ | 1 | 1 | $10^{4}$ | $10^{4}$ | $10^{3}$ | $10^{3}$ |

Table C2: Wall velocity for all series of simulations

