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Abstract 
Historical data collection for genetic evaluation purposes is a common practice in animal populations; however, the larger the dataset, the higher 
the computing power needed to perform the analyses. Also, fitting the same model to historical and recent data may be inappropriate. Data 
truncation can reduce the number of equations to solve, consequently decreasing computing costs; however, the large volume of genotypes is 
responsible for most of the increase in computations. This study aimed to assess the impact of removing genotypes along with phenotypes and 
pedigree on the computing performance, reliability, and inflation of genomic predicted breeding value (GEBV) from single-step genomic best lin-
ear unbiased predictor for selection candidates. Data from two pig lines, a terminal sire (L1) and a maternal line (L2), were analyzed in this study. 
Four analyses were implemented: growth and “weaning to finish” mortality on L1, pre-weaning and reproductive traits on L2. Four genotype 
removal scenarios were proposed: removing genotyped animals without phenotypes and progeny (noInfo), removing genotyped animals based 
on birth year (Age), the combination of noInfo and Age scenarios (noInfo + Age), and no genotype removal (AllGen). In all scenarios, phenotypes 
were removed, based on birth year, and three pedigree depths were tested: two and three generations traced back and using the entire pedi-
gree. The full dataset contained 1,452,257 phenotypes for growth traits, 324,397 for weaning to finish mortality, 517,446 for pre-weaning traits, 
and 7,853,629 for reproductive traits in pure and crossbred pigs. Pedigree files for lines L1 and L2 comprised 3,601,369 and 11,240,865 animals, 
of which 168,734 and 170,121 were genotyped, respectively. In each truncation scenario, the linear regression method was used to assess the 
reliability and dispersion of GEBV for genotyped parents (born after 2019). The number of years of data that could be removed without harming 
reliability depended on the number of records, type of analyses (multitrait vs. single trait), the heritability of the trait, and data structure. All 
scenarios had similar reliabilities, except for noInfo, which performed better in the growth analysis. Based on the data used in this study, consid-
ering the last ten years of phenotypes, tracing three generations back in the pedigree, and removing genotyped animals not contributing own or 
progeny phenotypes, increases computing efficiency with no change in the ability to predict breeding values.

Lay Summary 
Recording data for long years is common in animal breeding and genetics. However, the larger the data, the higher the computing cost of the 
analysis, especially with genomic information. This study aimed to investigate the impact of removing data, namely, genotypes, phenotypes, 
and pedigree, on the computing performance and prediction ability of genomic breeding values. We tested four scenarios to remove genotyped 
individuals in pig populations. For each scenario, phenotypes were removed according to birth year, and the pedigree was either kept complete 
or traced back from two to three generations. Reliabilities for young, genotyped animals did not differ after removing genotypes for older or less 
important animals. However, using only two generations of data slightly reduces the reliability for young, genotyped animals. The dispersion 
did not change across the studied scenarios, and its worst value was observed when using only one generation in the pedigree. Using the last 
ten years of phenotypes, a pedigree depth of three generations, and removing genotyped animals not contributing own or progeny phenotypes 
reduces computing cost with no change in the ability to predict breeding values.
Key words: data truncation, genomic selection, old genotypes, pedigree depth, single-step
Abbreviations: A, pedigree relationship matrix; ADGP, average daily gain on purebreds; ADGX, average daily gain on crossbreds; Age, cutting off old, genotyped 
animals based on year of birth; AllGen, no genotype removal; APY, algorithm for proven and young; BFP, backfat thickness on purebreds; BFX, backfat thickness 
on crossbreds; BLUP, best linear unbiased predictor; BW, birth weight; DGV, direct genomic value; G, genomic relationship matrix; GI, genomic information; 
GEBV, genomic predicted breeding value; H, combined pedigree-genomic relationship matrix; L1, terminal-sire line; L2, maternal line; LS, litter size; M1, multitrait 
analysis of ADGP, BFP, ADGX, and BFX; M2, single-trait analysis of WFM; M3, multitrait analysis of BW and PWM; M4, multitrait analysis of LS and NS; noInfo, 
cutting off genotyped animals with no phenotype and no progeny; noInfo + Age, combination of noInfo and Age; NS, number of stillborn; PA, parent average; 
PC, progeny contribution; PP, pedigree prediction; PWM, pre-weaning mortality; ssGBLUP, single-step genomic best linear unbiased predictor; WFM, weaning 
to finish mortality; YD, yield deviation

Introduction
Over the past decades, breeding companies and breed asso-
ciations have accumulated large amounts of historical data, 

including pedigree, phenotypes, and genotypes. Adding 
all ancestors to the relationship matrix increases the accu-
racy of breeding values if the model of analysis is the true 
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model (Henderson, 1984). However, our models are usually 
approximations (Lourenco et al., 2014), and this discrepancy 
between fitted and true models can result in a steadily cumu-
lative bias (Macedo et al., 2022). Moreover, the genetic con-
tributions from previous generations decay over time. Still, 
using those large historical data requires high computing 
power and could result in biased predictions for young ani-
mals (Macedo et al, 2022). This is especially the case in sin-
gle-step genomic best linear unbiased predictor (ssGBLUP), 
where genomic and pedigree-based relationships are com-
bined, but the number of generations in the pedigree is often 
much larger than the generations of genotyped animals (Lou-
renco et al., 2014).

New algorithms to compute the inverses of the genomic 
(G) and pedigree-based (A) relationship matrices have been 
proposed, making large ssGBLUP evaluations feasible. 
Among them is the algorithm for proven and young (APY), 
which generates a sparse representation of the inverse of G 
(Misztal et al., 2014a). For the computation of the inverse 
of A22, the pedigree relationship matrix for genotyped ani-
mals, partitions of the inverse of A can be used (Strandén and 
Mäntysaari, 2014; Masuda et al., 2017). Together with imple-
menting the preconditioned conjugate gradient and parallel 
multi-processing programming, these two algorithms allowed 
the implementation of ssGBLUP evaluations for almost 30 
million pedigreed dairy cattle, of which million were geno-
typed (Cesarani et al., 2022). However, whether all genotyped 
animals should be used in ssGBLUP is still a subject under 
investigation.

Under ssGBLUP, G must be scaled to be compatible with 
A22 (Chen et al., 2011; Vitezica et al., 2011), and the size of 
A22 will depend on the length of the pedigree for genotyped 
animals. Thus, one can expect that a too-large G results in 
upward bias for genotyped animals, whereas a too-small G 
does the opposite. In addition, as this scaling is for an aver-
age of A22, genomic predicted breeding value (GEBV) for 
genotyped animals can be biased depending on the length 
of the pedigree (Lourenco et al., 2014). Data truncation was 
suggested as a potential solution to this issue because 1) by 
removing old generations in the pedigree, the base popula-
tion in A22 becomes closer to the base population in G; 2) by 

deleting historical data, selection bias accumulated over time 
can be alleviated.

Data truncation has been successfully applied in dairy 
cattle, pigs, and dairy sheep (Lourenco et al., 2014; How-
ard et al., 2018; Cesarani et al., 2021; Hollifield et al., 2021; 
Macedo et al., 2022). However, depending on the species, 
non-informative genotyped animals are not always removed 
from the analyses, and when the truncation is also applied 
to the genotyped animals, it is based on birth year (How-
ard et al., 2018). Genotyped animals without own or prog-
eny phenotypes are not expected to contribute to predictions 
of young animals, and in principle could safely be removed. 
Therefore, this study aimed to investigate how different cri-
teria to remove genotyped animals along with pedigree and 
phenotype truncation would impact the prediction of GEBV 
of genotyped selection candidates.

Material and Methods
Data
Data for two pig lines, a terminal sire (L1) and a maternal 
(L2) were provided by PIC (a Genus Company, Hender-
sonville, TN). Four data sets were analyzed: growth on L1; 
“weaning to finish” mortality on L1; preweaning traits on 
L2; and reproductive traits on L2. Variance components were 
estimated considering the entire population and no genomic 
information. Genetic parameters and variance components 
are shown in Table 1. Because data were obtained from exist-
ing databases, the approval of the Animal Care and Use Com-
mittee was not needed for this study.

Phenotypes, pedigree, and genotypes
Purebred (L1 and L2) and crossbred (L1) animals were 
recorded for nine different traits: average daily gain and 
backfat on purebred and crossbred pigs (average daily gain 
on purebreds [ADGP], backfat thickness on purebreds [BFP], 
average daily gain on crossbreds [ADGX], and backfat thick-
ness on crossbreds [BFX], respectively), “weaning to finish” 
mortality (WFM), birth weight and pre-weaning mortal-
ity (BW and PWM, respectively), litter size and number of 
stillborn (LS and NS, respectively). ADGP, ADGX, BFP, BFX, 

Table 1. Heritability (diagonal, bold), genetic (above diagonal), and residual (below diagonal) correlations estimate for all evaluated traits

Traits Traits

ADGP BFP ADGX BFX WFM BWd BWm PWMd PWMm LS NS

ADGP 0.26 0.40 0.66 0.38

BFP 0.26 0.41 0.14 0.90

ADGX 0.24 0.27

BFX 0.32 0.29

WFM 0.05

BWd 0.06 -0.38 -0.05 0.22

BWm 0.20 0.39 -0.47

PWMd -0.33 0.01 -0.03

PWMm 0.02

LS 0.14 0.52

NS 0.27 0.11

ADGP, average daily gain on purebreds; BFP, backfat on purebreds; ADGX, average daily gain on crossbreds; BFX, backfat on crossbreds; WFM, weaning 
to finish mortality; BWd, birth weight (direct additive effect); BWm, birth weight (maternal additive effect); PWMd, pre-weaning mortality (direct additive 
effect); PWMm, pre-weaning mortality (maternal additive effect); LS, litter size; and NS, snumber of stillborn.
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and WFM were measured only for L1 animals, whereas 
BW, PWM, LS, and NS were measured on L2 pigs. LS and 
NS were measured on purebreds. The pedigree files for L1 
and L2 contained 3,601,369 and 11,240,865 animals born 
between 1971 and 2021 and 1971 and 2022, respectively. 
Genotypes imputed to 50K single nucleotide polymorphisms 
(SNP) were available for 168,734 purebred pigs from L1 
and 170,121 purebred pigs from L2. After quality control, 
43,812 SNP were retained for L1, whereas 40,968 SNP 
remained for L2.

Models
Four different models were implemented: ADGP, BFP, ADGX, 
and BFX were analyzed by a four-trait model (M1); WFM was 
analyzed through a single-trait model (M2); BW and PWM 
were analyzed using a two-trait model with direct (BWd and 
PWMd) and maternal (BWm and PWMm) genetic effects (M3), 
and LS and NS were analyzed through a two-trait repeat-
ability model (M4). For all analyses, pedigree, genotypes, 
and phenotypes were analyzed together using ssGBLUP. This 
method uses the inverse of a combined pedigree-genomic rela-
tionship matrix (H−1), which requires the computation of the 
inverse of the genomic relationship matrix (G−1). Because of 
the number of genotyped animals, APY (Misztal et al., 2014a) 
was used to compute G−1 (G−1

APY – Misztal et al., 2020). Core 
animals were set to 11,000 for M1 and M2, and 7,500 for 
M3 and M4, according to the dimensionality of the genomic 
information (Pocrnic et al., 2016a; Pocrnic et al., 2016b) 
within each line, calculated as the number of eigenvalues 
explaining at least 99% of the variability in G. The core ani-
mals were chosen to be consistent with the truncation scenar-
ios (defined later). Only animals with phenotypes for at least 
one of the considered traits within the analyses, born between 
2017 and 2019, were randomly sampled to compose the core, 
and the core was kept constant throughout the analyses.

Finally, for M4, unknown parent groups (UPG) were 
assigned according to account for population admixture and 
modeled as a random effect. Therefore, H−1 (for M4) was 
given by (Misztal et al., 2013):

H−1
UPG, Σ = A∗

Σ +



00 0

0G−1
APY − A−1

22 −
Ä
G−1

APY − A−1
22

ä
Q2

0−Q′
2

Ä
G−1

APY − A−1
22

ä
Q′

2

Ä
G−1

APY − A−1
22

ä
Q2


 ,

Where A∗
Σ is the inverse of additive relationship matrix based 

on Quaas-Pollak (QP) transformation (Quaas and Pollak, 
1981; Quaas, 1988; Westell et al., 1988); G−1

APY was defined 
above, A−1

22  is the inverse of the pedigree relationship matrix 
among genotyped animals, and Q2 is a matrix relating geno-
typed animals to UPG.

All the analyses were performed using iteration on data 
with preconditioned conjugate gradient and parallel pro-
cessing by OpenMP (OpenMP Architecture Review Board, 
2015) using the BLUPF90IOD2OMP1 (Misztal et al., 2014b) 
software, which is an optimized version of BLUPF90IOD2 
(Tsuruta et al., 2001; Tsuruta and Misztal, 2008). Computa-
tions were carried out on a Linux server (x86_64) with 1 TB 
of RAM and an Intel Xeon E7-8857 v2 (3.00 GHz) processor 
(24 computing cores), and the convergence criteria (Tsuruta 
et al., 2001) was set to 1−15 (for M1, M2, and M4) or 1−12 (for 
M3).

Truncation of genotypes, phenotypes, and pedigree
Four scenarios were tested to assess the possibility of cutting 
old genotypes. For the first scenario (noInfo), we removed all 
genotyped animals not contributing phenotypes to the eval-
uation, i.e., genotyped animals without own or progeny phe-
notypes. The second scenario (Age) was created by removing 
genotyped animals according to their birth year (regardless 
of if phenotyped). The third scenario combined the first two 
approaches (noInfo + Age), where all non-informative gen-
otyped animals were removed first, and then removal was 
based on birth year. In the fourth scenario, named AllGen, 
no genotyped animals were removed. For all scenarios, phe-
notypes were removed consecutively, according to the birth 
year, assuming a generation interval of three years for this 
population (Lourenco et al., 2014), that is, every truncated 
dataset had the three oldest years of phenotypic information 
removed. For the pedigree truncation, we either kept all the 
pedigree information or traced back two or three generations 
in each phenotype truncation year and across the four geno-
type truncation scenarios. Since each dataset presented differ-
ent ranges of birth year, the truncation points were different 
for each analysis (Table 2). The number of genotyped animals 
kept after removing non-informative animals (i.e., non-phe-
notyped and with no progeny) was 141,242 for M1 (16.29% 
removed), 26,894 for M2 (84.06% removed), 86,054 for M3 
(49.42% removed), and 42,282 for M4 (75.15% removed). 
For the AllGen scenario, all genotyped animals were used. The 
number of genotyped animals kept for Age and noInfo + Age 
scenarios is in Figure 1.

Validation
The LR validation (Legarra and Reverter, 2018) was used 
to evaluate the truncation schemes. Focal individuals (males 
and females with phenotyped progeny) were chosen from the 
group of genotyped animals born in 2019 and subsequent 
years. For validation purposes, focal animals had their phe-
notypes masked, along with their contemporaries and prog-
eny. The number of focal animals was different for each trait: 
2,165 for ADGP, 1,897 for BFP, 2,221 for ADGX, 1,944 for 
BFX, 415 for WFM, 2,096 for BW, 3,949 for PWM, 910 for 
LS, and 933 for NS. Those numbers varied according to the 
availability of phenotyped progeny for validation candidates 
in each dataset. Let the masked phenotypes file be represented 
by the subscript p (partial), whereas the whole dataset is rep-
resented by the subscript w (whole). Under the LR method, 
the reliability (rel), and the dispersion (b) of GEBV can be 
calculated as:

rel =
cov

(
ûp, ûw

)
σ2∗
u

b =
cov

(
ûp, ûw

)

var
(
ûp
)

Where û is the vector of GEBV for focal animals, and σ2∗
u  

is the trait additive genetic variance in the focal individuals 
(Macedo et al., 2021), calculated as in Sorensen et al. (2001). 
Changes in ranking and predictions were evaluated on the 
scale of GEBV, using the analysis with no data truncation as 
a benchmark, differences were then assessed by the Spearman 
(ranking) and Pearson (GEBV) correlation coefficients across 
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the truncation years within each depth of the pedigree and 
genotype truncation scenario. The function “ggplot” from the 
“ggplot2” (Wickham, 2016) R package (R Core Team, 2020) 
was used for all graphs in this study.

Results and Discussion
Validation
Correlations between GEBV and the ranking of validation 
animals did not change significantly after removing any quan-
tity of historical data, except for ADGX (Table 3). The weak-
est correlations were observed for the truncation on the last 
tested year for all analyzed data. This may suggest the need 
for at least two generations of data to predict validation indi-
viduals because the amount of data kept in the last tested year 
corresponds to one-generation interval. We also observed 
no benefits by keeping all generations in the pedigree when 
truncation was applied to either phenotypes or genotypes 
and phenotypes. Increasing the number of generations traced 
back in the pedigree, without the corresponding phenotypes 
reduces rank correlations among focal individuals when a few 
years of data are analyzed.

Figure 2 presents reliability and dispersion coefficients 
for M1. The initial level of dispersion for the focal indi-

viduals did not change for any truncation year across all 
tested scenarios. In contrast, the reliability decreased after 
2014 for BFP and BFX, no matter how many generations 
were included in the pedigree. For ADGX, the reliability was 
slightly underestimated in all scenarios, but a more signifi-
cant drop happened when keeping data from 2017. No dis-
persion problem was observed for ADGP, ADGX, BFP, and 
BFX in any scenario and truncation point. Conversely, GEBV 
for focal individuals were overdispersed in WFM in all trun-
cation scenarios, whereas their reliability did not change 
significantly up to 2013 (Figure 3). Growth traits (ADGP, 
ADGX, BFP, and BFX) are widely recorded, and the number 
of phenotyped animals within each year is higher than for 
mortality. The data structure and the type of analysis could 
also explain those results.

While growth traits are recorded on pure and crossed 
animals, WFM is recorded only on the commercial progeny 
of purebred animals. Therefore, there was a one-generation 
gap between the phenotypic measurement and the focal indi-
viduals for WFM. Furthermore, growth traits are analyzed 
in a four-traits model, which usually increases the reliabil-
ity due to genetic correlations, whereas WFM is in a sin-
gle-trait model. This can also explain why the original level 
of dispersion and reliability did not change for pre-weaning 

Table 2. Pedigree and phenotype count for each model across truncation years over the tested pedigree depths

Model Year1 NR2 NA3 Number of animals kept in the pedigree4

Two generations Three generations

M1 Full 1,452,257 1,452,257 — —

2005 1,333,802 1,333,802 1,419,508 1,420,973

2008 1,211,597 1,211,597 1,294,452 1,296,461

2011 1,049,955 1,049,955 1,129,402 1,131,870

2014 844,955 844,955 925,305 927,839

2017 582,469 582,469 686,190 688,677

M2 Full 324,397 324,397 — —

2007 302,200 302,200 502,704 503,961

2010 252,300 252,300 448,823 450,069

2013 178,317 178,317 369,443 370,686

2016 125,504 125,504 312,745 313,988

M3 Full 517,446 517,446 — —

2003 489,076 489,076 594,060 596,666

2006 459,273 459,273 564,931 567,526

2009 432,505 432,505 538,931 541,540

2012 375,692 375,692 484,296 486,928

2015 307,425 307,425 427,155 429,793

M4 Full 7,853,629 2,322,474 — —

2002 7,753,676 2,296,858 2,480,557 2,482,212

2005 7,557,900 2,248,913 2,436,270 2,439,407

2008 7,108,436 2,136,521 2,336,026 2,341,316

2011 6,319,428 1,946,867 2,158,129 2,166,354

2014 5,033,113 1,641,339 1,871,378 1,882,611

2017 3,107,674 1,135,171 1,398,058 1,412,626

1Phenotype truncation year.
2Number of records.
3Number of animals with records.
4When all the animals were kept in the pedigree; the number of animals was 3,601,369 (for M1 and M2) and 11,240,865 (for M3 and M4).
The number of records is equal to the number of animals for M1, M2, and M3, because the traits in these models were not repeated. The “—” implies that 
this analysis was not performed (i.e., pedigree truncation was not applied to the full dataset).
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mortality (Figure 4). Even though the heritability (h2) for 
WFM is 0.05, and for PWMd is 0.01, the genetic correlation 
between PWMd and BWm (0.39) helps improve predictions 
because h2 for BWm is 0.20. Finally, the number of records 
for pre-weaning traits is larger than for WFM.

For BW, neither the reliability nor the dispersion was 
affected by the phenotype and genotype truncation (Figure 
4); however, tracing back only two generation in the pedi-
gree slightly increased dispersion of GEBV for young animals. 
The maternal effect of PWM was slightly overdispersed when 

Figure 1. Number of genotyped animals across truncation years for each model in Age (cutting off old, genotyped animals) and noInfo + Age (cutting off 
old, genotyped animals along with the non-informative) scenarios. The numbers in parenthesis are the percentage of removed genotyped animals.

Table 3. Pearson (GEBV) and spearman (Rank) correlations (minimum value) between GEBV from the full dataset and each genotype truncation scenario 
for validation individuals

Model Trait GEBV Rank

noInfo Age noInfo + Age AllGen noInfo Age noInfo + Age AllGen

M1 ADGP 0.98 0.97 0.98 0.97 0.97 0.97 0.97 0.97

BFP 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99

ADGX 0.90 0.87 0.87 0.90 0.89 0.86 0.86 0.89

BFX 0.98 0.97 0.97 0.98 0.97 0.97 0.97 0.97

M2 WFM 0.98 0.97 0.97 0.97 0.96 0.96 0.96 0.96

M3 BWd 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98

BWm 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98

PWMd 0.94 0.93 0.93 0.94 0.93 0.92 0.93 0.93

PWMm 0.96 0.95 0.96 0.95 0.95 0.95 0.95 0.95

M4 LS 0.97 0.96 0.96 0.97 0.96 0.96 0.96 0.96

NS 0.97 0.95 0.95 0.97 0.96 0.95 0.94 0.97

ADGP, average daily gain on purebreds; BFP, backfat on purebreds; ADGX, average daily gain on crossbreds; BFX, backfat on crossbreds; WFM, weaning 
to finish mortality; BWd, birth weight (direct additive effect); BWm, birth weight (maternal additive effect); PWMd, pre-weaning mortality (direct additive 
effect); PWMm, pre-weaning mortality (maternal additive effect); LS, litter size; and NS, number of stillborn.
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truncating data from 2009, whereas the reliability did not 
change with truncation up to 2012. The truncation did not 
affect the reproductive traits, and in some cases, the reliability 
of LS improved after removing old data (Figure 5). In most 
cases, the different scenarios for removing genotyped animals 
resulted in the same reliability and dispersion, and discrepan-
cies among scenarios were observed only when keeping less 
than 10 years of data.

Pedigree and phenotypic truncation
Our results mostly agree with previous studies. Increasing 
the number of generations traced back in the pedigree from 
2 to 3 did not increase the predictive ability of US Holstein 
bulls (Cesarani et al., 2021). Similarly, keeping all the gener-

ations in the pedigree did not improve the predictive ability 
of young, genotyped pigs as compared to tracing back two 
generations (Lourenco et al., 2014). In our analyses, reliabil-
ities within the truncated dataset did not increase when we 
changed from tracing back two to three generations to includ-
ing all known ancestors in the pedigree. However, using only 
one generation of data and tracing back one generation in the 
pedigree reduced GEBV accuracies in a simulated population 
(Howard et al., 2018).

The number of useful generations with associated pheno-
type depends on the trait heritability: the lower the heritabil-
ity, the more generations are needed (Mrode, 2014; Hollifield 
et al., 2021). The reliability depends on the heritability and 
the relationship between training and validation sets (Habier 

Figure 2. Reliability (rel) and dispersion (b) coefficients on focal individuals for growth traits in the terminal-sire line. The dashed line is the original 
level of reliability or dispersion for the nontruncated dataset, with all genotyped animals and the entire pedigree. The numbers in parenthesis are the 
percentage of phenotypes analyzed according to the trait. Abbreviations: noInfo, cutting off non-informative genotyped animals; Age, cutting off old 
genotyped animals; noInfo + Age, cutting off old genotyped animals, along with non-informative; and AllGen, no genotype removal.
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et al., 2010; Pszczola et al., 2012). Weng et al. (2016) found 
that for lowly heritable traits, having genotyped animals in 
the training population more related to the validation ani-
mals is better. This may be related to changes in the relation-
ships across other animals because genomic relationships are 
implicitly imputed for non-genotyped animals through A22 
in H, the joint relationship matrix in ssGBLUP (Legarra et 
al., 2009). If that is the case, truncating genotypes may affect 
those traits more when genotyped animals have no pheno-
types.

In ssGBLUP, GEBV are predicted as a weighted sum of 
information from different sources: parent average (PA), yield 
deviation (YD), progeny contribution (PC), and genomic 
information (GI) (Aguilar et al., 2010; Lourenco et al., 2015a; 
VanRaden and Wright, 2013). GI can be further split into two 
parts (Aguilar et al., 2010): direct genomic value (DGV) and 
pedigree prediction (PP) that comes from A22. No genotyped 
animals had phenotypes for WFM; thus, YD = 0. As the infor-
mation from PA and PP is similar, GEBV will be reduced to 
PC and DGV. If the progeny number is large, PC will dom-
inate the GEBV; if not, DGV will explain a more significant 
fraction of GEBV. In such a case, truncating genotypes and 
progeny phenotypes may impact predictions more.

The GEBV accuracy is less affected by the genotyping 
structure in ssGBLUP than in multi-step methods because of 
the additional pedigree information, which accounts for the 
relationships between a given genotyped animal and the rest 
of the population (Lourenco et al., 2015a). The composition 
of the reference population still influences GEBV predictivity; 

however, the inclusion of genotyped animals without prog-
eny seems not to increase the predictability (Lourenco et al., 
2015b). Therefore, removing those genotyped animals with 
no progeny and no phenotype should not impact the reliabil-
ity, which was observed in our analyses (noInfo scenario). In 
fact, the noInfo scenario slightly improved the reliability of 
BFX.

Howard et al. (2018), argued that a slight numerical 
increase in the predictive ability from truncated data is related 
to changes in trait definition over time. This definition change 
can be because of different measurement techniques or selec-
tion criteria and environmental changes (Tsuruta et al., 2005). 
Considering a trait under strong selection and a short gener-
ation interval, the population average will rapidly increase or 
decrease depending on the direction of selection. If that is the 
case, removing old information from the dataset moves the 
average of the solutions closer to the desired direction once 
those animals with more distant breeding values are removed.

If the trait is selected for increasing the average, such as 
growth and some reproductive traits, the GEBV average from 
the partial, truncated dataset will be higher than the whole, 
non-truncated dataset; therefore, the bias will be positive. 
Conversely, when animals are selected for a reduction in the 
average, like in mortality, the GEBV average from the partial, 
truncated dataset will be smaller than the whole, non-trun-
cated, and the bias will be negative. This was observed for all 
studied traits (data not shown), even though the truncation 
is supposed to reduce the level of bias (Macedo et al., 2022). 
The selection effect changes when the partial and whole data 

Figure 3. Reliability (rel) and dispersion (b) coefficients on focal individuals for mortality in the terminal-sire line. The dashed line is the original level 
of reliability or dispersion for the non-truncated dataset, with all genotyped animals and the entire pedigree. The numbers in parenthesis are the 
percentage of phenotypes analyzed according to the trait. Abbreviations: noInfo, cutting off non-informative genotyped animals; Age, cutting off old, 
genotyped animals; noInfo + Age, cutting off old, genotyped animals, along with non-informative; and AllGen, no genotype removal.
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are truncated or not. A bias reduction from truncation was 
observed for noInfo and noInfo + Age scenarios (data not 
shown).

The depth of the pedigree has a minor influence on the 
reliability of genomic prediction (Lourenco et al., 2014; 
Howard et al., 2018; Cesarani et al., 2021), which was 
observed in our study. Additionally, no major difference 
was found after tracing back two to three generations in the 
pedigree for all traits. No additional benefit was found by 
using all pedigree information; in some cases, the impact on 
predictions was the same as using two generations (PWMd). 
According to Macedo et al. (2022), if models used to esti-
mate breeding values are imperfect, a small percentage of 
bias will affect PA each year, accumulating bias over the 

years. The same effect can appear if the genetic correlation 
across distant generations but in the same trait is not one 
(Tsuruta et al., 2004), which is the case of genotype by envi-
ronment interaction. Therefore, some analyses can be biased 
per se, and correcting for this bias would involve improv-
ing the model, which is not always easy as linear models 
have limitations if important factors are not accounted for 
(Macedo et al., 2022). In that case, removing old informa-
tion can avoid this bias accumulation. In our study, data 
truncation helped release the level of bias in many cases 
(results not shown) but did not affect the dispersion. Thus, 
data truncation can be an effective alternative to alleviate 
the bias level without harming the reliability and dispersion 
of genotyped validation animals.

Figure 4. Reliability (rel) and dispersion (b) coefficients for focal individuals for preweaning traits in the maternal line. The dashed line is the original 
level of reliability or dispersion for the non-truncated dataset, with all genotyped animals and the entire pedigree. The numbers in parenthesis are the 
percentage of phenotypes analyzed according to the trait. Abbreviations: noInfo, cutting off non-informative genotyped animals; Age, cutting off old, 
genotyped animals; noInfo + Age, cutting off old, genotyped animals, along with non-informative; and AllGen, no genotype removal.
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Interestingly, the last phenotypic truncation point showed 
reduced reliability and increased overdispersion for some 
traits in M1, M3, and M4. For M4, this could be explained 
by the extensive removal of phenotypes causing poor esti-
mates of UPG, which have been previously regarded as a 
source of bias if not enough phenotypes are used to estimate 
their effects (Tsuruta et al., 2019; Masuda et al., 2022). As 
M1 included phenotypes from pure and crossbred animals, 
the last truncation point removed phenotypes from nearly all 
purebred ancestors of crossbred individuals. The validation 
was performed only on purebred animals, parents of cross-
breds; therefore, more crossbred phenotypes are needed to 
estimate the GEBV on purebreds for crossbred performance 
(as in M1). In M3, the prediction of the maternal effects was 

possibly affected in the last truncation point. As the maternal 
effects had greater h2 (Table 1), they caused indirect changes 
in the direct genetic effect through genetic correlations.

Computing efficiency
Figure 6 shows the number of rounds to convergence for all 
truncation points across all tested pedigree depths. Mainly, 
with fewer data, fewer iterations were needed to reach con-
vergence. There was a big difference between using the entire 
pedigree and tracing back three or two generations from 
each phenotype truncation year across the four genotype 
truncation scenarios. This difference can be attributed to the 
inclusion of many animals with no records and no progeny 
records when using the complete pedigree, and to the reduced 

Figure 5. Reliability (rel) and dispersion (b) coefficients for focal individuals for reproductive traits in the maternal line. The dashed line is the original level 
of reliability or dispersion for the non-truncated dataset, with all genotyped animals and the entire pedigree. The numbers between parenthesis are the 
percentage of phenotypes analyzed according to the trait. Abbreviations: noInfo, cutting off non-informative genotyped animals; Age, cutting off old, 
genotyped animals; noInfo + Age, cutting off old, genotyped animals, along with non-informative; and AllGen, no genotype removal.
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number of equations when analyzing truncated data. Similar 
results were reported by Pocrnic et al. (2017). The number 
of iterations is related to the convergence rate: the better the 
convergence rate, the lesser iterations are needed. The conver-
gence rate on the preconditioned conjugate gradient solver 
is related to the condition number of the coefficient matrix 
and the distribution of its eigenvalues (van der Sluis and van 
der Vorst, 1986; Strakoš, 1991). The eigenvalues distribution 
will change depending on the number of non-zero elements 
of the coefficient matrix, which depends on the number and 
structure of equations.

With truncated data, increasing the number of genera-
tions in the pedigree would decrease the convergence rate, 

with a corresponding increase in the number of iterations 
(Pocrnic et al., 2017) due to the increase in the number of 
zeros. For the same system of equations, i.e., for the same 
truncation point and pedigree depth, differences in the num-
ber of iterations could be attributed to numerical accuracy 
in the computations (Strandén et al., 2017). On the other 
hand, keeping all genotyped animals but truncating phe-
notypes and pedigree generally required more iterations to 
converge. This could be related to the number of non-zero 
elements of the coefficient matrix since the genomic infor-
mation usually increases it (Misztal et al., 2021), affecting 
the distribution of eigenvalues and, consequently, the con-
dition number.

Figure 6. Number of iterations to converge for each phenotypic truncation point across different pedigree depths for all genotype truncation scenarios. 
The dashed line represents the number of iterations in the non-truncated dataset, with all phenotypes, genotypes, and pedigree. Abbreviations: noInfo, 
cutting off non-informative genotyped animals; Age, cutting off old, genotyped animals; noInfo + Age, cutting off old, genotyped animals, along with 
non-informative; and AllGen, no genotype removal.
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Practical remarks
Overall, data truncation may be affected by generation inter-
val, which has decreased over time due to genomic selection. 
It can also be subject to changes in the trait definition because 
the genetic gain accumulated over the past years could result 
in a trait measured in the current animals being biologically 
different (and having different distributions) than in older 
animals. The ability to remove old data can also be affected 
by changes in variance components over time, which modifies 
breeding values for the same individuals in the same trait but 
in different years. Lastly, data accumulate fast, especially gen-
otypes. The more genotyped animals, the higher computing 
costs. Therefore, constantly reevaluating how many years of 
data is needed for predicting GEBV on selection candidates 
is increasingly relevant. For new datasets, one can expect 
the more widely recorded and the more heritable the trait, 
the more data can be removed, depending on the generation 
interval. The number of phenotyped progeny and/or progeny 
per genotyped animal should also be considered when remov-
ing genotyped animals, along with the old information. For a 
precise assessment of pedigree inbreeding and genetic trends, 
one should remember that using the whole pedigree is rec-
ommended, as these two measures rely on the complete data.

Conclusions
Data truncation is a feasible alternative to reducing the com-
puting costs of genomic evaluations without compromising 
the GEBV of selection candidates. The generation interval, 
number of records, and trait heritability influence the deci-
sion regarding how many years of data to keep. About ten 
years of data on widely recorded traits are enough for pre-
dictions, whereas more years are needed for traits with fewer 
records or evaluated only on the progeny. The heritability and 
the number of traits in the model should also be considered. 
For lowly heritable traits, more years of data are required to 
maintain the same level of reliability as in the non-truncated 
dataset. Fewer years of data can be used if a lowly herita-
ble trait is analyzed with a moderately heritable trait because 
they are genetically correlated. Using more than three gener-
ations of pedigree for animals with phenotypes and/or geno-
types does not improve predictions. Additionally, using up to 
three generations reduces computing costs and helps improve 
the compatibility between genomic and pedigree relationship 
matrices. Old, genotyped animals can be eliminated from the 
analyses without harming predictions for the selection candi-
dates, and the best strategy is to remove genotyped animals 
without own or progeny phenotypes.
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