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#### Abstract

Redox cofactor utilization is one of the major barriers to the realization of efficient and cost－competitive cell－free biocatalysis，especially where multiple redox steps are concerned．The design of versatile，cofactor balanced modules for canonical metabolic pathways，such as glycolysis，is one route to overcoming such barriers．Here，we set up a computer－aided design framework to engineer the non－phosphorylating glyceraldehyde－3－phosphate dehydrogenase （GapN）from Streptococcus mutans for enabling an NADH linked efficient cell－free glycolytic pathway with a net zero ATP usage．This rational design approach combines molecular dynamics simulations with a multistate computational design method that allowed us to consider different conformational states encountered along the GapN enzyme catalytic cycle．In particular，the cofactor flip， characteristic of this enzyme family and occurring before product hydrolysis，  was taken into account to redesign the cofactor binding pocket for $\mathrm{NAD}^{+}$ utilization．While GapN exhibits only trace activity with $\mathrm{NAD}^{+}$，a $\sim 10,000$－fold enhancement of this activity was achieved， corresponding to a recovery of $\sim 72 \%$ of the catalytic efficiency of the wild－type enzyme on $\mathrm{NADP}^{+}$，with a GapN enzyme harboring only 5 mutations．
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## INTRODUCTION

Natural metabolic pathways have been touted as a route to green synthesis of biofuels and biochemicals，${ }^{1-3}$ but these processes can be difficult to engineer into chassis micro－ organisms and，when successful，are often hampered by the limitations imposed by complex cellular metabolism such as toxicity of products and intermediates，slow growth rates，and maintaining cell viability．One potential solution to these problems is to employ the reactions in vitro with partially purified enzymes or cell lysates，where many of the aforementioned problems are intrinsically resolved．This solution also has additional benefits such as simpler separations and higher volumetric yields．This strategy is not without its own limitations which primarily concern the cost and stability of the biocatalysts and associated cofactors，prominent among which are high－energy cofactors such as $\operatorname{NAD}(P)$ and ATP． This is exemplified by one of the most fundamental metabolic pathways－glycolysis．Recently，Bowie and co－workers dem－ onstrated a cell－free glycolytic module with balanced cofactor usage for the synthesis of isobutanol ${ }^{4}$ in which a non－ phosphorylating glyceraldehyde－3－phosphate dehydrogenase from Streptococcus mutans（GapN，EC：1．2．1．9）is included in place of phosphorylating glyceraldehyde－3－phosphate dehydro－ genase（GapDH，EC：1．2．1．12）．Deploying GapN，which is not
structurally homologous to GapDH，and whose natural function is to generate NADPH for biosynthetic reactions in either chloroplasts ${ }^{5,6}$ or non－photosynthetic organisms which lack the NADPH production enzymes of the hexose mono－ phosphate pathway，${ }^{7}$ hence results in a glycolysis pathway that has no net ATP production（and net production of two NADPH molecules）．Since isobutanol synthesis from pyruvate uses no ATP，GapN allows a balance of ATP to be maintained to drive the reaction forward（Figure 1），in addition to catalyzing an energetically more favorable reaction than GapDH．This system is therefore not compatible with NADH－utilizing enzymes downstream，such as those in the 2，3－butanediol pathway described by Kay and Jewett．${ }^{8}$

To our knowledge，only two $\mathrm{NAD}^{+}$active GapN enzymes have been identified in nature ${ }^{9,10}$ with very limited activity on this cofactor．These natural variants are found in thermophilic

[^0]


Figure 1. Glycolysis modules for cell-free applications. Standard glycolysis (WT GapDH) converts one molecule of glucose to two molecules of pyruvate with the net generation of two ATP and NADH molecules each. Opgenorth et al. ${ }^{4}$ developed modules that could generate two NADPH instead of NADH with a mutant phosphorylating glyceraldehyde dehydrogenase ( mGapDH ) and also showed that using the GapN from S. mutans (WT GapN) meant that glycolysis could be ATP-balanced while generating two NADPH molecules. In this study, we have engineered WT GapN to accept $\mathrm{NAD}^{+}(\mathrm{mGapN})$, allowing a module in which NADH is generated, and ATP usage is balanced. G3P: glyceraldehyde-3-phosphate; 1,3BPG: 1,3-bisphosphoglycerate; 3PG: 3-phosphoglycerate; and Pgk: phosphoglycerate kinase.
microbes and therefore are even less active at standard temperatures. They also have a large range of activators and inhibitors in the glycolytic pathway that complicate in vitro reactions. ${ }^{10,11}$ Furthermore, the reported natural function of GapN as generating NADPH for biosynthetic reactions, as described above, indicates that a search for natural $\mathrm{NAD}^{+}$ active GapN enzymes would not be successful. We have engineered GapN from S. mutans (SmGapN) to drive the oxidation of G3P using $\mathrm{NAD}^{+}$, since this GapN has already been demonstrated as a biocatalytic tool, ${ }^{4}$ and is well characterized in the literature. ${ }^{12-16}$ Several strategies were attempted to introduce activity on $\mathrm{NAD}^{+}$, including mapping of amino acids from $\mathrm{NAD}^{+}$utilizing homologous enzymes (of which there are few examples as mentioned previously), cofactor specificity reversal using the CSR-SALAD tool developed by the Arnold lab, ${ }^{17}$ and finally a fully rational computational protein design (CPD) strategy that proved highly successful. This computer-aided engineering approach combines AI-based computational design methods ${ }^{18-21}$ with molecular dynamics (MD) simulations. Based on multistate design, this approach can take into account the complex twostate mechanism of SmGapN, which involves a cofactor flip for progression through the catalytic cycle. ${ }^{13,14,16,22-24}$ Three rounds of engineering involving this computational approach and experimental characterization of the mutant enzymes (Figure 2) resulted in the dramatic increase of trace activity of SmGapN on $\mathrm{NAD}^{+}$, by over 10,000 -fold, equating to $72 \%$ of the catalytic efficiency of the wild-type (WT) enzyme on NADP ${ }^{+}$.
Development of this engineered GapN variant with comparable kinetics to the WT enzyme on its native cofactor
represents an important step toward establishing an efficient, robust, and versatile cell-free glycolysis module for biochemical syntheses that could have broad applications in the field of green chemistry. The computer-aided engineering approach set up here, which combines multistate enzyme design and MD simulations, may also provide a template for other researchers wishing to conduct similar engineering campaigns.

## RESULTS AND DISCUSSION

Initial Engineering Attempts with Residue Mapping and CSR-SALAD Protocols. Since crystallized structures of NAD ${ }^{+}$utilizing thermophilic GapN and homologous ALDH enzymes are available, initial attempts were made to map residues onto SmGapN-several single and double mutations, and one whole domain swap-from Thermoproteus tenax GapN (PDB: 1UXT ${ }^{11}$ ) or human ALDH1a2 (PDB: 4X2Q ${ }^{25}$ ). These attempts were unsuccessful (data not shown), so a CSRSALAD library was then generated using the X-ray structure of SmGapN (PDB: 2EUH ${ }^{15}$ ), which consisted of a total of 14 different single-site amino acid mutations across three positions (K177, T180, and G210; see Table S1). From these, two mutations were discovered that only slightly increase the enzyme activity on $\mathrm{NAD}^{+}$: G210V and G210I (Figure S 1 ). G210V was the more active of these two, with $1.7 \%$ of the WT enzyme activity on $\mathrm{NADP}^{+}$under the conditions in this preliminary screen, and was therefore taken forward into a second round of mutagenesis to be combined with mutations at sites K177 and T180, before being subjected to activity recovery engineering as per the CSR-SALAD workflow. Neither the combination of G210V with K177 and T180 mutations nor the activity recovery variants produced


Figure 2. Computationally guided enzyme engineering approach to generate $G a p N$ variants with significant activity on $\mathrm{NAD}^{+}$. Initially, MD simulations on SmGapN covalently bound to G3P and in interaction with NADH or NADPH, before and after cofactor flip (state 1 and state 2), were carried out to analyze enzyme/cofactor binding and select designable residues. Conformations of SmGapN-G3P with NADH in both states were retrieved after the minimization procedure of MD preparations to be used in the first multistate designs, after their relaxation with the same energy function employed in the design process. The computer-aided engineering approach involved three iterative rounds, each consisting of the following steps: (i) multistate designs ${ }^{21}$ to generate a library of diverse, low-energy mutant sequences with a controlled number of mutations relative to the WT sequence; (ii) activity assays of GapN mutants with the best energy scores; and (iii) MD simulations on GapN mutants with the best $\mathrm{NAD}^{+}$activities to explore the impact of mutations and select conformations (based on geometric analyses of the MD trajectories) to be used for the next round.
any observable improvement in activity (data not shown). On the one hand, this can be explained by the crucial role of K177 in the enzymes of the ALDH family, which can stabilize both the structure of these enzymes and the arrangement of cofactors within the pocket, by interacting either with the phosphate group of $\mathrm{NADP}^{+}$or with the hydroxyl groups of $\mathrm{NAD}^{+}{ }^{14,23,26-28}$ On the other hand, the loop carrying T180 also contains two successive prolines, which constrain it in a conformation that could influence the orientation of the mutated residues and limit their interaction with the cofactor. These characteristics are not taken into account by the CSRSALAD tool.

Computational Investigation of the Dynamic Behavior of $\mathrm{NAD}(\mathrm{P})$ Cofactors in Interaction with SmGapN. After the limited success of these homology-based and semirational engineering attempts, a fully rational computational design approach, combining molecular dynamics with AI-based sequence optimization algorithms, was set up. Molecular
modeling and dynamics studies were thus first carried out to decipher the differences in the interaction of SmGapN with $\mathrm{NAD}^{+}$or $\mathrm{NADP}^{+}$along its catalytic process. In this regard, it should be noted that for several enzymes of the ALDH family, the nicotinamide mononucleotide (NMN) moiety of the $\mathrm{NAD}(\mathrm{P})^{+}$cofactor has been shown to undergo a conformational change between the acylation and the deacylation steps of the catalytic reaction ${ }^{13,14,23,24}$ (Figure 3A). This cofactor flip has been investigated in detail in the SmGapN enzyme, ${ }^{16}$ which has been crystallized with its $\operatorname{NADP}(\mathrm{H})$ cofactor in two distinct conformational states ${ }^{15,22}$ (Figure 3B). After the formation of the thioacylenzyme intermediate by hydride transfer between C284 and NADP ${ }^{+}$, a conformational change of the NMN moiety is required to allow activation of a water molecule by the catalytic E250 and the subsequent hydrolysis of the product. ${ }^{16,22}$ The ELGG conserved loop (residues 250253) has been shown to play a critical role in this cofactor flip, ${ }^{16}$ which should also occur with the $\mathrm{NAD}^{+}$cofactor. Based
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Figure 3. Mechanism of the reaction catalyzed by the SmGapN enzyme. (A) Scheme of the reaction catalyzed by SmGapN with the crystallographic structures indicated. G3P: glyceraldehyde-3-phosphate; 3PG: 3-phosphoglycerate; and CG3: thioacylenzyme intermediate. (B) 3D structures of SmGapN enzyme interacting with $\operatorname{NADP}(\mathrm{H})$ before (PDB: 2EUH), in green, or after flip (PDB: 2QE0), in cyan. A yellow arrow highlights the flip of the NMN moiety. The ELGG conserved loop (residues 250-253) and C284 are colored, respectively, in purple and pink, with E250 and C284 shown in stick representation. The thioacyl intermediate formed by a covalent bond between G3P and C284 and recovered from the 2QE0 crystal structure is also visible in sticks. Favorable mutations identified in this paper are indicated and represented in brown balls and sticks, with backbone atoms also displayed. (C) Structure of SmGapN enzyme before flip of NADPH (state 1) with the side chains of residues targeted during computational design shown in ball and sticks representation and colored in yellow (with NADP ${ }^{+}$in cyan).
on this knowledge, we compared the behavior of both cofactors inside the binding pocket, in pre- (state 1) or post(state 2) cofactor flip state, by MD simulations. The cofactor flip occurring after the acylation step (see Figure 3A), reduced cofactors (NAD (P)H) were considered to build 3D structural models of the thioacylenzyme intermediate from the X-ray structures of $\operatorname{SmGapN}$ interacting with $\operatorname{NADP}(\mathrm{H})$ (state 1, PDB: $2 \mathrm{EUH}^{15}$ and state 2, PDB: $2 \mathrm{QE} 0^{22}$ ). From these models, MD simulations of 100 ns were performed with both cofactors.
Analyses of these MD simulations showed that the absence of the phosphate group in NADH leads to a destabilization of the adenosine monophosphate (AMP) moiety and, thus, to an important conformational change, which also impacts the structure of the cofactor binding pocket at this location (Figure S2). The calculation of binding free energies using the MM/ GBSA method shows a weaker interaction of SmGapN with NADH than with NADPH, especially in state 1 with a $\Delta G=$ $-54.1 \pm 7.1 \mathrm{kcal} \cdot \mathrm{mol}^{-1}$ as opposed to a $\Delta G=-124.5 \pm 12.0$ $\mathrm{kcal} \cdot \mathrm{mol}^{-1}$ for NADPH (Table S2). This reinforces the crucial role of the phosphate group of NADPH in the binding of the cofactor into the enzyme pocket. Furthermore, depending on the state of the cofactor, two different effects can be noted with NADH compared to NADPH: In state 1 , there is an increase in the flexibility of the enzyme and the cofactor, and in state 2 , there is a loss of flexibility of both, as highlighted by the $\triangle$ RMSF between the NADH and NADPH simulations $\left(\Delta \mathrm{RMSF}=\mathrm{RMSF}_{\mathrm{NADH}}-\mathrm{RMSF}_{\mathrm{NADPH}}\right)$ of the enzyme backbone and of the cofactor (Figures 4 and S3). The $\triangle$ RMSF of the backbone of the Rossmann fold binding domain (Figure 4B), corresponding to residues 146-253,
emphasizes the difference in flexibility of the helices surrounding the adenosine group (residues 210-220 and 232-243 highlighted in Figure 4D). These observations are also supported by the RMSD calculations of the protein backbone and the NAD cofactor during the simulations (Figure S4).

The loss of the cofactor's anchoring by the phosphate group seems to induce its shift into the enzyme pocket (Figure S5), which could lead to a stabilization in an unfavorable conformation for catalysis. As a result, the NADH may not undergo the necessary flip, or it may be unable to exit the pocket after the release of the product. In state 1 , the nicotinamide base of NADH is tilted compared to the NADPH (Figure S5). This change results in a different interaction with the thioacyl intermediate and the conserved ELGG loop, which has been shown to be involved in cofactor flip. ${ }^{16}$ Moreover, the distortion of the NADH inside the pocket induces a modification of the pocket conformation, as shown on Figure S2. Unlike NADPH, which is moving away from the thioacyl intermediate in state 2 , NADH maintains the same distance from it (Figure S6), highlighting the stability of the NADH in state 2 inside the enzyme and therefore its lower propensity to leave the pocket.

Hydrogen bonds between SmGapN and the cofactor were computed during MD simulations (Figure S4D). In state 1, the change of conformation of the NMN moiety disturbs the interaction of the nicotinamide base with E377 and R437 (Figures S7 and S8). Moreover, the adenosine part of the NADH loses the hydrogen bonds formed between NADPH and T180, R209, G210, and S211 and also exhibits fewer

C


D


Figure 4. Differences between RMSF of the atoms of the NAD cofactors (A) or of the enzyme backbone residues of the cofactor binding domain (residues $146-253$ ) (B) from NADH and NADPH MD simulations with SmGapN ( $\triangle$ RMSF $=\mathrm{RMSF}_{\text {NADH }}-\mathrm{RMSF}_{\text {NADPH }}$ ). Cofactor in state 1 is represented in red and cofactor in state 2 in blue. Atoms from the phosphate group cannot be compared across cofactors and are therefore omitted from graph A. Residues 180, 210, and 234, which are positions of interest for mutation, are highlighted by vertical lines on the graph B. (C) Numbering of the $\mathrm{NAD}(\mathrm{P}) \mathrm{H}$ atoms used in the RMSF calculation are shown. (D) Conformations of the helices 210 to 220 (in green) and 232 to 243 (in pink) after 100 ns of SmGapN simulation with NADH (in cyan) in state 1 . The thioacyl intermediate (CG3), NADH, and residues T180, G210, and I234 are represented with sticks, and atoms are colored by type.
interactions with K177. This lack of interaction between the AMP moiety and the enzyme induces the conformation shift of NADH in the pocket for both states and is most likely the cause of only trace activity with this cofactor.

Computational Design of Mutant Libraries and Preliminary Experimental Screens. The differences in interactions between SmGapN and both cofactors described above were considered to define designable residues in the structure-based computational enzyme design approach carried out. Designable residues were selected from the regions of the binding pocket with the most variation between simulations with NADPH and NADH in terms of flexibility and interaction with the cofactor while favoring residues around the adenosine moiety. Conserved residues in the ALDH family enzymes, such as K177 and N154, that were shown to be critical for interaction with $\mathrm{NAD}(\mathrm{P})^{+}$cofactors or the reaction mechanism, ${ }^{13,15,23,26-31}$ were omitted from the designable region.

It has been previously shown for several ALDH enzymes that T180 plays an important role in cofactor specificity toward $\mathrm{NADP}^{+}$; when a glutamine or glutamate residue is found in this position, $\mathrm{NAD}^{+}$tends to be the preferred cofactor. ${ }^{23,24,26,30,32,33}$ However, as previously mentioned, the loop
carrying T180 is strongly constrained by two successive proline residues, which could explain the lack of activity of our GapN T180 single mutants in our previous attempts with the CSRSALAD protocol. In an effort to achieve a more favorable orientation of residue 180 for $\mathrm{NAD}^{+}$binding, combinations of mutations at positions 179 and 180 were thus explored.

All of this led to the definition of a designable region comprising 19 residues in the immediate vicinity to the $\mathrm{NAD}^{+}$ cofactor, highlighted in yellow in Figure 3C. For each of the 19 designable positions, all 20 natural amino acid types were considered, thus defining a sequence search space of $20^{19} \approx 5.2$ $\times 10^{24}$. This space was automatically explored in the first round using our computational protein design method ${ }^{21}$ to identify the most favorable energy mutant sequences (with single or multiple mutations). For the second and third design rounds, two residues, I20 and A36, located further away from the cofactor but likely to interact with mutated residues in the first round, more specifically with the tyrosine or phenylalanine in position 209, were added in the designable region (see below for details on definition of the search space). These potential interactions could help stabilize helix 210-220, which is in contact with the adenosine moiety of the cofactor (Figure 4D).


Figure 5. Experimental characterization of GapN mutants for activity on $\mathrm{NAD}^{+}$. (A) Heat map of GapN variant activities from the initial screen. Activities were normalized to WT SmGapN with NADP $^{+}=100 \%$. Mutant identities can be found in Table S3, which references the cell ID shown here. Assays were conducted with $5 \mu \mathrm{~L}$ of crude Escherichia coli lysate (see Methods Section for expression conditions) for the respective variants to a 96-well assay plate followed by $195 \mu \mathrm{~L}$ of a reaction mastermix containing 50 mM HEPES $\mathrm{pH} 7.5,5 \mathrm{mM} \mathrm{KCl}, 5 \mathrm{mM} \mathrm{MgCl} 2,1 \mathrm{mM} \mathrm{NAD}(\mathrm{P})^{+}, 5$ mM FBP, $0.05 \mathrm{mg} / \mathrm{mL}$ FBA, and $0.05 \mathrm{mg} / \mathrm{mL}$ TIM. (B) Initial rate $v s \mathrm{NAD}(\mathrm{P})^{+}$concentration for the two top mutants based on preliminary screens. Reactions were set up containing $0.02-20 \mu \mathrm{M}$ GapN (purified through HisTrap and then size-exclusion chromatography), 50 mM HEPES $\mathrm{pH} 8.2,5 \mathrm{mM} \mathrm{MgCl} 2,0.4 \mathrm{mM}$ DL-G3P, and a range of $\mathrm{NAD}(\mathrm{P})^{+}$concentrations. Error bars represent the standard deviation of 3 replicates.

For the optimization of cofactor utilization by ALDH family enzymes, which exhibit two distinct cofactor conformations depending on the reaction step, ${ }^{13,14,16,22-24}$ multistate design is crucial. While most computational design methods commonly consider only one molecular conformational state, we used a multistate design (MSD) method that aims to identify a sequence that simultaneously fits several conformational states required for catalysis. Sequence design thus relies on the energy contributions of conformational states of GapN enzyme with NADH before and after flip. This MSD method ${ }^{21,34}$ of our CPD-dedicated Custozyme+ software is based on state-of-the-art "automated reasoning" artificial intelligence algorithms, more specifically Cost Function Networks (CFNs), ${ }^{35}$ to identify sequences that minimize the energy of an ensemble of conformational states described as the sum of the energies on each state. This deterministic approach provides optimality guarantees, i.e., given an ensemble of conformational states and an energy function, the sequence returned is the global minimum of the energy function. It can also generate libraries of sequences that satisfy deterministic guarantees, both on sequence diversity and energy quality. ${ }^{18}$ Different designable residue spaces (i.e., the list of residues allowed to mutate and the amino acid types allowed in each designable position) can be specified, various pairwise decomposable energy functions can be implemented, and the number of mutations introduced relative to a given sequence (e.g., the WT sequence) can be controlled, which enables a degree of versatility for a broad range of applications. The combination of these various functionalities was used in our design approach.

Three rounds, each including the application of this computational approach to design mutants, followed by experimental testing of the designed enzymes, were carried out (Figure 2). As previously described, prior to the first design round, MD simulations of SmGapN covalently bound to G3P and in complex with NADH or NADPH in both states (states 1 and 2) were performed to identify the designable residues. Conformations of SmGapN-G3P/NADH, obtained after minimization during MD preparation, were used as a starting
point for the first round of design. Prior to the initiation of each multistate design run, all conformations were relaxed using the same energy function used for the design. Each of the three iterative rounds then involved: (i) generation of a mutant library through multistate design and applying inter-solution diversity constraints and distance constraints from the WT sequence; (ii) experimental testing of the designed enzymes with the best energy scores; and (iii) MD simulations of GapN variants with improved (or significant) activity on $\mathrm{NAD}^{+}$to select conformations as a starting point for the next round. This iterative approach aimed to progressively refine the design process by leveraging the insights and results obtained from previous rounds. The three design rounds resulted in a total of 88 variant sequences that were experimentally tested (see Table S3 for the complete list of GapN mutants).

In the first round, 35 designed GapN mutants with the most favorable energy scores, harboring from one to four mutations (Figure 5A, cells A3 to D7, and highlighted in blue in Table S3), were experimentally tested. Among these mutants, 20 exhibited enhanced $\mathrm{NAD}^{+}$activity. Notably, six variants (in bold in Table S3), with either three or four mutations, showed significant $\mathrm{NAD}^{+}$activity, up to $39.4 \%$ relative to WT SmGapN on $\mathrm{NADP}^{+}$, based on preliminary screening data. These 6 mutants were selected as templates for the multistate design in the second round. In this round, a total of 37 designed mutants with the best energy scores, carrying four to eight mutations, were selected for experimental testing (Figure 5A, cells D8 to H4, and in yellow in Table S3). Of these mutants, 10 showed an improved activity with $\mathrm{NAD}^{+}$ compared to the best mutant obtained from the first round (in bold in Table S3). Relative to the WT SmGapN with $\mathrm{NADP}^{+}, \mathrm{NAD}^{+}$activity up to $77.5 \%$ was achieved. Moving forward, these 10 mutants were used as templates in a final round of multistate design. In this round, the activity of the 16 sequences with the best energy scores, containing five to seven mutations, was measured (Figure 5A, cells H5 to I10, and in green in Table S3), resulting in 15 mutants with significant $\mathrm{NAD}^{+}$activity, i.e., higher than mutants from the first design

Table 1. Kinetics, with Respect to the Cofactor and Mutant Identities of Several of the Top-Performing Mutants

|  |  |  |  |  |  | mutations from wild-type |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| enzyme | cofactor | $k_{\text {cat }}\left(\mathrm{s}^{-1}\right)$ | hill coefficient | $K_{\text {half }}(\mu \mathrm{M})$ | $k_{\text {cat }} / K_{\text {half }}\left(\mu \mathrm{M}^{-1} \mathrm{~s}^{-1}\right)$ | I20 | A36 | P179 | T180 | R209 | G210 | I234 |
| WT | NADP ${ }^{+}$ | 39.8 | 1.90 | 10.9 | 3.66 |  |  |  |  |  |  |  |
| WT | $\mathrm{NAD}^{+}$ | 0.224 | 1.63 | 918 | 0.000244 |  |  |  |  |  |  |  |
| SM215 | $\mathrm{NAD}^{+}$ | 284 | 4.33 | 116 | 2.45 | F |  | A | Q |  | V | V |
| SM217 | $\mathrm{NAD}^{+}$ | 332 | 5.74 | 126 | 2.64 |  |  | A | Q | Y | V | V |
| SM223 | $\mathrm{NAD}^{+}$ | 12.3 | 2.28 | 147 | 0.0843 | F |  | A | Q | F | V | V |
| SM230 | $\mathrm{NAD}^{+}$ | 30.2 | 3.44 | 118 | 0.256 | F | N | A | Q |  | V | V |
| SM232 | $\mathrm{NAD}^{+}$ | 6.97 | 3.17 | 287 | 0.0243 |  | N | A | Q | L | V | V |




Figure 6. Interaction between $\mathrm{NAD}(\mathrm{P}) \mathrm{H}$ and GapN enzymes along MD simulations. (A) Binding free energy computed between 40 and 50 ns of simulations. (B) Number of hydrogen bonds between the cofactor and GapN enzymes (red: NADPH with WT, green: NADH with WT, orange: NADH with SM215, blue: NADH with SM217, pink: NADH with SM230).
round. Among these mutants, 7 achieved an improved $\mathrm{NAD}^{+}$ activity compared to the second-round mutants. The only mutant with no significant $\mathrm{NAD}^{+}$activity (SM219) failed to express over several attempts. The best mutant from these preliminary screens reached an activity on $\mathrm{NAD}^{+}$of $103.8 \%$ in comparison to the WT SmGapN activity on NADP ${ }^{+}$.

## Experimental Characterization of Top-Performing

 Mutants. Based on the preliminary experimental screens of in silico-generated mutants (Figure 5A), 10 were selected for a final side-by-side comparison (Table S4) before determining kinetic parameters. From the results of this second screen, 3 top variants for activity on each of $\mathrm{NAD}^{+}$and $\mathrm{NADP}^{+}$were chosen (highlighted in bold in Table S4). Since SM215 appeared in both categories, a total of 5 variants were considered for full kinetic characterization with respect to both $\mathrm{NAD}^{+}$and $\mathrm{NADP}^{+}$(Figure S9). Kinetic characterization on both cofactors was performed to better understand the effects of these mutations on GapN cofactor recognition. Detailed results of activity with both cofactors for these 5 variants are reported in Tables S5 and S6. Table 1 and Figure 5B display the results for the 5 variants and top 2 , respectively, with $\mathrm{NAD}^{+}$. These results show a discrepancy between the final side-by-side comparison (Table S4) and the kinetics (Tables 1 and S5), e.g., SM217 was found to be the most active variant on $\mathrm{NAD}^{+}$, despite having modest activity compared to the others in the previous screen. There are several possible explanations for this. First, the substrate was different-in the preliminary screen, in order to reduce cost, G3P was generated in situ from fructose 1,6-bisphosphate (FBP) via FBP aldolase (FBA) and triosephosphate isomerase (TIM) while DL-G3Pwas directly used for the kinetics; second, because of the presence of FBA and TIM, experiments were conducted at different pH ( 7.5 for the preliminary screen vs 8.2 for the kinetics); third, the purification procedure was more thorough-the preliminary screen used His-tag purification followed by desalting, while for the kinetics, His-tag purification was followed by size-exclusion chromatography, which appeared to separate out different multimeric forms of the enzyme (data not shown).

The kinetics results revealed that the $K_{\text {half }}$ values for the two best variants (SM215 and SM217) on both cofactors had converged to about an order of magnitude better than the WT value for $\mathrm{NAD}^{+}$and an order of magnitude worse than the WT on $\mathrm{NADP}^{+}$. Meanwhile, the $k_{\text {cat }}$ for $\mathrm{NAD}^{+}$had significantly improved compared to the WT enzyme, with a $k_{\text {cat }}$ for both variants about an order of magnitude better than the WT/ $\mathrm{NADP}^{+}$value (and 1,000 -fold better than the WT enzyme on $\left.\mathrm{NAD}^{+}\right)$. Overall, this resulted in a $10^{4}$-fold better $k_{\text {cat }} / K_{\text {half }}$ than for the WT SmGapN enzyme on $\mathrm{NAD}^{+}$, and $72 \%$ of the value of WT SmGapN on the preferred cofactor, NADP ${ }^{+}$, demonstrating successful engineering of this enzyme.

From the results of the second experimental screen (Table S4) and the kinetics parameters measurements (Figure S9 and Table S5), it can be noted that residues 20, 36, and 209 can interact with each other and with neighboring residues and can influence the enzyme behavior with both cofactors.

In the conditions of the second experimental screen, combining F20 with Y209 hinders the enzyme activity, as highlighted by comparison of the behavior of SM215, SM217, and SM221 mutants, whereas the addition of the mutation


Figure 7. Geometric properties of the NADH cofactor in state 1 or 2 during the 100 ns of MD simulations. (A) Distance between atom C $\alpha$ from the thioacylenzyme intermediate formed between G3P and C284 and atom C3 from the nicotinamide base of the NAD (P)H cofactor in state 1 . (B) Dihedral angle between C4 and N1 from the NMN moiety and $\mathrm{C} \alpha$ and N from the thioacyl intermediate, for the NAD (P) H in state 1 . (C) Distance between atom C7 from the NMN moiety of the cofactor in state 2 and atom N from the backbone of G252 (red: NADPH with WT, green: NADH with WT, orange: NADH with SM215 and blue: NADH with SM217). (D) Representation of the nicotinamide moiety of NADH, colored in light brown, and NADPH, in pale blue, after 100 ns of MD simulation in state 1 with thioacyl intermediate and E250 also visible. Atoms from the cofactor used for the distance and dihedral calculations are labeled. Atoms are colored by type only on the conformation of SmGapN with NADPH. Figure S5 shows the full conformations of the ligand after 100 ns of simulation with NADH or NADPH.

A36N can restore some of its NADP activity, or totally compensate for the effect of the combination of F20 and Y209 on its NAD activity, as evidenced by the differences in activities between SM221 and SM231 mutants. On the other hand, when N36 is combined with F20 without modification of residue R209, N36 seems to negatively impact enzyme activity with both cofactors, as revealed by activities of SM215 and SM230 mutants, while the mutation R209Y can restore some of its activity with both cofactors, as shown by the results for SM231 mutant. It appears from the results obtained for the SM215, SM221, and SM223 mutants with both cofactors that the combination of F20 with F209 has a lesser impact on the activity than that of F20 with Y209. Moreover, the activities of the SM233 and SM232 mutants suggest that a leucine is less favorable than an aromatic residue at position 209, such as tyrosine or phenylalanine, in enhancing $\mathrm{NAD}^{+}$activity.
By comparison of the kinetic results of SM215 and SM230 mutants (Tables 1 and S5), we can deduce that, in these conditions, A36N mainly affects the catalytic efficiency, with a strongly reduced $k_{\text {cat }}$ with $\mathrm{NAD}^{+}$, and seems to hamper the allosteric effect provided by the mutations of SM215. However, the effect on $\mathrm{NADP}^{+}$activity is relatively weak,
with the SM230 mutant more active than SM215, and A36N has less impact than R209F, as highlighted by the results for the SM223 mutant.

Molecular Dynamics Simulations of GapN Mutants. To further understand the mechanisms influencing mutant activities, MD simulations on GapN mutants with the NADH cofactor in both states were more deeply analyzed. The binding free energies of the cofactor, in state 1 , with the enzymes $(\Delta G)$ were estimated by MM/GBSA calculations. The results for the five experimentally characterized mutants are reported in Table S2 and shown in Figure 6A. An improvement of the binding free energy of NADH with the mutant enzymes of about the same order of magnitude occurs compared to WT SmGapN, which is consistent with the improvement in $K_{\text {half }}$ (Table S5). This enhancement in binding affinity is partially due to an increase in the number of hydrogen bonds between the cofactor and the enzyme, observed along the MD simulations for mutants SM215, SM217, and SM230 (Figure 6B). MD simulations of both SM215 and SM230 mutants reveal that N36 can interact with R209, N18, and E212, stabilizing this part of the structure (Figure S10), but also adding steric constraints that limit the


Figure 8. RMSD of the GapN enzymes or of the $\operatorname{NAD}(\mathrm{P}) \mathrm{H}$ cofactor during the 100 ns of MD simulations. (A) RMSD of the protein backbone with the cofactor in state 1 or (B) in state 2. (C) RMSD of the cofactor in state 2 (red: NADPH with WT, green: NADH with WT, orange: NADH with SM215, blue: NADH with SM217).
conformations of these residues and neighboring F20 and Q180. This could explain the loss by the SM230 mutant of the cooperative behavior exhibited by the SM215 mutant and, thereby, its lower catalytic efficiency.
For further analyses, we focus on the results for the two mutants showing the best $k_{\text {cat }} / K_{\text {half }}$ SM215, and SM217 (Figure 7). In state 1, the nicotinamide base of NADH in SM215 and SM217 mutants adopts a similar conformation to the NADPH in the WT SmGapN. The tilt of the base observed for NADH in the WT enzyme (Figure 7D) is not exhibited, as highlighted by the valence and dihedral angles calculations between the NMN moiety and the thioacyl intermediate (Figure 7A,B). In state 2, NAD (P)H should initiate its release from the binding pocket. However, as previously explained, for WT SmGapN, NADH is less flexible than NADPH (Figure S5), and the nicotinamide moiety seems to be caught in the pocket, preventing the cofactor from leaving. For both SM215 and SM217 mutants, the NMN base migrates apart from the thioacyl intermediate and G252 residue in a similar manner to the NADPH in the WT SmGapN (Figures 7C and S6), which is consistent with the RMSD of the cofactor in state 2 (Figure 8C). Indeed, for WT SmGapN, the NADH cofactor undergoes a conformational change early on and then appears to be stable. In contrast, NADPH is subject to more conformational changes. Similarly, NADH (especially its NMN moiety) is more flexible in both
mutants than in the WT SmGapN (Figures 8C, S11, and S12), which further supports an initiation of the exit from the enzyme pocket.

In addition, the structure of both SM215 and SM217 mutants seems stabilized for the cofactor in state 1 compared to the WT SmGapN with NADH (Figures 8A, S13, and S14). As shown on the RMSD of the enzyme backbone (Figure 8A), the structure of these mutants is overall less flexible than the WT enzyme with NADH and tends to resemble the behavior of the enzyme with NADPH. However, the rigidification of the backbone, previously noted for WT SmGapN with NADH in state 2, when compared to NADPH was not overcome by these mutations. In the case of SM217, the backbone flexibility is even further decreased (Figures 8B, S13, and S14), which could hinder the release of the cofactor.

Overall, the mutations of both SM215 and SM217 induced a stabilization of the backbone structure of both helices composed of residues 210 to 220 and 232 to 243 , except for the SM215 mutant with NADH in state 2 . In this conformational state, R209 interacts with E212, N18, Q180, and F20, and I213 is involved in hydrophobic interactions with neighboring residues. The G210V mutation cannot compensate for these interactions, which induce a large conformational change and thus a higher RMSF for residues 209 to 215 (Figures S13B and S14A,B).


Figure 9. Conformations of SM217 mutant after $50 \mathrm{~ns}(\mathrm{~A}, \mathrm{~B})$ or 100 ns (C, D) of MD simulation with NADH in state 1 (A-C) or 2 (B-D). Represented in sticks are: NADH in cyan, the mutations in green, thioacyl intermediate (CG3), L251, and G252 in pink, S151, F153, K177, G230, S231, E377, and R437 in light brown, and N18, E19, and G208 in blue. Atoms are colored by type, and backbone atoms are only represented when in interaction with the cofactor or with mutated residues. Hydrogen bonds between NADH and protein residues, or involving mutated residues, are also shown as black dashed lines.

As mentioned previously, the P179A mutation provides greater conformational flexibility of the loop and consequently of the side chain of residue 180, as illustrated by the conformational rearrangements observed after equilibration of the molecular systems (Figure S15). Overall, Q180 interacts mostly with K177 and the backbone of G208, as visible for SM217 and SM215 mutants in Figures 9, 10, and S16, and seldom with NADH. Therefore, Q180 (combined with A179) is more involved in the stabilization of the protein structure and the reduction of the pocket volume previously occupied by the phosphate group of the NADPH cofactor than in a direct interaction with NADH. However, Q180 also stabilizes K177 in a favorable orientation with respect to its interaction with NADH , thereby enhancing the ability of NADH to interact with the enzyme. Indeed, the AMP ribose of NADH is stabilized by interactions of its hydroxyl groups with the backbone of S151 and with the amine group of K177, as shown on both conformations of the SM217 and SM215 mutants (Figures 9 and 10) and with the calculation of the distances between these residues during the simulations of the SM217 mutant (Figure S16). Interactions between Q180 and K177 or G208 occur less frequently for NADH in state 2 (Figure S16B), which may lead to a pocket rearrangement more favorable to cofactor release.

It was observed for both states of the cofactor that, in addition to hydrophobic interaction with neighboring residues such as I20 or F20, Y209 can form hydrogen bonds with the backbone of E19 via its hydroxyl group, as visible for SM217 after 50 ns of simulation (Figure 9B). These interactions involving Y209 further stabilize the conformation of the binding pocket and, thereby, the position of the adenosine moiety of the NADH.

## - CONCLUSIONS

In this work, we presented the engineering of $\mathrm{NAD}^{+}$activity of GapN to enable a NADH linked efficient cell-free glycolytic pathway similar to that developed by Opgenorth et al. ${ }^{4}$ on NADPH (Figure 1). We describe a rational, computationally guided, engineering workflow to dramatically increase dehydrogenase activity using a nonpreferred cofactor of SmGapN— $\mathrm{NAD}^{+}$-by roughly 10,000 -fold, equating to $72 \%$ of the original catalytic efficiency on $\mathrm{NADP}^{+}$of the wild-type enzyme. It is of note that while the $k_{\text {cat }} / K_{\text {half }}$ values for the wildtype vs SM217 GapN, the best engineered variant, are similar ( 3.66 vs $2.44 \mu \mathrm{M}^{-1} \cdot \mathrm{~s}^{-1}$ ), the $k_{\text {cat }}$ and $K_{\text {half }}$ values individually are about an order of magnitude better and worse, respectively, compared to the wild-type activity (Table 1). The SM217 mutant exhibits an 8.3 -fold and 1482 -fold higher $k_{\text {cat }}$ with
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As noted earlier in this study, the approach was aimed to augment residual activity on the nonpreferred cofactor, without regard for the effect on $\mathrm{NADP}^{+}$activity, a viable strategy, given the intended application of this enzyme in cellfree systems. This may help explain why computational protein design was more successful than the established CSR-SALAD tool, whose target is cofactor specificity reversal in which native cofactor activity must be suppressed. Indeed, our initial screens often displayed engineered mutants as active or more so on $\mathrm{NADP}^{+}$than on $\mathrm{NAD}^{+}$(data not shown). Just as previous efforts to engineer $\operatorname{NAD}(P)$ utilization in enzymes have typically involved switching the specificity, i.e., reducing or removing activity on the wild-type preferred cofactor in addition to introducing/augmenting activity on the nonpreferred cofactor, the methods displayed in this paper can also be applied for specificity reversal. In particular, our CPDdedicated Custozyme+ software can perform positive and negative multistate designs, i.e., identify sequences that optimize the energy on desired states while disfavoring undesirable states. Conformational states of SmGapN in interaction with $\operatorname{NADP}(\mathrm{H})$ could be considered in a negative multistate design approach to favor its interaction with $\mathrm{NAD}^{+}$ while destabilizing its interaction with $\mathrm{NADP}^{+}$.

Other targets of interest in cofactor engineering include mimetics of NAD (P) for application in cell-free biocatalysis, as demonstrated by the Li group. ${ }^{36}$ The interest in these (semi)synthetic molecules derives from three weaknesses of natural cofactors-their instability, their cost, and the difficulty in balancing oxidation and reduction in a cell-free reaction. Synthetic NAD (P) cofactors offer the possibility of cheaper and more robust cofactors that could be reduced in situ, allowing long-lasting industrial biocatalytic reactions in which reducing equivalents could be supplied via a biomimetic cofactor from electricity through an anode. The major drawback is that enzyme activity on these (semi-)synthetic cofactors is difficult to predict and often almost nonexistent. The cost of screening natural mutants in vitro until a viable enzyme is found can be prohibitive, but the methods such as those described in this article open up the possibilities to reduce time and cost associated with these engineering campaigns.

## - METHODS

Construction of 3D Models. 3D models of the SmGapN covalently bound to its substrate, the glyceraldehyde-3phosphate (G3P), and in interaction with NAD (P)H cofactor in two distinct conformational states (named state 1 and state 2) were constructed from one monomer (chain A) of the highresolution X-ray structures of $\mathrm{SmGapN} / \mathrm{NADP}^{+}$complex (PDB: 2EUH for state 1$)^{15}$ and E250A SmGapN covalently bound to G3P (thioacylenzyme intermediate CG3) in complex with NADPH (PDB: 2QE0 for state 2). ${ }^{22}$

Both structures of SmGapN were aligned using Pymol, ${ }^{37}$ and the G3P from the 2QE0 structure was inserted into the 2EUH structure and linked covalently to the C284 thiol to create the first conformational state. The second conformational state was constructed by restoring the catalytic residue E250 in the 2QEO structure using the side-chain conformation of this residue from the 2 EUH structure.

Two conformational states models of SmGapN monomer interacting with NADH were also built by removing the $2^{\prime}$ phosphate group (one phosphate and three oxygen atoms) of the NADPH adenosyl moiety from the previous models.

Protonation states of the charged amino acids and of the histidines were computed using the pdb2pqr server, ${ }^{38,39}$ resulting in protonated His69 and Glu119 and deprotonated Lys254.

Molecular Dynamics Simulations. The molecular allatom ff $14 \mathrm{SB}^{40}$ and the general AMBER gaff ${ }^{41}$ force fields were used for the enzyme and the substrate, respectively. Parameters from the AMBER parameter database ${ }^{42-44}$ were used for the NADPH and NADH cofactors. Counterions $\mathrm{Na}^{+}$or $\mathrm{Cl}^{-}$were added as required to neutralize the systems, which were then solvated with TIP3P water molecules, using a rectangular box with a minimum distance of 0.12 nm between the protein and the simulation box edge, and periodic boundary conditions were applied. Energy minimization cycles were performed on the molecular systems with the steepest descent, and conjugated gradient algorithms. The systems were then subjected to a heating to 298 K over 100 ps in the NVT ensemble, followed by a short 20 ps equilibration. Further equilibration was conducted during 120 ps in the NPT ensemble at a temperature of 298 K and a pressure of 1 bar . Pressure and temperature were maintained constant using the Berendsen algorithm ${ }^{45}$ with a coupling constant of 2 ps for both parameters, and the particle-mesh Ewald (PME) method ${ }^{46,47}$ was used for long-range electrostatics calculations, with a cutoff radius of $12 \AA$. Protein backbone atoms were initially restrained to their initial position using a harmonic potential with a force constant that was progressively removed throughout the preparation procedure, with the exception of the backbone atoms of the subunit residues at the tetramer interface (regions 118-144 and 465-475) that were held restrained with constraints of $5 \mathrm{kcal} / \mathrm{mol}-\AA^{2}$. The production phase of simulations was carried out in the NPT ensemble over 100 ns . The integration time-step of each simulation was 2 fs , and the SHAKE algorithm was used to constrain the bond lengths involving hydrogen atoms to their equilibrium values. ${ }^{48}$ Atomic coordinates of each simulation were saved every 10 ps .

MD simulations were performed for the SmGapN enzyme, associated with the G3P substrate, in interaction with NADH or NADPH cofactors in both possible conformations (state $1=$ pdb 2 EUH and state $2=\mathrm{pdb} 2 \mathrm{QE} 0$ ). They were also carried out with GapN mutants under the same conditions as the WT enzyme. All molecular dynamics simulations were performed using the AMBER 18 package, ${ }^{49}$ and they were analyzed using cpptraj tools from the AMBER package. ${ }^{50}$

GapN Mutant Design. Protein design was carried out using the POsitive Multistate Protein Design ( $\mathrm{POMP}^{d}$ ) method $^{21,34}$ of our in-house CPD-dedicated Custozyme+ software that seeks for minimum energy mutant sequences from an ensemble of conformational molecular states. The approach relies on a pairwise decomposable energy function, a definition of enzyme amino acids as designable and/or flexible or rigid, a discretized description of the amino acid side-chain conformational space based on a library of rotamers, and an ensemble of rigid backbone conformations of the thioacylenzyme intermediate in complex with the NADH cofactor. Designable residues can be allowed to mutate to any of the 20 natural amino acid types or a subset, flexible residues can reorient their side chain without changing their amino acid type, and rigid residues are completely frozen.

Let us assume a rigid backbone and a pairwise decomposable energy function taking the form

$$
E(s)=\sum_{i=1}^{n} E_{i}\left(s_{i}\right)+\sum_{i<j} E_{i j}\left(s_{i}, s_{j}\right)
$$

with $E(s)$ the total energy of protein sequence $s$ of length $n, E_{i}$ $\left(s_{i}\right)$ the energy of the residue $s_{i j}$, and $E_{i j}\left(s_{i}, s_{j}\right)$ the energy of interaction between the residues $s_{i}$ and $s_{j}$.

Given the defined search space, the method looks for the sequences that minimize the energy of the ensemble of conformational states described as the sum of the energies on each state. It models this problem as a cost function network $(\mathrm{CFN})^{35}$ and solves it exactly by returning the global minimum of this energy function and proving its optimality. Weight attribution allows the designer to control the contribution of each state to the total energy. Based on an incremental CFN approach using sequence diversity constraints that lower-bound the Hamming distance between sequences, the method also enables the efficient identification of a set of sequence solutions that satisfy guarantees on both inter-solution sequence diversity and energy quality. ${ }^{18}$ Distance constraints can also be used to bound the minimum and maximum number of mutations that can be introduced relative to an input sequence (which can be different from the sequence of the input conformation).

Definition of the Search Space. Based on a comparative analysis of the interaction of the enzyme with each of the cofactors from molecular dynamics simulation results, designable amino acid residues were selected. Residues within the binding pocket that showed significant variation in flexibility and interaction with the cofactor in the simulations with NADPH and NADH were carefully chosen, with a focus on the residues surrounding the adenosine moiety. 19 designable residues (I150, S151, P152, F153, P178, P179, T180, G208, R209, G210, S211, E212, G214, F228, G230, S231, I234, G235, F379) were thus selected as designable for the first design round. Based on the analysis of the results of the first design round (types of mutations introduced and impact of the mutations on enzyme/NADH interaction and conformation from molecular dynamics simulations), two additional residues, I20 and A36, were added to the designable region for the second and third design rounds. The aim was to explore if introducing mutations in these distal residues could enable them to establish interactions with the neighboring residues surrounding the cofactor, resulting thus in the formation of a stabilizing interaction network. For all design runs, the 20 natural amino acids were considered at each designable position. Except for residues 250 to 253 in the conserved loop and the K254, which were defined as rigid, all other amino acid residues in the enzyme were considered as flexible. The Dunbrack ${ }^{51}$ rotamer library was used to define the amino acid side-chain conformational space. The extra chi3 subrotamer level was used for all residues.

Preparation of Input Enzyme/Cofactor Conformations. For the first design round, the conformations of SmGapN covalently bound to G3P (CG3) and in interaction with NADH in both states (state 1: before flip, and state 2: after flip) were retrieved after the minimization procedure of MD preparation. The conformations were selected immediately after minimization in order to retain the conformation of NADH in the binding pocket as in the initial model built from the X-ray structures of the NADH/enzyme complexes. For the second and third design rounds, the mutants resulting from the previous round that exhibited the best activities after
experimental testing were selected to generate input models. For this purpose, MD simulations of these mutant enzymes with NADH in both states were performed. One conformation for NADH in each state sampled during the early MD production phases was selected based on RMSD analyses and other geometric parameters along the simulations (detailed information on the MD analyses is provided below). Selection was made so that the enzyme backbone could rearrange to accommodate mutations, but the cofactor retained a favorable conformation in the binding site. Before initiating the design process, these WT and mutant conformations with NADH in both states underwent relaxation using Rosetta FastRelax. ${ }^{52}$ Two different procedures were used: (i) FastRelax1: the conformations were relaxed with harmonic constraints applied on the backbone and the side chains heavy atoms; (ii) FastRelax2: in addition to constraints on the backbone and side-chain heavy atoms, residues 251 to 254 , CG3 and NADH were fixed during the relaxation process. The first and second design rounds were performed using beta_nov $16^{53}$ Rosetta energy function, while the beta_genpot $\overline{\text { Rosetta }}{ }^{54}$ energy function was used for the last design round. NADH and CG3 parameters were generated with molfile_to_params.py, molfile_to_params_polymer.py, and mol2genparams.py tools from the Rosetta package, ${ }^{55,56}$ and Rosetta FastRelax procedures were performed with the same energy function used for the design, either beta_nov16 or beta_genpot.

Design Rounds of Mutant Libraries. For the first round, multistate designs were carried out considering either two or four conformations with NADH in both states, before (state 1) and after (state 2) flip. The two conformations (states 1 and 2) were derived from either the FastRelax1 or FastRelax2 procedure. The four conformations ( 2 for each NADH state) correspond to the ensemble of conformations resulting from the two Rosetta FastRelax procedures (2 conformations from FastRelax1 and 2 from FastRelax2). Multistate design was thus performed from three distinct sets of conformations. The same weight was assigned to each conformation. Distance constraints from the WT sequence were applied to produce sequences with an increasing number of mutations. Therefore, 12 design runs were performed: 4 runs (with distance constraints from 1 to 4) for each of the 3 sets of conformations. Six sequence solutions with an inter-solution diversity threshold equal to 1 were generated for each of these design runs. The 35 unique sequences with the best Rosetta energy scores were selected for experimental testing.

For the second round, multistate designs were performed using two distinct sets of two conformations (states 1 and 2) of the 6 GapN mutants (containing 3 or 4 mutations) with the best experimental activities in the first round. Each set was derived from either the FastRelax1 or FastRelax2 procedure. An equal weight was given to each conformation. Design processes involved two strategies. In the first strategy, all 21 positions were considered designable, as described in the previous section on search space definition. In the second strategy, the residues that were mutated in each of the 6 GapN variants used as input were excluded from the 21 positions, leaving 17 or 18 designable residues. As before, distance constraints from the WT sequence were applied to generate sequences with a controlled number of mutations (from 4 to 8) relative to the WT GapN. Six sequence solutions were produced for each design run with a diversity threshold of 1 . The 37 unique sequences with the best Rosetta energy scores were selected for activity assays.

For the third design round, the 10 mutants (carrying 4 or 5 mutations) showing a better activity than the previous best mutant were used as input templates. As in the previous round, two strategies of design were employed; either all 21 positions were designable, or the residues that were mutated in each of the 10 GapN variants used as input were excluded from the designable positions, leaving 16 or 17 designable residues. Other parameters of the design procedure were also similar to the second round of design, except for the use of the Rosetta beta_genpot ${ }^{54}$ energy function and the distance constraints from the WT sequence applied. Solution sequences containing between 5 and 7 mutations relative to the WT GapN were produced. The 16 unique sequences with the best Rosetta energy scores were selected for experimental testing.
In Silico Analyses of Molecular Systems (WT and Mutants). MM/GBSA Calculations. Binding free energies, $\Delta G$, between $\operatorname{NAD}(\mathrm{P}) \mathrm{H}$ and GapN were estimated using the molecular mechanics generalized Born surface area (MM/ GBSA) method with the mmpbsa.py ${ }^{57}$ tool provided with the AMBER 18 package. The MM/GBSA method consists of calculating the binding free energy ( $\Delta G_{\text {bind }}$ ) of a ligand from molecular dynamics simulations. This binding free energy is estimated by the difference in free energy of the protein substrate complex and of the sum of the free energies of the unbound protein and ligand: $\Delta G_{\text {bind }}=G_{\text {complex }}-\left(G_{\text {protein }}+\right.$ $\left.G_{\text {ligand }}\right)$, and it encompasses both enthalpy and entropy variations, as described by the Gibbs equation

$$
\Delta G_{\text {bind }}=\Delta H-T \Delta S \approx \Delta E_{\mathrm{MM}}+\Delta G_{\text {solv }}-T \Delta S
$$

$\Delta E_{\mathrm{MM}}$ includes the variation of the energy comprising the internal energy $\Delta E_{\text {int, }}$ the electrostatic energy $\Delta E_{\text {elec }}$ and the van der Waals energy $\Delta E_{\mathrm{vdW}}\left(\Delta E_{\mathrm{MM}}=\Delta E_{\text {int }}+\Delta E_{\text {elec }}+\right.$ $\left.\Delta E_{\mathrm{vdW}}\right)$. The variations of the solvation free energy $\Delta G_{\text {solv }}$ combine the changes of the electrostatic $\Delta G_{G B}$ and nonelectrostatic solvation free energies $\Delta G_{S A}\left(\Delta G_{\text {solv }}=\Delta G_{G B}+\right.$ $\Delta G_{S A}$ ). The electrostatic and non-electrostatic solvation free energies are estimated by solving the Generalized Born equation and by using the solvent-accessible surface area (SASA), respectively. The conformational entropy $T \Delta S$ was considered negligible and was therefore not considered in our calculations.
We estimated the binding free energy on 100 conformations collected either every nanosecond throughout the 100 ns or between 40 and 50 ns of MD simulations. The standard parameters reported by Miller et al. for calculations with AMBER program mmpbsa.py ${ }^{57}$ were used, with the default implemented GBSA method. ${ }^{58}$

Geometric Parameter Analyses. The flexibility of the enzymes and cofactors was assessed during MD simulations by calculating the RMSD of all cofactor or protein backbone atoms, relative to the initial structure, as well as the RMSF of the protein backbone or cofactor heavy atoms. The total number of hydrogen bonds between the cofactor and the protein was also determined during MD simulations.
The distances and dihedral angles between key positions were computed along the MD simulations. For assessing the displacement of the cofactor in state 2 toward its release, we calculated the distance between the C7 atom from the NMN moiety and the N atom from G252 backbone or the N atom from the CG3 thioacyl intermediate. To evaluate the conformational distortions of the NMN moiety of the cofactor in state 1, the distances between the C $\alpha$ from the CG3 and C3 atom from the nicotinamide base of the $\mathrm{NAD}(\mathrm{P}) \mathrm{H}$ cofactor
were measured. Moreover, the dihedral angle between C4 and N1 from NMN and C $\alpha$ and N from CG3 was computed for the $\mathrm{NAD}(\mathrm{P}) \mathrm{H}$ in state 1 . Distances between atoms belonging to key residues interacting either with NADH or with each other were also calculated during MD simulations.

Generation of CSR-SALAD Variants. Cofactor specificity reversal and activity recovery mutants were generated by QuickChange PCR using primers containing degenerate codons, as indicated by the CSR-SALAD tool. ${ }^{17}$ PCR products were transformed into BL21(DE3) cells by electroporation and plated onto LB agar plates supplemented with kanamycin. 96 deep-well blocks containing 0.5 mL of LB per well were inoculated with one colony per well and grown overnight at 37 ${ }^{\circ} \mathrm{C}$ with shaking (all plate shaking was performed at 900 rpm with a 3 mm orbital throw). The next day, $50 \mu \mathrm{~L}$ from each well was transferred to a fresh block containing $600 \mu \mathrm{~L}$ of LB per well. Cells were grown for 4 h at $37^{\circ} \mathrm{C}$ before expression was induced by adding IPTG to a final concentration of 1 mM . Cultures were then grown overnight at room temperature before harvesting by centrifugation and storing at $-20^{\circ} \mathrm{C}$.

Testing CSR-SALAD Variants. Cells were lysed by addition of $200 \mu \mathrm{~L}$ of lysis buffer containing 50 mM HEPES $\mathrm{pH} 7.5,200 \mathrm{mM} \mathrm{NaCl}, 1 \mathrm{mg} / \mathrm{mL}$ lysozyme, and $25 \mathrm{U} / \mathrm{mL}$ Pierce Universal Nuclease, followed by shaking for 1 h at room temperature. Reactions were set up by adding $5 \mu \mathrm{~L}$ of lysate to a 96 -well assay plate followed by $195 \mu \mathrm{~L}$ of a reaction mastermix containing 50 mM HEPES $\mathrm{pH} 7.5,5 \mathrm{mM} \mathrm{KCl}, 5$ $\mathrm{mM} \mathrm{MgCl} 2,1 \mathrm{mM} \mathrm{NAD}(\mathrm{P})^{+}, 5 \mathrm{mM}$ FBP, $0.05 \mathrm{mg} / \mathrm{mL}$ FBA, and $0.05 \mathrm{mg} / \mathrm{mL}$ TIM. Absorbance at 340 nm was recorded every 15 s for up to 15 min on a Molecular Devices SpectraMax 190 plate reader at room temperature.

Cloning and Expression of In Silico Designed Variants. Gene fragments were ordered from Twist biosciences for a 300 bp region around the active site and were cloned into the vector containing the GapN gene by Gibson assembly using NEBuilder HiFi DNA assembly kit from NEB. Mutations at two sites that were not contained within this region (I20 and A36) were generated using NEB KLD mutagenesis. Plasmids were transformed into BL21(DE3) and plated onto LB agar supplemented with $50 \mathrm{mg} / \mathrm{L}$ kanamycin. Colonies were grown overnight in 5 mL of LB supplemented with kanamycin before inoculation of 0.5 mL pre-culture into 50 mL of LB. Cultures were grown with shaking at 225 rpm to an $\mathrm{OD}_{600}$ of 0.5 . Expression was induced with addition of 1 mM IPTG before overnight incubation at 18 ${ }^{\circ} \mathrm{C}$. Cells were harvested by centrifugation and stored at -20 ${ }^{\circ} \mathrm{C}$.

Testing of In Silico Designed Variants. Cells were lysed by incubation with 10 mL of lysis buffer containing 50 mM HEPES pH 7.5, $200 \mathrm{mM} \mathrm{NaCl}, 1 \mathrm{mg} / \mathrm{mL}$ lysozyme, and $25 \mathrm{U} /$ mL Pierce Universal Nuclease, followed by shaking for 1 h at room temperature. Protein was purified on a HisTrap FF 5 mL column (Cytiva) before desalting on a HiPrep 26/100 desalting column (Cytiva). Reactions contained $0.1 \mathrm{mg} / \mathrm{mL}$ GapN variant, 50 mM HEPES $\mathrm{pH} 7.5,5 \mathrm{mM} \mathrm{KCl}, 5 \mathrm{mM}$ $\mathrm{MgCl}_{2}, 1 \mathrm{mM} \operatorname{NAD}(\mathrm{P})^{+}, 5 \mathrm{mM}$ FBP, $0.05 \mathrm{mg} / \mathrm{mL}$ FBA, and $0.05 \mathrm{mg} / \mathrm{mL}$ TIM. Absorbance at 340 nm was recorded every 15 s for up to 15 min on a Molecular Devices SpectraMax 190 plate reader at room temperature. Variants were purified and tested in batches of 5-7 with a positive control of wild-type SmGapN with $\mathrm{NADP}^{+}$. For the final side-by-side comparison, a lower concentration of GapN variant was used $(0.05 \mathrm{mg} / \mathrm{mL}$ instead of 0.1 ), DL-G3P was used as the substrate at a
concentration of 0.4 mM , and the pH of the buffer was changed to the reported optimum of 8.2. ${ }^{13}$

Kinetics with GapN Variants. Protein was expressed as above. Purification was performed using a 5 mL HisTrap FF (Cytiva) followed by size exclusion using Cytiva HiLoad 26/ 600 Superdex 200 pg. Reactions were set up containing 0.02$20 \mu \mathrm{M}$ GapN, 50 mM HEPES $\mathrm{pH} 8.2,5 \mathrm{mM} \mathrm{MgCl} 2,0.4 \mathrm{mM}$ DL-G3P, and a range of $\mathrm{NAD}(\mathrm{P})^{+}$concentrations. Data was collected on a Horiba Duetta fluorescence spectrometer with excitation/emission wavelengths of $340 / 440 \mathrm{~nm}$ and processed using Graphpad Prism software. Kinetic parameters were calculated using an allosteric sigmoidal model. This fits previous work with homologues, ${ }^{18}$ though some studies on GapN have used classic Michaelis-Menten models. ${ }^{13}$ See Table S6 for a comparison of $R^{2}$ values for different fits.

F-1,6-BP and G3P were purchased from Sigma; all other chemicals were purchased from Fisher.
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