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Main objectives:

An extension of spatial autoregressive models (SAR, SDM, SEM and
SARAR) to non linear semi‑parametric models (additive model with
penalized smoothing spline) using boosting algorithms (Friedman,
2001; Bühlmann et al., 2007)

This extension to gradient boosting is mainly based on an estimation of
the spatial parameter by QML following the example of Basile and Gress
(2004) and Su and Jin (2010),

With two additional extensions:

a Closed Form Estimator (CFE, Smirnov 2020) for SAR and SEM
models and,

a Flexible Instrumental Variable Approach (FIVA, Marra and
Radice 2010) for SAR models.
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Outline:

1. Spatial dependence, spatial heterogeneity and non‑linearity

2. Introducing gradient Boosting

3. Estimators

4. Monte Carlo Results

5. Empirical study on the sale prices of houses in France.
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A simple definition of boosting
Fit an additive model Y= h (x ) + ϵ  in a forward stage‑
wise manner,

In each stage t, introduce a weak learner h (x (t)) to compensate
the shortcomings of existing weak learners: 

(.) = (.) + α (x (t))

α is a learning rate that corresponds to the step size used in
gradient descent: 0 < α < 1. In pratice, α = 0.1

In Gradient Boosting, “shortcomings” (choice of j(t)) are
identified by gradients.

In Adaboost,“shortcomings” are identified by high‑weight data
points.

Both high‑weight data points and gradients tell us how to improve
our model.

∑t t j(t) t

t j

ĥt+1 ĥt ĥt j
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Additive function
It is easy to see that the structure of this function is equivalent to the
structure of the additive predictor of a GAM (see Hastie and Tibshirani
1990).

= + + ... +

where , , ...,  correspond to the functions specified by the
base‑learners. Consequently, , , ...,  depend on the predictor
variables that were used as input variables of the respective base‑
learners.

Note that a base‑learner can be selected multiple times in the course of
the boosting algorithm.

ĥ h1̂ h2̂ hP̂

h1̂ h2̂ hP̂

h1̂ h2̂ hP̂
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Spatial autogressive non‑linear model: a
semi‑parametri additive estimator
We will consider the two following spatial autoregressives models:

Y = ρWY + h (X ) + ϵ (SAR)

Y = h (X ) + (I − λM) ϵ (SEM)

j=1

∑
p

j j

j=1

∑
p

j j
−1
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Spatial autogressive non‑linear model: a
semi‑parametri additive estimator
We have the following concentrated loglikelihood:

lnL(ρ) = C + ∣I − ρW ∣ (1)

− ln

Where C = −(n/2)ln(2π) − (n/2).

2
n (

n

(Y − ρWY − h (X )) (Y − ρWY − h (X ))∑ j j
′ ∑ j j )
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Spatial autogressive non‑linear model: a
semi‑parametri additive estimator
ρ can be estimated by minimizing numerically the concentrated
loglikelihood, using the filtered model with = (I − ρWY )

While h (X ) can be estimated for a given ρ using semi‑
parametric additive models with penalized Spline or using boosting with
splines as base‑learner.

Y
~

∑ j j
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Spatial autogressive non‑linear model: a
semi‑parametri additive estimator
BUT gradient boosting allows a more flexible and general approach by
customizing the gradients and the loss function.
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A Closed Form Estimator (CFE) approach
(Smirnov 2020)
With SAR model, the calculation of the parameter ρ using CFE approach
is given by:

ρ =

where D = b − 4ac, a = e e , b = e e + e e1, c = e e .

With non linear terms, we have:

e = Y − (x)

e =WY − (x)

e =W Y − (x)

2a
b−√D

2
1
′
2 0

′
2 1

′
0
′
1

0 ∑ ĥ0

1 ∑ ĥ1

2
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A FIVA/control function approach
Instruments:

Z = [X,WX,WWX,WWWX]

First Stage:

Wy = g (Z ) + u

Second Stage:

y = h (X ) + y + + ϵ

∑j
′

j j
′

∑j j j Ŵ û
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Monte Carlo Design
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Monte Carlo Design
f (x ) = x

f (x ) = 3(2x − 1) ) 
f (x ) = sin(2πx ) + 1

1 1 1

2 2 √( 2
2

3 3 3
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Monte Carlo Design
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Monte Carlo Results: E1 experiments
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Monte Carlo Results: E1 experiments
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Monte Carlo Results: E1 experiments
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Monte Carlo Results
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Monte Carlo Results: E1 experiments
In short for the first set of experiments,

All of our estimators behave as consistent estimators,

when ρ > 0,  is unbiased as well as non linear terms,

when ρ > 0, the RMSE of non linear terms are slightly higher than
their reference value without spatial dependence,

CFE versions provide results almost identical to ML, and are fatest,

FIVA version are more biased and very slow (several non linear
models with J*4 variables to compute).

ρ̂
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Monte Carlo Results: E2 experiments
In short for the second set of experiments, which introduces spatially
autocorrelated covariates and unobserved spatial heterogeneity in the
DGP:

The spatial autocorrelation of X  leads to a slight increase of the
RMSEs of non linear terms across all estimators, even when there is no
spatial dependence

The other form of spatial heterogeneity (unobserved spatial
heterogeneity, spatial trend in f(X )) introduced in DGP have no
consequence.

2

2
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Monte Carlo Results: E3 experiments
In short, for the third set of experiments, in which we add unnecessary,
possibly correlated covariates in the set of candidate variables:

no effect on the estimation of ρ.

The RMSEs of the non‑linear terms are not affected as long as the
unnecessary covariates are not correlated with the true variables of
the DGP.

Some erroneous variables may be selected very rarely by the boosting
algorithm , but this has no impact on the performance of the estimator
regarding the estimates for the true variables.
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Computing time
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Empirical study with house sales data
n=39673, 40 candidate covariates selected by stepAIC
(forward+backward) for estimators without boosting.
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Conclusion
Our boosting estimator, allow to obtain estimates that are:

better than the linear SAR and SEM estimators,

better or as well as other nonlinear semi‑parametric geoadditive
estimators without spatial dependence based on boosting.

and are fast enough to be used on large samples

Our next research efforts will focus:

on the use of boosting to evaluate a spatial weight matrix with a
spatially varying weighting scheme (see Kostov 2010, 2013))

The development of a boosting SAR Probit version, building on
Approximate likelihood estimation (Martinetti and Geniaux, 2017)
(it's already functional and being tested at the moment).
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A 2SLS augmented approach instead of
FIVA
Instruments:

Z = [ ,W ,WW ,WWW ]

where = [X,X ,X ]

Linear First Stage:

Wy = θZ + u

Second Stage:

y = h (X ) + y + + ϵ

X
~

X
~

X
~

X
~

X
~ 2 3

∑j j j Ŵ û
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