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Abstract

Tropical maize can be used to diversify the genetic base of temperate germplasm and help create climate-adapted cultivars. However, 
tropical maize is unadapted to temperate environments, in which sensitivities to long photoperiods and cooler temperatures result in 
severely delayed flowering times, developmental defects, and little to no yield. Overcoming this maladaptive syndrome can require 
a decade of phenotypic selection in a targeted, temperate environment. To accelerate the incorporation of tropical diversity in temper-
ate breeding pools, we tested if an additional generation of genomic selection can be used in an off-season nursery where phenotypic 
selection is not very effective. Prediction models were trained using flowering time recorded on random individuals in separate lineages 
of a heterogenous population grown at two northern U.S. latitudes. Direct phenotypic selection and genomic prediction model training 
was performed within each target environment and lineage, followed by genomic prediction of random intermated progenies in the off- 
season nursery. Performance of genomic prediction models was evaluated on self-fertilized progenies of prediction candidates grown in 
both target locations in the following summer season. Prediction abilities ranged from 0.30 to 0.40 among populations and evaluation 
environments. Prediction models with varying marker effect distributions or spatial field effects had similar accuracies. Our results sug-
gest that genomic selection in a single off-season generation could increase genetic gains for flowering time by more than 50% com-
pared to direct selection in summer seasons only, reducing the time required to change the population mean to an acceptably 
adapted flowering time by about one-third to one-half.
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Introduction
Maize yields have increased consistently since the 1940s due to 
improved genetics, agronomic management intensification, and 
a synergistic interaction between modern hybrids and agronomy 
(Duvick 2005). Globally, maize production primarily relies on 
germplasm derived from temperate U.S. germplasm sources 
(Smith et al. 2022). Hybrid maize cultivars in the U.S. contain rela-
tively little of the total genetic diversity found in maize globally 
(Liu et al. 2003; Pollak 2003; Mikel and Dudley 2006; Romay et al. 
2013). This stems from the initial founding of North American 
breeding pools from only a few pre-adapted temperate popula-
tions followed by decades of intense selection in breeding 
programs (Hufford et al. 2012). In commercial programs, high- 
performing germplasm is continuously reused with little incorp-
oration of outside or exotic germplasm (Mikel and Dudley 2006; 
White et al. 2020). Using diverse genetic resources to introduce no-
vel alleles into modern temperate breeding pools can contribute 
to better disease resistance and agronomic performance, and 
potentially to better climate change resilience (Holland et al. 
1996; Pollak 2003; Nelson and Goodman 2008; Cortés and 

López-Hernández 2021). Facing the pressure of a growing global 
population and a changing climate with emerging pests and dis-
eases, new strategies to capitalize on exotic diversity may help 
to maintain genetic gain and minimize genetic vulnerability 
(Rogers et al. 2022).

Among exotic germplasm sources, tropical maize is considered 
the most useful for integrating into temperate breeding programs 
(Goodman 2004). Tropical maize harbors greater allelic richness 
than temperate maize (Liu et al. 2003; Romay et al. 2013). Both pri-
vate and public maize breeding programs recognize the potential 
of tropical maize. For example, exotic alleles for resistance to stalk 
rot derived from tropical germplasm have been deployed in elite 
commercial cultivars (Frey et al. 2011). Additionally, the United 
States Department of Agriculture collaborates with private com-
panies and public sector researchers to integrate tropical germ-
plasm into elite commercial genetic backgrounds through the 
Germplasm Enhancement of Maize (GEM) program (Rogers et al. 
2022).

Tropical maize is adapted to shorter photoperiods and warmer 
nighttime temperatures than those that occur in the growing sea-
son of temperate U.S. production environments. Flowering time in 
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most tropical maize is quite sensitive to photoperiod, and correct 
timing of flowering is crucial for adaptation and fitness, as it con-
trols the switch from vegetative growth to reproduction 
(Gouesnard et al. 2002). Therefore, tropical maize varieties tend 
to be maladapted to U.S. temperate environments—they flower 
too late in the season to achieve acceptable yields (Teixeira et al. 
2015; Choquette et al. 2023). Phenological adaptation of tropical 
populations can be achieved through phenotypic recurrent selec-
tion, which also results in indirect improvements to seed yield and 
other agronomic traits (Choquette et al. 2023). For populations 
with low linkage disequilibrium and using selection procedures 
that minimize genetic drift, most of the standing variation can 
be maintained while the population is phenologically adapted 
(Wisser et al. 2019). However, phenotypic recurrent selection 
may require a decade to change the mean flowering time of a trop-
ical population to an adapted state (Teixeira et al. 2015; Wisser 
et al. 2019). New approaches that reduce this timeline could facili-
tate the diversification of temperate maize.

Genomic selection offers the potential to reduce the time for 
adaptational breeding. Genomic selection leverages available 
genomic and phenotypic information on a training set of breeding 
families to predict breeding values for individuals with only gen-
omic information (Meuwissen et al. 2001; Lorenz et al. 2011). 
Importantly, genomic selection can increase rates of genetic 
gain per unit time by allowing selection to be practiced in off- 
target environments (Heffner et al. 2009). However, accuracy of 
genomic selection depends on trait heritability, training popula-
tion size, number of markers, linkage disequilibrium, and the re-
lationship between the training and testing population sets 
(Heffner et al. 2009; Lorenzana and Bernardo 2009; Jannink et al. 
2010; Crossa et al. 2017). As genomic technologies improve, the 
relative cost of genotyping to phenotyping continues to decrease, 
making genomic selection a more feasible option for breeders to 
achieve greater genetic gain per year.

Genomic selection could be exploited for adaptation of tropical 
maize to temperate environments. Maize flowering time has high 
heritability and a complex genetic architecture comprised of 
mostly additive effects (Chardon et al. 2004; Salvi et al. 2007; 
Buckler et al. 2009), conditions that are ideal for genomic selection. 
Previous research has indicated that phenotypic selection for 
early flowering time in low-latitude environments, which are em-
ployed by temperate breeding programs as “off-season” (winter) 
nurseries, show a limited response to selection and do not relieve 
other maladaptation effects (Choquette et al. 2023). Off-season 
nurseries typically have short daylengths that mask the expres-
sion of photoperiod-sensitivity genes, in addition to warm tem-
peratures that compress differences in flowering time between 
individuals. Together, this makes off-season selection for earli-
ness ineffective for tropical maize being adapted to the northern 
temperate zone. Here, we propose that genomic selection trained 
in target temperate environments can be used for selection in off 
season nurseries. This would provide an additional generation of 
selection per year compared to only selecting each summer in the 
target environment. Alternating generations of phenotypic selec-
tion in the target environment and genomic selection in the off- 
season nursery could lead to greater genetic gain per year.

In this study, we used two tropical synthetic maize popula-
tions, each created from two previous generations of phenotypic 
selection, to evaluate the use of genomic selection for earlier flow-
ering in different temperate locations. We also compared genomic 
prediction models encompassing a range of genetic architectures 
(purely polygenic or including larger-effect variants; purely addi-
tive or additive and dominance variances) and non-genetic field 

spatial effects. Results from this study can guide the use of gen-
omic selection for geographical adaptation in maize and other 
crops.

Materials and methods
Phenotypic data and selection scheme
This study used populations derived from a tropical synthetic 
(TropicS) population created from seven tropical inbred lines 
(Weldekidan et al. 2022) that have good yield combining ability 
with temperate testers (Nelson and Goodman 2008). A common 
base population of the TropicS was derived by multiple genera-
tions of intercrossing and random intermating among the paren-
tal lines. In a separate study, this was followed by phenotypic 
selection for early flowering for two generations independently 
at eight locations (Weldekidan et al. 2022; Fig. 1). Here, we started 
with remnant non-inbred (S0 generation) seeds of the second gen-
eration (G2) populations selected for early flowering at Delaware 
(TropicS G2-DE; latitude: 39.67 °N) and North Carolina (TropicS 
G2-NC; latitude: 35.67 °N). In the summer of 2019, 5,000 seeds of 
the TropicS-G2-DE S0 population were planted in Newark, DE 
and 5,000 seeds of the TropicS-G2-NC population were planted 
in Clayton, NC. In both locations, plant stands were established 
with approximately 25.4 cm spacing between plants, and each ex-
perimental field was partitioned into four equally sized blocks. 
Within each block, 250 random plants were tagged to track their 
individual plant phenotypes for days to anthesis (DTA), days to 
silking (DTS), plant height, and ear height. To avoid edge effects 
on plant phenotypes, plants at the borders of each field were ex-
cluded from sampling. The 1,000 plants within each environment 
constituted location-specific training populations for genomic 
prediction. Leaf samples from each plant were collected for 
genotyping.

In both locations, phenotypic mass selection for early flowering 
time was also performed by intermating the 256 earliest-flowering 
plants (32 pollinations per block; half of which were among the 
earliest to shed pollen, and half among the earliest to produce 
silks). This 5% proportion of selected plants corresponds to 
a selection intensity of about 2.0 standard deviations (Falconer 
and Mackay 1996). A modified pollination scheme used by 
Weldekidan et al. (2022) was used to intermate selected plants. 
Briefly, a modified chain sib pollination method was used wherein 
pollen from five selected males was bulked together to pollinate 
five selected females, using each plant only once as a male or fe-
male parent, without selfing. To generate G3, which would be used 
for genomic selection, balanced seed bulks were created by com-
bining 30 kernels from each ear of the selected plants.

In an off-season nursery in Homestead, FL (latitude: 25.50 °N), 
3,150 seeds of the TropicS-G3-DE and TropicS-G3-NC populations 
were planted in October in 2019. Plant tissue was collected for 
genotyping from 768 random individuals in G3-NC and 1,536 indi-
viduals in G3-DE. All genotyped individuals were self-pollinated to 
create S0:1 families and their dates of pollination were recorded.

Genotyping
All plants were genotyped using a genotyping-by-sequencing 
(GBS) protocol optimized for heterozygous plants (Manching 
et al. 2017). The sequence data was processed using the RedRep 
pipeline (https://github.com/UD-CBCB/RedRep) with version 4 of 
the B73 reference genome. RedRep uses GATK genomicsDB for 
variant calling, which was applied to over 4,000 samples, includ-
ing 3,682 samples designated for the current study. To reduce pro-
cessing time, variant calling was run in parallel for 10 Mb windows 
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of the maize genome, which were combined into a single vcf file 
for downstream analysis. Initially, several technical QC steps 
were sequentially applied: (i) genotype scores based on <12X 
sequence depth were set to NA; (ii) individual samples with 
>97.5% missing data were filtered; (iii) markers with greater 
than two alleles were filtered; and (iv) markers with a minor allele 
frequency (MAF) <0.4% were filtered. Because nearly all samples 
were derived from the same set of parents, the low MAF filter 
was intended to remove false variant calls. After technical QC fil-
tering, 9,554 bi-allelic markers (SNPs + Indels) were retained and 
missing genotype calls were imputed with MaCH (Li et al. 2010). 
Afterward, a more stringent missing data filter was applied to 
remove markers imputed from <20% raw data, leaving 5,718 
markers. Additionally, within each population, markers that de-
viated from Hardy-Weinberg expectations with P-values less 
than 0.05/m, where m is the number of markers, were excluded. 
After these quality control measures were performed, linkage dis-
equilibrium was measured within populations as the squared cor-
relation for all pairs of SNP loci (r2) using TASSEL (Bradbury et al. 
2007). Finally, the intersection of remaining markers (4,340 
SNPs) across populations was used for all subsequent analyses.

An additive genomic relationship matrix (G) was calculated 
using the R package AGHmatrix (Amadeu et al. 2016) using the 
VanRaden parameterization (VanRaden 2008; Isik et al. 2017):

ZZ′

2Σpi(1 − pi) 

where ZZ′ is the marker-based covariance matrix that reflects 
identity-by-descent relationships among the genotyped indivi-
duals and pi is the minor allele frequency at each marker.

Genomic inbreeding coefficients for each individual were 
estimated as Gii − 1, where Gii is the diagonal element of G 

corresponding to individual i. Individuals with inbreeding coeffi-
cients less than −0.2 or greater than 0.2 were removed. 
Additionally, closely related individuals within each population 
(Gij > 0.6) as well as individuals with suspected genotype sampling 
errors were identified and removed. After quality control based on 
inbreeding and pairwise relatedness, 665 G2-DE, 1,201 G3-DE, 698 
G2-NC, and 613 G3-NC individuals remained. The additive genom-
ic relationship matrix (G) was recalculated for this subset of lines. 
In addition, the matrix of realized dominance genomic relation-
ships (D) was also calculated using the AGHmatrix package 
(Vitezica et al. 2013; Amadeu et al. 2016). Genetic relationship ma-
trices were calculated for each population (DE or NC) separately as 
well as for both populations combined.

The genomic fixation index (Fst) was estimated between all 
pairs of the G2-DE and G3-DE and G2-NC and G3-NC populations 
using the R package hierfstat (Goudet and Jombart 2015). 
Additionally, the expected heterozygosity was calculated for all 
of the populations using the adegenet R package (Jombart 2008).

Initial genomic prediction to select G3 individuals 
for evaluation
The effectiveness of genomic selection in the off-season nursery 
was assessed using a subset of S0:1 families of G3 predicted 
plants. These were evaluated in 2020 at the original locations 
of phenotypic selection (target environments). Field space con-
straints limited the total number of progenies that could be eval-
uated in summer 2020. Therefore, we chose progenies from both 
the earliest and latest tails of genomic predictions as well as ran-
domly sampled individuals for evaluation. Time constraints be-
tween processing the genotypic data (extracting DNA, 
sequencing, calling SNPs, quality control the data, and predict-
ing GBLUPs) and planting time for the summer of 2020 limited 

Fig. 1. Outline of the selection study. Phenotypic selection and genomic prediction model training were conducted in the target environment, genomic 
predictions were applied in the off-season nursery, and genomic predictions were evaluated on progeny lines in the target environment.
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the range of initial prediction models that could be fit to the 
training data to select tails of the prediction distributions. 
Because previous research indicates that the genetic architec-
ture of maize flowering time appears mostly additive with a dis-
tribution of allelic effects ranging from very small to moderate 
(effects up to 5% of total phenotypic variation in maize) 
(Buckler et al. 2009; Wisser et al. 2019), we fit two prediction mod-
els with distinct prior distributions of allelic effects. Both models 
have the form:

Y = μ + Mβ + ε; [GS Model RR or BC] 

where Y is the vector of observations (data on individual plants of 
the G2 training sets), M is a matrix with columns corresponding 
to minor allele counts at each marker and rows corresponding to 
individuals, β is the vector of marker effects, and ε is the residual 

variance distributed as ε ∼ N(0, σ2
residual). The marker effects 

were fit under Bayesian Ridge Regression (RR), which assumes 
a common distribution of polygenic marker effects, or BayesC 
(BC), which shrinks some marker effects to zero and allows other 
markers to have larger effects (de los Campos et al. 2013), using 
the default priors in the BGLR package (Pérez et al. 2014). The gen-
omic prediction for each individual is the sum of the products of 
its minor allele counts times the marker effects over the total 
number of markers.

Predictions for DTA and DTS were standardized, and the 
mean standardized male and female flowering time was com-
puted for the separate models trained on each G2 population. 
For each population in the off-season nursery (TropicS-DE-G3 
and TropicS-NC-G3), the predictions were used to select indivi-
duals in the earliest and latest tails of genomic predictions as 
well as randomly sampled individuals. In total, 443 S0:1 families 
derived from each G3 population (DE and NC) were chosen based 
on ridge regression and BayesC predictions. The testing set 
based on G3 predictions from G3-DE included 42 individuals in 
the early tail predicted by both ridge regression and BayesC 
models, eight individuals in the early tail predicted by one of 
the two models, 35 individuals in the late tail predicted by 
both models, and 15 in the late tail predicted by one of the two 
models. We also chose 320 individuals at random from the re-
maining candidates. The same procedure was replicated for 
G3-NC.

To measure genomic prediction ability in a new year and gen-
eration, the testing set descended by self-fertilization from the 
chosen individuals within each of the G3-DE and G3-NC popula-
tions was planted in a common garden study during the summer 
of 2020 in Newark, DE and Clayton, NC. In addition, bulk popula-
tion samples of the G2 and G3 generations of both DE and NC po-
pulations were planted to estimate genetic gain from phenotypic 
selection performed in summer 2019. The experimental design 
was an alpha design with two replicates of 40 incomplete blocks 
with 25 plots in each block in each location. Row and column co-
ordinates of each plot in the field layout were used for spatial 
analysis.

DTA and DTS were measured as the number of days between 
planting and when at least 50% of the plants in a plot had visible 
anthers or silks, respectively. Plant and ear heights were mea-
sured on three plants within each family. Plant height was mea-
sured as the distance from the flag leaf node to the soil and ear 
height was measured as the distance from the primary 
ear-bearing node to the soil. For the G2 and G3 population en-
tries, the traits were measured on about 12 individual plants 
per plot.

To estimate best linear unbiased estimators (BLUEs) for the 
lines in each location, a linear mixed model was fitted using 
ASReml-R as (Butler et al. 2017):

Yijkl = μ + Li + LRij + LRBijk + Gl + LGil + ε; [EV Model 1] 

where Yijkl is the vector of observations, Li is the random effect of 

the ith location, LRij is the random effect of the jth rep nested in the 

ith location, LRBijk is the random effect of the kth block nested in 

the jth rep in the Ith location; Gl is the fixed effect of the lth line, 
LGil is the random interaction between line l and location i, and ε 
is the experimental error. The models were fit with heterogeneous 
residual variances among the locations.

Additionally, a spatial analysis was fitted using the same model 
as above except with spatially correlated residuals in row and col-
umns directions (AR1×AR1; EV model 2). Residual effects ε within 
location i were distributed as σ2

ei


c (ρci) ⊗


r (ρri), where 


c (ρci) is 

the correlation matrix for columns and ρci is the auto-correlation 
parameter in the column direction and 


r (ρri) is the correlation 

matrix for rows and ρri is the auto-correlation parameter in the 
row direction within location i. The Bayesian Information 
Criterion (Schwarz 1978) was used to choose between EV models 
1 and 2, and BLUEs for each line at each location were estimated 
from the chosen model.

Retroactive assessment of alternative genomic 
prediction models
After the testing set was already defined for subsequent field eva-
luations based on the initial genomic prediction models (de-
scribed above), we used the training sets to fit additional 
prediction models to assess how modeling field spatial effects 
and dominance effects would have changed the predictions. 
These models were fit using relationship matrices instead of 
marker incidence matrices to obtain individual genomic predic-
tions (GBLUPs). A model accounting for field block effects was fit 
to the training data:

Yklm = μ + Bk + Al + ε; [GS Model 2] 

where Yklm is the vector of observations, Bk is the random effect of 

the kth block with distribution Bk ∼ N(0, σ2
B), Al is the genomic 

breeding value for the lth individual with distribution 

Al ∼ N(0, Gσ2
A), where G is the estimated additive genomic rela-

tionship matrix and σ2
A is the additive genetic variance compo-

nent, and ε is the residual error distributed as ε ∼ N(0, σ2
residual).

GBLUPs from model 2 were predicted as:

GBLUPl = μ + Âl 

In both locations of the 2019 training trials, heterogeneity within 
blocks was observed visually, motivating the use of a spatial ana-
lysis to potentially improve the estimation of genetic effects. 
Plants were tagged in a serpentine pattern within blocks in specific 
rows and columns, so maps of spatial coordinates of plants were 
created. The spatial analysis model was fitted like the models 
above except with spatially autocorrelated residuals in row and 
column directions (AR1×AR1) only:

Ykl = μ + Bk + Al + ε; [GS Model 3] 

where Ykl is the vector of observations, Bk is the random effect of 
the kth block, Al is the genomic breeding value for the lth 
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individual with distribution Al ∼ N(0, Gσ2
A), where G is the esti-

mate additive genomic relationship matrix for the population 

and σ2
A is the additive genetic variance component, and ε is the re-

sidual error with distribution ε ∼ N(0, σ2
e


c ( ρc) ⊗


r ( ρr)), where 


c ( ρc) is the correlation matrix for residual effects across col-
umns and ρc is the auto-correlation parameter in the column dir-
ection and 


r ( ρr) is the correlation matrix for residual effects 

across rows and ρr is the auto-correlation parameter in the row 
direction (Isik et al. 2017).

A fourth model was fit using the dominance relationship ma-
trix (D) to evaluate if modeling dominance effects improves pre-
diction ability. The following model was fit to the data for each 
population separately:

Ykl = μ + Bk + Al + Dl + ε; [GS Model 4] 

where Ykl is the vector of observations, Bk is the effect of the kth 
block, Al is the genomic breeding value for the lth individual 

with distribution Al ∼ N(0, Gσ2
A), where G is the estimated addi-

tive genomic relationship matrix for the population and σ2
A is 

the additive genetic variance component, Dl is the estimated 

dominance effect for the lth individual with distribution Dl ∼ 
N(0, Dσ2

D) and σ2
D is the dominance genetic variance component, 

and ε is the residual error with distribution ε ∼ N(0, σ2
residual).

GBLUPs were predicted from Model 4 in two ways: 

i) GBLUPl = μ + Âl, the breeding value prediction, and

ii) GBLUPl = μ + Âl + 1
2 D̂l, the predicted genotypic value of the 

S0:1 progeny resulting from self-fertilization of individual l.

Evaluation of genomic prediction ability
Genomic prediction ability for the different models was estimated 
with Pearson correlations between genomic predictions made 
from the 2019 training sets (individual plants) and the EV Model 
1 BLUEs from the 2020 testing set (S0:1 families). Recall that the 
training and testing data are similar in terms of the locations 
used but differ by the nature of their genetic constitution (segre-
gating individuals vs selfed progeny rows) and year of evaluation 
(2019 vs 2020). In addition, training sets were specific to the popu-
lation and corresponding location of selection, but the testing set 
included samples from all populations evaluated together at both 
locations in 2020. Therefore, models trained on TropicS-G2-DE 
and TropicS-G2-NC populations from 2019 were evaluated based 
on TropicS-G3-DE and TropicS-G3-NC S0:1 families measured in 
environments of 2020 for each of the corresponding locations. In 
addition, cross-environment and cross-population predictions 
were evaluated. For cross-environment analysis, for example, 
prediction ability for GBLUPs trained on the 2019 TropicS-G2-DE 
data was determined using TropicS-G3-DE family data from the 
2020 NC location, and vice versa for the NC sets (i.e. prediction 
abilities for models trained on each population were tested across 
locations). Cross-population predictions involved predicting the 
G3 generation of one population based on the G2 generation 
of the other lineage. For example, models trained on 
TropicS-G2-DE were evaluated on TropicS-G3-NC individuals 
used as the prediction set.

Evaluation of phenotypic prediction ability
We also estimated the correlations between pollination date of G3 
S0 plants in the off-season nursery and the mean flowering times 
of their G3 S0:1 progeny lines in the summer 2020 environments. 
Pollination dates serve as proxies for DTS of the parental plants 

and permit estimation of the effectiveness of phenotypic selection 
for earlier plants in the off-season nursery.

Measuring prediction ability with randomly 
sampled subset of markers
We selected random subsets of markers to determine if the num-
ber of makers was limiting prediction ability. Subsets of 10%, 25%, 
50%, 75%, and 90% of the markers were randomly sampled 10 
times and GS Model 2 was refit each time to generate predictions. 
Prediction ability was measured as the pairwise correlation be-
tween the predictions and the BLUEs for each population repre-
senting a combination of population and evaluation location.

Reliability of selection candidates
Reliability is the squared correlation between true and predicted 
effects (r̂2

g,ĝ). The reliability of predictions for the selection candi-
dates in the off-season nursery was estimated as:

r̂2
g,ĝ = 1 −

PEV
σ̂2

g
; (1) 

where is PEV is the prediction error variance and σ̂2
g is the esti-

mated genetic variance (Isik et al. 2017).
This estimate of reliability is related to heritability by:

E(r̂2
g,ĝ) =

σ2
g

σ2
P

= h2; (2) 

where σ2
g is the phenotypic variance due to the genotype, σ2

P is the 

total phenotypic variance, and h2 is heritability. By averaging reli-
ability across the selected BLUPS, a generalized heritability is ob-
tained and applicable for predicting responses to selection based 
on those predictions (Isik et al. 2017; Schmidt et al. 2019). Here, 
GS Model 2 was used to estimate generalized heritabilities for se-
lection candidates. Additionally, the reliability of the test set S0:1 

families was calculated using EV Model 2 with the lines fit as ran-
dom effects.

Estimating theoretical maximum prediction 
ability
The estimated theoretical maximum prediction ability for the pre-
diction models was calculated as:

r̂G(19,20)h; 

where r̂G(19,20) is the genetic correlation between 2019 and 2020 

and h is the square root of the mean reliability of the selection can-
didates in the target environment described above. Essentially, 
r̂G(19,20) is an estimate for the true correlation of the genetic values 

across years. However, the true genetic values of 2020 are un-
known but can be estimated with BLUEs. These BLUEs are related 
to their true breeding values through the square root of the 
heritability.

To estimate the genetic correlation between 2019 and 2020, a 
separate set of inbred lines derived without intentional selection 
from the TropicS-NC-G1 population was planted in 2019 and 
2020 in both locations. In 2019, 205 inbreds were planted in an al-
pha lattice design with two replicates with 18 blocks, containing 
12 entries per block. In 2020, a subset of 100 of the inbreds was 
planted within the alpha lattice design used for the testing set of 
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S0:1 families. In both years, DTA, DTS, plant height, and ear height 
were measured.

The following model was used to estimate the genetic correla-
tions between environments based on the TropicS-NC-G1 derived 
inbred lines. The model was fit as:

Yijkl = μ + Ei + ERij + ERBijk + EGil + ε; 

where Yijkl is the vector of observations, Ei is the fixed effect of the 

ith environment (location by year combination), LRj is the random 

effect of the jth replication nested in the ith environment, LRBijk is 

the random effect of the kth block nested in the jth replication in 
the ith environment; EGl is the random effect of the lth inbred line 
in the ith environment, and ε is the residual error. EGl effects were 
modeled with an unstructured covariance matrix that included 
separate genetic variances within each of the four environments 
and separate genetic covariances for all six pairs of environments, 
resulting in six estimates of the genetic correlation (r̂g) between 

environment pairs.

Estimating genetic gain from phenotypic and 
genomic selection
Genetic gain for the phenotypic selection that occurred in the 
summer of 2019 was estimated as the difference between BLUEs 
for the G3 and G2 populations. This response was estimated with-
in the same location where selection occurred (i.e. TropicS-G2-DE 
and TropicS-G3-DE grown in DE and TropicS-G2-NC and 
TropicS-G3-NC grown in NC). Genetic gain from genomic selection 
was estimated as the difference between the mean flowering 
times of the lines derived from individuals in the earliest 5th per-
centile of G3 based on initial genomic prediction models and the 
mean of the randomly chosen individuals. The earliest 5th per-
centile among 768 genotyped plants in the G3-NC population 
was represented by 38 individuals in the earliest 5th percentile 
in both RR and BayesC models. The earliest tail for the DE popula-
tion was represented by the 42 individuals in the earliest tail in 
both models plus 15 additional individuals in the earliest tail in 
each of the models individually. This set of 72 is approximately 
5% of the total sample size of 1,536 individuals genotyped in the 
G3-DE population.

Results and discussion
Population differentiation and expected 
heterozygosity
Population differentiation, measured by the fixation index (Fst) be-
tween the G2-DE and G2-NC populations used for selection, was 
0.003. Previous phenotypic selection for early flowering within 
DE and NC independently appeared to have changed genome- 
wide allele frequencies very slowly or in largely the same direc-
tion. Fst between generations of the two lineages also showed 
low differentiation (Fst = 0.003 and 0.002 between G2 and G3 for 
the DE and NC lineages, respectively), reflecting minimal impacts 
of selection or drift on allele frequency changes within and be-
tween lineages. This indicates that neither drift nor selection se-
parated the populations very much during phenotypic selection 
performed prior to the current study.

The expected heterozygosity (He) was calculated within popu-
lations of each lineage to determine if selection changed the diver-
sity in the populations used for the current study. For G2-DE and 
G3-DE, He was 0.34 and 0.33, respectively. Similarly, He was 0.34 
for G2-NC and 0.33 for G3-NC. In both populations, diversity 

decreased slightly due to a generation of selection. This is consist-
ent with the finding that genome-wide diversity during recurrent 
phenotypic selection can be largely maintained in the short term 
(Wisser et al. 2019).

Prediction ability for genomic selection
We used different prior distributions of marker effects (Bayesian 
Ridge Regression or BayesC) for the initial genomic selection mod-
els in case genomic predictions were sensitive to the genetic archi-
tecture of flowering time in these populations. We also compared 
the GBLUPS for individuals from the G3 populations with the 
BLUES for their selfed progenies (S0:1 families) to measure the pre-
diction ability for both models. For both G3-DE and G3-NC, predic-
tion ability was not affected by the choice of model 
(Supplementary Figs. 1 and 2). Prediction abilities for DTA were 
0.39 and 0.29 for G3-DE and G3-NC, respectively, for both Ridge 
Regression and BayesC. These results suggest that, in these popu-
lations, genetic variation for flowering time is largely due to poly-
genic effects with limited influence from loci with strong effects.

Additional prediction models were fit retroactively to the G2 
training sets to determine if field spatial effects with varying levels 
of complexity could have improved prediction ability. Genomic 
selection Model 2 including blocks as the only spatial effect had 
the best fit (lower BIC) for DTS, plant height, and ear height mea-
sured in the G2-DE training set, whereas a more complicated spa-
tial analysis with residual correlations due to proximity in both 
row and column directions (GS Model 3) had a better fit for DTA 
(Supplementary Table 1). For the G2-NC training set, Model 2 
was better for DTA, DTS, and ear height, while Model 3 had a bet-
ter fit statistic for plant height (Supplementary Table 1). Models 
including with spatially correlated residuals (EV Model 2) had bet-
ter fit than models with uncorrelated residuals but block main ef-
fects (EV Model 1) in the evaluation trials (Supplementary Table 2). 
For consistency in calculating GBLUPs retroactively, GS Model 2 
with random block effects was used for both training sets and 
all traits. Prediction abilities were higher by only 0.01 to 0.02 
when blocks were added to the prediction model.

For flowering time, there was a significant positive correlation 
(ranging from 0.30 to 0.40) between the Model 2 S0 GBLUPs and 
the S1 BLUEs in both populations in both target environments 
(Fig. 2, Supplementary Fig. 3). Prediction abilities were higher for 
G3-DE compared to G3-NC for both DTA and DTS. This pattern 
held for plant and ear height, for which prediction ability was 
higher in the DE population compared to the NC population 
(Supplementary Figs. 4 and 5). These results suggest that within- 
field heterogeneity was less of a problem in the 2019 DE than in 
the 2019 NC training experiments, resulting in better modeling 
of genomic breeding values in the 2019 DE environment.

We tested if models trained on one lineage could predict indivi-
duals from the other lineage. For this, G2 training data from one of 
the reference populations (e.g. G2-DE) was used to predict next 
generation progeny from the other population (i.e. G3-NC). 
Prediction abilities for flowering time were consistently lower 
using the training population from the alternative lineage. 
Specifically, prediction abilities for the DE lineage decreased by 
0.1 and 0.07 for DTA and DTS, respectively, when the models 
were trained on G2-NC. Similarly, prediction abilities decreased 
for the NC lineage by 0.05 (DTA and DTS) for models trained on 
G2-DE. The decreases in prediction ability for cross-lineage pre-
dictions were much greater than those for cross-environment pre-
dictions within each lineage (Table 1). Although the Fst estimates 
indicated that the populations are not very diverged after two gen-
erations of local phenotypic selection, even a small amount of 
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genetic differentiation combined with relatively small genotype- 
by-environment interaction variance had an observable impact 
on genomic prediction ability.

We also tested if modeling both additive and dominance effects 
improved prediction ability. In general, dominance variance was 
negligible for flowering time, but for plant height σ̂2

D ranged from 
12 to 25% of the magnitude of additive variance. However, its in-
clusion for either flowering time or plant and ear height had little 
impact on estimates of σ̂2

A (Table 2). Consequently, including the 
dominance relationship matrix did not improve prediction ability 
for any trait in either population regardless of the method of in-
cluding dominance effects (Table 2). Although inclusion of domin-
ance effects improved height prediction ability in maize hybrids 
(Ramstein et al. 2020), the smaller contribution of dominance ef-
fects to partially inbred S0:1 lines compared to hybrid genetic var-
iances limits its utility for predicting selfed progeny means.

Limits to genomic prediction ability
For flowering time, we compared the realized prediction abilities 
for each location to an estimate of the theoretical maximum 
based on the between-environment genetic correlation adjusted 
by within-environment heritability. These genetic correlations 

ranged from 0.79–0.98 (mean: 0.90; Supplementary Table 3), indi-
cating modest to low genetic-by-environment interactions be-
tween training and testing environments. The theoretical 
maxima for prediction abilities were: 0.87 for DTA and DTS in 
G3-DE; 0.83 for DTA in G3-NC, and 0.88 for DTS in G3-NC. This is 
two to three times greater than estimates of the realized predic-
tion abilities (Table 1), a disparity that could be due to prediction 
models, number of markers, composition of training population, 
and heritability of the traits.

Prediction accuracy was not limited by prediction models, as 
evidenced by the very small impact of different assumptions 
about genetic architecture (ridge regression assuming a normal 
distribution of effects, BayesC assuming a mixture distribution 
of effects, or modeling of both additive and dominance effects). 
We tested if the number of markers available limited our predic-
tion ability in these populations by taking random subsets of 
10% - 90% of markers (Yu et al. 2009) (Fig. 3). In most cases for 
both populations, prediction ability using only 10 to 50% of the 
markers was much less than when using 100% of the markers. 
For both populations, however, prediction ability plateaued as 
the proportion of markers reached ∼90% of the 4,340 markers in 
the full data set (Fig. 3). The difference in mean prediction ability 

Fig. 2. Validation of genomic prediction for days to anthesis in the DE-G3 and NC-G3 populations grown in DE and NC. For each population, S0 Genomic 
Best Linear Unbiased Predictors (GBLUPs) from GS Model 2 are plotted against S1 Best Linear Unbiased Estimators (BLUEs) for each population grown in 
2020 in DE and NC target locations.

Table 1. Prediction abilities for models using G2-DE and G2-NC as training population and either G3-DE or G3-NC as the testing 
population.

Evaluation site DTA DTS

G2-DE G2-NC G2-DE G2-NC

Evaluation population

G3-DE G3-NC G3-DE G3-NC G3-DE G3-NC G3-DE G3-NC

DE 0.40 0.26 0.30 0.31 0.36 0.29 0.29 0.35
NC 0.38 0.25 0.28 0.30 0.33 0.30 0.26 0.35

G3 S0 BLUPs from each model were validated against S1 BLUEs grown in either DE or NC.
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between 90 and 100% of the full marker set was never greater than 
0.01. These results indicate that prediction abilities are not limited 
by the available number of markers. Curiously, prediction abilities 
for both populations using only 10% of the total markers remained 
greater than r = 0.20. This suggests that the disequilibrium be-
tween markers and causal alleles was sufficiently extensive in 
these populations so that relatively few markers can lead to a sub-
stantial positive prediction ability. Direct estimation of the linkage 
disequilibrium within each chromosome showed that it extends 
over Mbp distances in both populations (Supplementary Figs. 6, 
7 and 8). Although most of the founder linkage disequilibrium 
was reduced during development of the TropicS-G0 base popula-
tion, some large blocks remained in the population (Weldekidan 
et al. 2022). Moreover, the current study was initiated with popula-
tions that had undergone two generations of selection, which is 
also expected to increase linkage disequilibrium.

Genetic distance between training and testing sets was quite 
small, as indicated above by the values of genomic differentiation 

near zero, and as expected for testing sets comprising selfed 
grandchildren (G3 S0:1 families) of individuals in the training set 
(G2 individuals). Therefore, training set composition is not likely 
to be hindering prediction ability substantially. The use of selfed 
families to validate parental GBLUPs could also introduce some 
limits on our prediction ability due to inbreeding depression. 
Self-fertilization typically delays flowering time in maize 
(Flint-Garcia et al. 2009; Li et al. 2018), and variation in inbreeding 
effects on flowering time could introduce additional variation in 
the progenies that does not exist in the parents (Samayoa et al. 
2021). Nevertheless, because variation in inbreeding depression 
for flowering time is relatively low compared to additive genetic 
variation (Samayoa et al. 2021), we speculate that inbreeding de-
pression was unlikely to have strongly affected prediction ability.

The most likely factor limiting prediction ability was the herit-
ability within the training set (see equations (1) and (2)). The gen-
omic selection models were trained on individual plants in 2019, 
whereas the evaluations were conducted on S0:1 families 

Table 2. Variance component (σ̂2) and prediction ability estimates from GS model 2 with additive genetic effects (rA) and GS Model 4 with 
additive and dominance genetic effects (rA+D) based on G2 training data on individual plants grown in summer, 2019 in DE and NC.

Parameter estimate G2-DE G2-NC

DTA DTS Plant height Ear height DTA DTS Plant height Ear height

GS Model 2 with additive genetic effects only
σ̂2

Block 0.4 0.6 26.3 11.2 0.2 1.1 296.4 51.5

σ̂2
A 3.1 5.7 236.5 133.1 2.5 3.7 128.5 81.2

σ̂2
e 6.4 12.4 251.6 159.0 6.3 10.0 285.3 153.9

Prediction ability (rA) 0.40 0.36 0.47 0.50 0.30 0.35 0.42 0.35
GS Model 4 with additive and dominance genetic effects
σ̂2

Block 0.4 0.6 26.4 11.4 0.2 1.1 295.5 51.4
σ̂2

A 3.1 5.7 238.2 130.0 2.5 3.7 126.6 79.3
σ̂2

D 0 0.2 30.2 16.0 0.1 0.4 31.7 15.6
σ̂2

e 6.4 12.2 220.0 144.4 6.3 9.6 255.0 139.3
Prediction ability (rA+D) 0.40 0.36 0.47 0.50 0.30 0.35 0.42 0.35

Traits measured include days to anthesis (DTA), days to silking (DTS), plant height, and ear height.

Fig. 3. Prediction abilities for days to anthesis (DTA) and days to silk (DTS) in the G3-DE and G3-NC populations based on models using random subsets of 
10 to 100% of the full set of markers.
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composed of 50 plants replicated within plots and across two field 
blocks. The heritability for DTA based on the G3-DE family means 
in DE was 0.76, whereas the genomic heritability based on the 
G2-DE grandparental individuals in the training set was 0.47 
(Table 3). Similarly, the heritability for DTA based on G3-NC fam-
ily means was 0.69 in NC, whereas the genomic heritability of the 
G2-NC grandparental training set was 0.46 (Table 3). Heritability 
of family means is expected to be substantially greater than her-
itability of individual plants because the phenotypic variance of 
means is reduced by averaging across the effects of random 
micro-environmental influences in the field. Thus, substantial in-
creases in the genomic prediction ability would require improved 
trait heritabilities in the training set. Unfortunately, this would re-
quire at least one additional mating generation to permit progeny 
testing in replicated trials to increase heritability. This additional 
investment in time for training might be advantageous if the gen-
omic prediction models maintained effectiveness over multiple 
generations of selection before requiring retraining, and if mul-
tiple generations of genomic selection can be executed in the 
off-season.

Genetic gain comparisons for phenotypic vs 
genomic selection
Our results permit comparison of genomic selection conducted in 
a winter nursery to phenotypic selection conducted either in tar-
get environments or an offseason nursery. First, to estimate the 
genetic gain from genomic selection in the offseason nursery, 
we compared the mean flowering times of the lines predicted to 
be in the earliest 5% tail of the population distribution based on 
initial genomic selection models to the mean of the randomly 
sampled lines within each population. This value was compared 
to the mean difference between the population bulk means of 
G3 and G2 (which differ due to a single generation of phenotypic 
selection in the target nurseries). In the DE population, phenotypic 
selection resulted in gains of about −2 d for anthesis and silk 
dates; genomic selection in the offseason nursery achieved rela-
tive gains of about 50 to 60% (Table 4). In the NC population, 
phenotypic selection gains were closer to −1 d and genomic selec-
tion achieved gains of about 100 to 150% relative to phenotypic se-
lection gains (Table 4). Our estimates of the response to genomic 
selection may be biased downward, as the genomic selections 
for extreme tails were based on initial models that did not incorp-
orate the adjustments for field blocks and were implemented in 
much smaller population samples than the phenotypic selections. 
These results suggest that genomic selection in the off-season 
nursery could boost annual gains in selection response by at least 

50%, and likely closer to 100%, thus reducing the time required to 
change the population mean flowering time to an acceptably 
adapted state.

Second, to compare the relative effectiveness of genomic and 
phenotypic selection for earlier flowering in the off-season nur-
sery, we estimated the correlation between the pollination dates 
for G3 individuals recorded in the off-season nursery to flowering 
times of their S0:1 progeny family BLUEs in target temperate envir-
onments (Supplementary Figs. 9 and 10) and compared it to gen-
omic prediction ability. The phenotypic correlations were lower 
by 0.03 to 0.12 than the genomic prediction ability. This is likely 
due to the suppression of flowering time photoperiod response 
and reduced genetic variation that is observed in the tropical off- 
season environment (Teixeira et al. 2015; Choquette et al. 2023). 
The positive phenotypic correlations between off-season and tar-
get location environments observed here may not occur for all off- 
season nurseries. Previous evaluations of this same population 
using the same locations demonstrated that selection for flower-
ing time in the off-season nursery had a very small impact on 
the phenotypic response measured in the DE and NC target envir-
onments (Choquette et al. 2023). Therefore, our specific results 
likely underestimate the relative effectiveness of genomic to 
phenotypic selection in the off-season nursery.

For the current study, genomic selection models were trained 
on individuals evaluated in the target environment where photo-
period sensitivity is induced. These models should select on 
photoperiod sensitivity in addition to early flowering time per se, 
whereas phenotypic selection in off-season nurseries with short 
daylengths acts only on flowering time per se (Teixeira et al. 
2015; Choquette et al. 2023). However, in this population, photo-
period sensitivity was dramatically reduced after the first two 
generations of phenotypic selection in the target environments 
before we trained genomic selection models (Choquette et al. 
2023). It is likely that implementing genomic selection in the off- 
season from the beginning of the adaptation breeding program 
would be more advantageous and lead to relatively greater gains 
in selection for photoperiod sensitivity compared to off-season 
nursery selection. In the off-season nursery, phenotypic selection 
is more effective on shortening the basic vegetative phase rather 
than photoperiod sensitivity. With a better understanding of pre-
diction ability between summer and winter phenotypes, breeders 
could utilize both genomic selection models and assign weights 
accordingly to improve prediction models. Minimally, breeders 
should initially use genomic selection in the off-season nursery 
in addition to direct phenotypic selection in target environments 
when breeding for adaptation of a tropical population to temper-
ate environments.

Table 3. Genomic heritability (h2) estimates for DTA and DTS in 
G2-DE and G2-NC S0 individual plants, and for G3-DE and G3-NC 
S1 lines, and mean reliability (rel) estimates for G3-DE and G3-NC 
S0 individual plants.

DE NC

Generation DTA DTS DTA DTS

h2 G2 S0s 0.47 0.47 0.46 0.39
rel G3 S0s 0.30 0.31 0.31 0.24
h2 G3 S1s 0.76 0.75 0.69 0.77

G2 generations were grown in summer 2019 and heritability estimates 
correspond to individual S0 plants with both phenotype and genotype data. G3 
S0s were grown in winter 2019–202 and mean reliability estimates correspond 
to GBLUPs of individual S0 plants with genotype but no phenotype data. G3 S1s 
were grown in replicated trials in 2020 and heritability estimates correspond to 
S0:1 family means.

Table 4. Estimated gains from phenotypic selection in TropicS G2 
in summer, 2019, and evaluated in summer, 2020 in the same 
locations.

DE NC

DTA DTS DTA DTS

PS -2.3 d -1.9 d -1.2 d -1.4 d
GS -1.2 d -1.1 d -1.7 d -1.6 d
GS/PS 52% 58% 140% 114%

Estimated gains from genomic selection in TropicS G3 in winter, 2019–2020, 
based on prediction models trained on summer 2019 phenotypes and evaluated 
in summer 2020 in the same locations. Genetic gains were measured in days to 
anthesis (DTA) and days to silk (DTS) and as proportions of phenotypic 
selection gains.
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