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Marseille (CRCM), Institut

Paoli-Calmettes, Aix-Marseille

Université U105, Inserm U1068,

CNRS UMR7258, 13009,

Marseille, France

Full list of author information is

available at the end of the article

Abstract

Background: Shallow shotgun metagenomics (SSM) has been recently suggested
as a promising strategy to study human microbiota, providing nearly identical
taxonomic profiles to deep shotgun metagenomics but at a sequencing cost as
low as that of metabarcoding. To help clinical researchers determine whether
shallow sequencing is appropriate for their projects, it is crucial to ascertain the
accuracy of the information it provides, compared to deep sequencing. Here, we
design a mapping-based workflow to build taxonomic profiles from SSM data and
assess its accuracy at varying sequencing depths at both sample and cohort levels
using extensive simulations and several public data sets.

Results: To identify genuinely present species and spuriously identified ones, we
propose a novel data-driven filtering method based on machine learning
techniques that largely outperforms basic filtering strategies based on predefined
thresholds, resulting in reliable taxonomic profiles at different sequencing depths,
ranging from 50K to 10M reads/samples. Up to 90% of species with relative
abundances higher than 4.10−4 were recovered correctly at 500K reads/sample
showing that only information about rare taxa is lost at shallow depths.
Furthermore, our results clearly show that SSM is able to correctly recover
relevant biological signal from the confidently identified taxa, such as differences
between groups of patients and diagnosis-like classification.

Conclusions: This study confirms that SSM is suitable for clinical research on
human gut microbiota. We recommend that researchers should consider moving
from 16S to SSM to limit biases in taxonomic profiles, or moving from deep to
shallow sequencing, when functional analyses are not the main focus, to reduce
costs and be able to include more patients in research projects.

Keywords: microbiota; metagenomics; shotgun metagenomics; shallow shotgun
metagenomics
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Background

High throughput sequencing (HTS) unraveled the quantity, diversity and complexity

of host-microbiota interactions in health and human diseases by allowing culture-

free analyses of microbial ecosystems [1] [2] [3]. Metabarcoding, which consists in

targeted sequencing of a phylogenetic marker (often the 16S rRNA gene for bac-

teria), has been widely used, as it allows to assess the biodiversity within and

between samples, and to obtain an approximate taxonomic identification (most fre-

quently down to the genus level) of the microorganisms present in a sample [4]. Be-

sides, whole genome sequencing (WGS, also referred as shotgun sequencing) allows

deeper taxonomic resolution (down to species, or even strain level) [5] [6], func-

tional profiling (identification and quantification of genes, metabolic pathways) [7],

and de novo assembly of uncultured organism genomes as Metagenome-Assembled

Genomes (MAGs) [8]. Even though it is often claimed that human microbiota re-

search would need to head toward WGS to deeply understand host-microbiota in-

teraction [5] [9] [10] [11], metabarcoding is still widely used, notably because of its

substantially lower sequencing and data processing costs. Indeed, researchers often

favour the number of samples to include many patients and/or have multiple sam-

ples per patient (longitudinal approach), rather than the amount of information per

sample.

Shallow shotgun metagenomics (SSM) have been recently suggested as an alter-

native middle route [12], which is both cost-competitive with metabarcoding and

as informative as deep WGS for taxonomic profiling. Whereas tens of millions of

reads per sample are typically used to characterize human gut microbiota samples

with standard (deep) shotgun sequencing [13] [14], SSM typically deals with fewer

than 1M reads/sample, thus drastically reducing sequencing costs. Previous works

suggest that species level taxonomic profiles obtained by mapping reads on refer-

ence genomes were highly similar to deep WGS, and that the resulting α-diversity

metrics were barely impacted by limiting the sequencing depth to ∼ 500K − 1M

reads/sample [12] [15] [16] [17]. Furthermore, mapping on reference genomes was

more efficient than on a marker genes catalog in the context of SSM [15]. By con-

trast, the depth required for functional analysis depends on the level of granularity

of the analysis: 500K reads/sample may be sufficient to identify KEGG orthology

groups [12], but 3M to 5M reads/sample are necessary to accurately detect genes

and pathways [15] [18], and very deep sequencing up to ∼ 60− 80M reads/sample

is needed to study antimicrobial resistance genes [16] [19]. However, complementary

investigations on the reliability of taxonomic profiles constructed by mapping SSM

reads on a catalog of representative genomes are needed. In particular, as we deal

with critically low sequencing depths, it is essential to retrieve as much information

as possible from each read, including ambiguous reads that map to several genomes,

and to identify genomes present in low abundances. To the best of our knowledge,

previous works used catalogs that did not include MAGs (Metagenome-Assembled

Genomes), limiting resulting profiles to cultured organisms. Huge metagenomic ef-

forts have been made to study the human gut microbiota, allowing to build ex-

haustive catalogs, that gather both cultured and uncultured organisms, expanding

taxonomic resolution for following metagenomic studies [20]. In addition, there is

still limited knowledge about the potential loss of biological signal recovery in clin-

ical metagenomics data sets when switching from deep WGS to SSM.
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In the present study, we aim (i) to build a mapping-based workflow for SSM data

to build accurate taxonomic profiles, that uses state of the art reference genome

database, (ii) to evaluate the effect of sequencing depth on taxonomic profiles and,

and (iii) underlying signal recovery (e.g. stratification of patients into groups) for a

clinical study. To do so, we used extensive simulations and analyzed several publicly

available data sets.

Methods

Data

Simulated data sets.

We retrieved taxonomic profiles of 100 human gut microbiotas from Qin 2014 [21]

through curatedMetagenomicData [22]. The samples have a richness of 98 ± 15

species per sample, and species’ relative abundances range from 5.10−1 down to 10−6

(geometric mean 5.10−4). These profiles were given using the NCBI’s taxonomy and

were converted into UHGG’s taxonomy [20] v1.0 by choosing the UHGG species

with the taxonomic assignation closest to the NCBI one (if several NCBI species

were tied, one was chosen randomly), resulting in profiles with the exact same

complexity, approximately the same phylogenetic composition but including some

uncultured organisms (MAGs). UHGG genomes are clustered into ”species clusters”

(thereafter referred to as species), that share at least 95% of identity on 30% of the

genomes. One representative genome is chosen in each cluster for inclusion in the

mapping catalog. We generated profiles using a randomly selected genome of each

targeted species, in order to mimic the case where the strain we observe is not

the one present in the catalog. For each of the 100 samples, we simulated 10M

paired end reads, using Grinder [23] v0.5.3 (length of 2*125bp, insert size normally

distributed with an average of 500bp and standard deviation of 50 bp without

sequencing error) and subsampled the read sets at 5 M , 1 M , 500 K, 100 K, 50 K

and 10 K reads/sample.

Real data sets.

We used data from 3 clinical studies, for a total ofN = 439 samples covering patients

from several continents and clinical conditions (healthy patients, hepatic diseases

at different stages, cancer patients). Loomba et al. (2017) [24] compared the gut

microbiota of 86 patients suffering from hepatic diseases at different stages (N = 14

fibrosis vs N = 72 NAFLD). Matson et al. (2018) [25] compared, among 39 patients

having metastatic melanomas, those who responded to anti-PD-1 immunotherapy

(N = 15) and those who did not (N = 24). Qin et al. (2014) [21] compared patients

having liver cirrhosis (N = 169) and a group of healthy controls (N = 145), with a

discovery and a validation cohort for both groups. We analyzed these data sets at

full depth and subsampled them to mimic shallow sequencing in the remainder, as

described above.

Bioinformatics pipeline

Reads were pre-processed using trimmomatic [26] v0.39 to remove low quality reads

(with average quality below 30) and reads shorter than 80 nucleotides. For real

data sets, reads were also mapped to the human genome (hg38) to filter out host
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contamination. Remaining reads were then mapped to the UHGG catalog [20] v1.0

using bwa mem [27] v0.7.17 local aligner, with option −h50 to allow up to 50

reported hits. Mapping files were then processed using samtools [28] v1.9 and custom

scripts developed under Python v2.7.13.

Ambiguous reads (i.e. reads that map to several genomes) occur frequently when

mapping reads to a catalog of reference genomes (26% and 42% of the mapped

reads in simulated and real data sets respectively), due to highly conserved genes

and mobile elements notably. Thus, we split mapped reads into unambiguous reads

(i.e. mapping to one genome only), and ambiguous reads. For each genome, we

computed the reads count (RC) and the fraction of the genome covered (FC) by at

least one read, using either all reads or unambiguous reads only (uRC and uFC), as

well as a specificity ratio (SR) defined by the number of unambiguous reads divided

by the total number of reads mapped to this genome (uRC/RC).

In order to estimate the species’ s relative abundances, we first compute the repre-

sentative genomes’ average coverage Cs =
1

ℓs

∑
i ri,s, with ℓs being the length of the

representative genome of species s and ri,s the length of read i that is unambigu-

ously mapped to s. We then obtain the relative abundance by normalizing across

species to sum up to 1: As = Cs∑
j
Cj

. We refine this estimation by reallocating the

ambiguous reads, randomly assigning them to one of their hits with a probability

proportional to As.

Simulations analysis

Direct mapping of short reads on reference genomes produces many false positives

(genomes covered by reads but not present in the sample) that need to be filtered

out. We used simulated profiles, with known composition, to determine the most ef-

ficient way to classify the genomes into true positives (TP) and false positives (FP).

In order to assess methods and compare them to each other, we computed the area

under the receiver operating characteristic (ROC) curve (AUC) for this classifi-

cation task, using evabic R package (https://github.com/abichat/evabic). We

also implemented an automated threshold search, that limits the false discovery

rate (FDR = FP
TP+FP

) to a maximum of 0.1, and compared false negative (FN)

rates at this threshold across methods and sequencing depths.

We first evaluated how genomes’ features (RC, uRC, FC, uFC and SR) can be used

independently to classify the genomes, and then combined them to train classifiers.

We used logistic regression (LR), linear discriminant analysis (LDA) and random

forests (RF), to perform classification, with uRC, uFC, SR and total sequencing

depth as input features. Finally, we used a 4-fold cross validation procedure to

evaluate the performance of these methods and determine suitable thresholds for

each method and sequencing depths.

Real data sets analysis

We analyzed real data sets using (1) RF-based filters fitted on the simulations data

and thresholds that control FDR at each sequencing depth, and (2) a basic filtering

that discards all species with a relative abundance beyond 10−4, FC beyond 10−2 or

uFC beyond 10−4. This filtering is inspired by the one used by Santiago-Rodriguez

et al. [15]. Note that it is a quite permissive threshold due to the low sequencing

depths to which it is applied.

https://github.com/abichat/evabic
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We evaluated α-diversity using species richness and Shannon diversity, and β-

diversity using Jaccard distance and Bray-Curtis dissimilarity index, computed with

the R package phyloseq [29]. In order to assess the impact of sequencing depth on

taxonomic profiles, we evaluated the correlation between subsampled and deep α-

diversity measures using Spearman and Pearson correlation as well as the correlation

between species’ relatives abundances at full and shallower depths. Additionally, we

measured the distance between low depth samples and their full depth counterparts.

Finally, for each data set, we evaluated whether differences between groups of in-

terest were preserved at lower sequencing depths using the following criteria :

• difference in α-diversity between groups, through a Wilcoxon test on the afore-

mentioned metrics,

• structure in the β-diversity matrix, through a PERMANOVA analysis of the

aftermentioned dissimilarity indices,

• biomarker discovery, using a Wilcoxon test with Benjamini-Hochberg correc-

tion to recover differentially abundant species,

• patients’ classification in their groups of interest, using random forests trained

on taxonomic profiles together with species richness and Shannon’s diversity,

and performing an iterative feature selection step as described by Loomba et

al. [24], with 10 repetitions at each step to take into account the variability of

the classification method. For Loomba-2017, we asked authors for patients age

and BMI, and imputed missing values with the mean value of the cohort. For

Qin-2014, we performed one classification with all patients, and another clas-

sification where the discovery cohort was used for training and the validation

cohort for testing.

In order to perform unbiased comparisons of p-values and AUCs across sequencing

depths, we used only samples having at least 10M high quality reads per sample for

Loomba-2017 (N = 77) and Matson-2018 (N = 39) and only 5M reads for Qin-2014

(N = 236) as using the same 10M depth would have reduced the cohort analyzed

down to 172 patients.

Results

A tailored filtering strategy greatly improves species recovery

We first used the 100 simulated metagenomes to design an appropriate pipeline

to build taxonomic profiles from SSM reads mapped on a reference genomes cata-

log. Our raw mapping data from simulations shows that a small number of reads

(8% of unambiguously mapped reads) are mapped to a large number of unexpected

genomes, not part of the original profile used for read simulation. Overall, those

numerous unexpected genomes have a low coverage but result in a great number of

false positives if no filtering is applied (FDR = 0.92). The basic filtering approach,

which discards the rarest and least covered species (see above for details), yields

an overall FNR = 0.44 and FDR = 0.46. The different features available have con-

trasted discriminatory powers as measured by AUC: 0.76 for read counts (RC) and

0.87 for fraction covered (FC). The AUC increases when using only unambiguous

reads: 0.84 for uRC and 0.90 for uFC (see Table 1 for details). We therefore used

the latter two features to build optimized filters. As seen on Figure 1A, a threshold-

ing strategy based on uFC and/or uRC values (corresponding to horizontal and/or
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vertical lines) to discriminate TPs and FPs, would be suboptimal as it would miss

the long tail of genomes with low uRC but comparatively high uFC values. These

observations motivated the development of a data-driven classifier that could lever-

age this pattern. We trained several classifiers (LDA, Logistic regression, Random

forest) using uRC, uFC, SR, as well as sequencing depth as predictors to predict

genomes’ status (present or absent).

We can see in Table 1 that data-driven classifiers largely outperform basic filter-

ing. LDA and LR perform similarly, and yield nearly identical results in training

and testing samples in the cross validation process, highlighting very good gener-

alization capabilities. RF appears to be the best method, yielding a nearly perfect

classification in training sets, and still outperforming others in the testing sets. RF

was thus used in the rest of the work. Table 1 also shows that when choosing a

threshold that limits the FDR at 0.1, data-driven classifiers have a drastically lower

FN rates (∼ 0.3 − 0.4) than the ones obtained with independent thresholding on

each genomes features (∼ 0.6− 0.9).

The FN values are still quite high and may correspond to a subset of species that

are intrinsically difficult to identify. To further investigate this issue and character-

ize the information loss induced by SSM, we plotted the distribution of simulated

relative abundances of species that were absent in profiles with respect to the se-

quencing depth, as seen on Figure 1B, using RF-based filtering. We can clearly see

the inflation of FN when lowering sequencing depth, but we can also notice that,

as expected, the populations that are lost are relatively rare. For instance, at 500K

reads/sample, 90% of species with an abundance greater than 4.10−4 were detected.

In comparison, 90% of the species with an abundance greater than 2.10−4 were de-

tected at 1M reads/sample, and this value was down to 3.10−5 at 5M reads/sample.

While focusing on TPs, we observed that Pearson correlation between simulated

and estimated species relative abundances increases from ρ = 0.81 to ρ = 0.91 if

we add a step of reallocation of ambiguous reads. Therefore, we used profiles after

reallocation of the ambiguous reads for the rest of the work.

Shallow shotgun metagenomics accurately reconstruct taxonomic profiles for abundant

taxa

Applying the RF-based filters on real data sets results in profiles with an aver-

age diversity of 128 ± 66 species per sample at full depth. The diversity gradually

decreases as the sequencing depth decreases, shrinking down to 45 ± 21 at 500K

reads/sample for example (fig 2A). In contrast to the observed species count, the

Shannon diversity index (fig 2B) is much less impacted by sequencing depth, in-

dicating that the species lost at low sequencing depths are mostly rare ones, as

expected. Down to 500K reads per sample, the correlation between full depth and

subsampled Shannon indices remains very high. Distances between subsamples and

their reference, defined as the corresponding sample at full depth, gradually increase

when decreasing the sequencing depth (fig 2C), and show high replicability across

data sets.

In comparison, basic filtering is more permissive, producing profiles with increased

diversities and less affected by reduced sequencing depths (fig 2D, E). Distances to

the reference are also smaller than with RF-based filters (fig 2C,F).
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These results show that taxonomic profiles are not impacted by the sequencing

depth for most abundant species, regardless of the filtering strategy used. For the

rarest species, we can see that reducing sequencing depth gradually decreases the

number of detected species, especially when using a filtering strategy that ensures

few spuriously detected species.

Shallow shotgun metagenomics recover biological signal

Here, we assess the impact of the sequencing depth on biological signal recovery,

i.e. stratification of patients into groups, in three different data sets covering several

diseases and geographical origins. In each study, we track differences in the micro-

biota composition between two groups of patients according to a clinical condition

(see Methods section for details). We aim to see whether the results obtained in

deep shotgun sequencing are preserved when switching to SSM.

As expected from previous results, differences in α-diversity between groups are

maintained using shallow sequencing: p-values were concordant across sequencing

depths (see Fig. 3A), with a strong difference between groups in Qin-2014 data set

at all depths, a slight but not significant difference between groups in Loomba-2017

and no difference between groups in Matson-2018.

PERMANOVA analysis leads to similar results (Fig. 3B), showing that the struc-

ture of the distance matrix between samples is only marginally impacted by reducing

sequencing depths. The p-value between healthy and sick patients in Loomba-2017

slightly increases when reducing the sequencing depth down to 500K but drastically

increases when moving to 100K reads/sample and below, revealing that some key

species for the stratification of patients may be lost at very low sequencing depths.

Moreover biomarkers discovery (Supplementary File 1) shows that the number

of differentially abundant taxa identified in the data sets strongly depends on the

sequencing depth, with abundant biomarkers easier to recover at shallow depths

than rare ones. Indeed, out of the 6 biomarkers identified in Loomba-2017 with

deep sequencing, the 4 markers with a geometrical mean abundance greater than

10−2 were recovered at 500K reads/sample. Similarly, in Qin-2014, out of the 56

biomarkers identified with deep sequencing , the 2 markers with a geometrical mean

abundance greater than 10−2 and 12 of 37 markers with a geometrical mean abun-

dance between 10−2 and 10−3 were recovered at 500K reads/sample. None of the

rares ones, with a geometric mean abundance lesser than 10−3 was recovered in

both datasets. (see supplementary file 2 for details).

Finally, we performed classification of patients using RF on the taxonomic profiles

in Loomba-2017 and Qin-2014 (see Fig. 3C). On Loomba-2017, we observed that,

under 5M reads/sample, AUC gradually decreases as sequencing depth becomes

smaller, due to the loss of some taxa that are crucial for the classification. On

Qin-2014 data set, we could perform a very good classification on both discovery

and validation cohorts even at low sequencing depths, with performance gradually

decreasing under 5M reads/sample.

Results obtained by basic filtering lead to the same conclusion regarding the

impact of the sequencing depth on patients stratification, as shown in supplementary

file 3. In comparison with RF-based filtering, p-values tend to be lower and less

impacted by sequencing depth on Loomba-2017, and AUCs upper. Basic filters
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are more permissive, thus more species are identified, especially rare ones at low

sequencing depths. As seen in the simulations, they also include many spuriously

identified species, but it seems that patients stratification is not widely impacted

by the noise created by those spurious species.

Discussion

Our simulations highlighted the need for an efficient filtering strategy while map-

ping shallow shotgun metagenomic reads against a reference catalog to reconstruct

taxonomic profiles. In order to have reliable results for every sequencing depth,

depth-dependent thresholds were applied. This step is crucial to prevent mislead-

ing interpretations and to provide a trustworthy biological knowledge. Controlling

the false discovery rate (FDR) in taxonomic profiles had the direct consequence

of decreasing the number of identified species, especially at low sequencing depths.

We observed a great benefit of random forest-based filters, and to a lesser extent

of other machine learning-based models tested, in comparison with simple filters

based on species features independently (read counts and fraction covered, consid-

ering all reads and unambiguous reads only), allowing to identify more species and

rarer ones for equivalent FDR. On the three real data sets considered, our analysis

showed that differences between groups of patients observed at full depth were still

recovered at low sequencing depths. Permissive and depth-independent filtering, as

performed in previous works on SSM, allowed a little improvement in structure

recovery compared to our stringent random forest-based filters. Indeed, these struc-

tures were less sensitive to the noise introduced by spuriously identified species in

the profiles using basic filtering, than to the removal of key species induced by our

stringent random forest-based filter. However, for trustfulness and interpretability

of results, downstream analysis should be based on reliably identified taxa even if

it induces a moderate loss of biological signal. Regardless of the filtering strategy,

our analysis shows that SSM is sufficient to recover most of the differences between

groups of patients discovered with deep sequencing, provided that the differences

are not based on rare species.

Our simulations led us to develop stringent filters, especially at low sequencing

depths, resulting in profiles with limited species richness. Other studies reported

a smaller effect on species richness while using similar mapping strategies but less

stringent filters [12] [15]. Unlike other published papers, the catalog we used con-

tained metagenome-based assembled genomes, which are often incomplete and have

contamination. It enables the identification of uncultured organisms but it can con-

tribute to the noise observed in the mapping data, and thus to the need for stringent

filtering.

As it relies on a learning step, the application of machine learning-based filters we

have developed is limited to the training conditions. In our case, usage of random

forest-based models to filter genomes should be limited to ecosystems with a similar

complexity, sequenced with short reads at a depth included in the range used for

the training and mapped to a catalog similar to representative genomes of UHGG

in terms of completeness, intra and inter species diversity. More generally, readers

should keep in mind that shallow shotgun metagenomics can be considered only

for ecosystems for which (nearly) exhaustive reference databases exist, allows to
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assemble neither genes nor genomes, and can only produce coarse-grained functional

analyses.

In addition to our analyses, we provide a pipeline that produces reliable taxo-

nomic profiles at every sequencing depth, as an end-to-end solution for the analysis

of shallow shotgun metagenomics data from human gut microbiota samples (see

Availability of data and materials).

Conclusions

Our results show that (1) one needs to carefully filter taxonomic profiles retrieved

from shallow shotgun metagenomics data to have trustworthy and interpretable

results, (2) resulting taxonomic profiles are valid but limited to the most abun-

dant taxa at low sequencing depths, i.e. taxa with relative abundance greater than

2.10−4 at 1M reads/sample, and greater than 4.10−4 at 500K reads/sample, and

(3) shallow shotgun metagenomics allow a very good recovery of the structure of a

data set, and constitutes a suitable approach to perform diagnosis-like classification

of patients. It can be profitable in many gut microbiota-related clinical research

projects to use shallow shotgun metagenomics. In comparison with metabarcoding,

it allows to identify taxa down to species level and prevent biases related to targeted

amplification. In comparison with deep shotgun sequencing, the information loss at

cohort level is limited, thus it is certainly profitable to reduce the sequencing depth

and favour number of samples to be analyzed to produce trustworthy biological

knowledge.
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figures/figure1.png

Figure 1 Simulations results: (A) Unambiguous fraction covered (uFC) and unambiguous read
counts (uRC) of genomes present in the simulated profiles (TPs, blue points) or absent (FPs, red
points). (B) Distribution of FN species according to their relative abundances in the simulated
profiles, using RF-based filters with a 0.1 FDR on the testing set of cross validation. The dotted
line represents the distribution of all simulated species.

figures/figure2.png

Figure 2 Comparison across sequencing depths for samples from the 3 data sets considered:
richness observed, Shannon diversity and Bray-Curtis distance between subsampled data and
reference (full depth data) using RF-based filtering (A, B and C respectively) and basic filtering
(D, E and F respectively).

figures/figure3.png

Figure 3 Differences between patients groups in different studies: significance of inter-group
difference regarding Shannon diversity index for α-diversity (A), PERMANOVA analysis for
β-diversity (B). AUC corresponding to random forest classification (C) was performed in
Loomba-2017 and Qin-2014, with a split between discovery and validation cohorts in Qin-2014 as
performed on the original paper of this study. Error bars represent standard deviation for 10
repetitions of training process in the classification model.

Tables

Table 1 Classification of mapping hits in present and spuriously identified species: area under ROC
curves and false negative rates when threshold is set to tolerate 0.1 FDR. For machine learning-based
methods, these measures are split into training and testing sets, using a 4-fold cross validation.

method
AUC FN rate at threshold

training testing training testing
uRC 0.844 0.916

uFC 0.904 0.655

LDA 0.947± 0.001 0.947± 0.002 0.415± 0.002 0.416± 0.010

Logistic regression 0.958± 0.001 0.958± 0.002 0.388± 0.003 0.389± 0.013

Random forest 0.999± 0.0001 0.969± 0.003 0.037± 0.001 0.292± 0.008
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Figure 1

Simulations results: (A) Unambiguous fraction covered (uFC) and unambiguous read counts (uRC) of
genomes present in the simulated pro les (TPs, blue points) or absent (FPs, red points). (B) Distribution of
FN species according to their relative abundances in the simulated pro les, using RF-based lters with a 0:1
FDR on the testing set of cross validation. The dotted line represents the distribution of all simulated
species.



Figure 2

Comparison across sequencing depths for samples from the 3 data sets considered:

richness observed, Shannon diversity and Bray-Curtis distance between subsampled data and reference
(full depth data) using RF-based ltering (A, B and C respectively) and basic �ltering (D, E and F
respectively).
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Differences between patients groups in different studies: signi� cance of inter-group difference regarding
Shannon diversity index for -diversity (A), PERMANOVA analysis for -diversity (B). AUC corresponding to
random forest classi cation (C) was performed in Loomba-2017 and Qin-2014, with a split between
discovery and validation cohorts in Qin-2014 as performed on the original paper of this study. Error bars
represent standard deviation for 10 repetitions of training process in the classi cation model.

Supplementary Files

This is a list of supplementary �les associated with this preprint. Click to download.

additional�le1.xlsx

additional�le2.png

additional�le3.png

listofadditional�les.pdf

https://assets.researchsquare.com/files/rs-1306026/v1/5b9b6ddc6a9bba1387a2632c.xlsx
https://assets.researchsquare.com/files/rs-1306026/v1/a322f415860c8b27ec3f2454.png
https://assets.researchsquare.com/files/rs-1306026/v1/db73db34bd2e7d00fd22ded3.png
https://assets.researchsquare.com/files/rs-1306026/v1/30bd10ac1318e63d9bd474ed.pdf

	Abstract

