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Highlights

• The sterile insect technique allows pest control if not eradication.

• Pest control is possible even with residual fertility.

• Fitness costs of fertile released males matter.

Abstract

The Sterile Insect Technique (SIT) is a biological control technique based on mass-rearing, radiation-
based sterilization that can induce fitness costs, and releases of the pest species targeted for popula-
tion control. Sterile matings, between females and sterilized males, can reduce the overall population
growth rate and cause a fall in population density. However, a proportion of irradiated males may
escape sterilization, which is termed residual fertility. Our aim in this paper is to study the impact
of residual fertility on pest control, by a modeling approach.

We modeled the pest population dynamics with three generic differential equations representing
sterilized males, wild males and wild females. We explored the impact of residual fertility, associated
or not with fitness costs, on pest control possibilities as compared to a situation in which male
sterilization is flawless. We carried out a detailed mathematical analysis of the model dynamics
through the computation of its equilibria and their stability. Bifurcation analyses were performed
with parameters calibrated on the Mediterranean fruit fly Ceratitis capitata.

We showed that when residual fertility is below a threshold value, wild populations can be driven
to extinction by flooding the landscape with sterilized males. This threshold is higher when residual
fertility is associated with fitness costs. Too high a level of residual fertility makes SIT less effective
and hinders population eradication. Nevertheless, substantial decreases in outbreak levels can still
be achieved for much larger residual fertility rates.
Keywords: Modeling, Biological control, Ceratitis capitata, Bifurcation analysis, Ordinary differen-
tial equations, Stability analysis

1 Introduction1

The Sterile Insect Technique (SIT) consists in releasing sterile males in order to decrease the number2

of offspring in the next generation (Dyck et al., 2021). The insects of the targeted species are mass-3

produced, sexed (when possible) and then sterilized before being massively released in the environment.4

These releases dilute the population of wild males, thus the females are more likely to meet and mate5

with a sterile male. These matings do not produce offspring and therefore reduce the population size in6

the next generation.7

The Sterile Insect Technique has been developed to eradicate several pests threatening human health8

and agriculture. Many SIT projects aim at eradicating different species of mosquitoes, vectors of numerous9

human diseases (Benedict, 2021). In the agricultural context, SIT has been used to eradicate the melon fly,10

Bactrocera cucurbitae, in Hawaii and the New World screw-worm fly, Cochliomyia hominivorax, in several11

places, in particular Curaçao and Mexico (Oliva et al., 2022). Since its conception in the 1930s-1940s12
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by Knipling (1955), Bushland (Melvin and Bushland, 1936) and Serebrovsky (1940), SIT has developed13

rapidly and been integrated into operational area-wide integrated pest management (AW-IPM) programs14

(Klassen et al., 2021). The range of action of the technique extends from the plot to the regional scale,15

to eliminate certain insects from vast territories or prevent colonization by new exotic species (Klassen16

and Vreysen, 2021). SIT is often associated with insect eradication programs, especially in a human17

epidemiological context where the objective is to eliminate the disease. However, in agriculture, instead18

of targeting pest eradication, the objective is to reduce pest density in order to control its economic19

impact.20

With regard to the Mediterranean fruit fly Ceratitis capitata, a polyphagous dipterous insect that21

infects many fruit crops (Robinson and Hooper, 1989), SIT is an efficient alternative to chemical pesticides22

(Dunn and Follett, 2017). When mated with sterile males, females lay non-viable eggs in the fruits, thus23

reducing damages and increasing crop yields. This technique has been successfully deployed in several24

countries. Mexico and Guatemala developed the Moscamed program in 1975, joined in 1977 by the25

United States, to prevent the northward spread of C. capitata that was progressing in Central America26

(Enkerlin et al., 2017). In 1986, the medfly was eradicated in northern Guatemala and Mexico. This27

success was explained by the release of billions of sterile insects on hundreds of thousands of hectares, and28

this for decades to avoid re-infestation. Spain has been using SIT since the 1990s (Sancho et al., 2021).29

In France, CeraTIS-Corse is the first SIT project in an agricultural context implemented in Corsica, a30

French island in the Mediterranean Sea, where fruit growing is an important economic resource (Odarc,31

2022).32

In such programs, the deployment of SIT includes several major steps: mass production of insects,33

sexing (with C. capitata, sexing can be effectively achieved thanks to a special strain (Caceres, 2002)),34

sterilization and finally release of sterile insects into the environment. Sterilization is a crucial step,35

usually carried out through the irradiation of insect pupae with gamma rays. In many insect groups,36

such irradiations not only sterilize the insects, but also lead to a decrease in competitiveness (Dyck et al.,37

2005). Indeed, it can damage many physiological processes leading to a reduction in survival, flight38

capacity and to the development of malformations (Guerfali et al., 2011). At best, it is then necessary39

to release an even greater number of sterile insects to ensure the effectiveness of the technique (Robinson40

et al., 2002). At worst, the sterile insects fail to attract and mate with wild insects, which makes the41

releases useless, especially for species such as C. capitata, in which females choose males to mate (Arita42

and Kaneshiro, 1985). However, the timing of irradiation can be adjusted to preserve sterilized insect43

competitiveness (Hooper, 1971). Indeed, insects are usually less damaged when irradiation is performed44

shortly after adult emergence (Estal et al., 1986), but the logistic of irradiating and deploying adult flies45

is difficult to implement. Therefore, insects are usually irradiated at pupal stage. The irradiation dose46

must be as low as possible to maintain the competitiveness of sterile individuals, while maintaining the47

sterilization efficiency (Parker and Mehta, 2007). If the insects receive too low a dose, a significant part48

of them may escape sterilization. This leads to the release of fertile individuals into the environment49

that can be extremely damaging, as they increase the reproductive potential of the wild population and50

reduce the rate at which the population is suppressed (Dyck et al., 2005). This proportion of non-sterile51

insects released is called residual fertility. The recommended sterility percentage for a SIT program is52

over 99.5% (FAO/IAEA/USDA, 2003). A dose inducing 100% sterility is rarely used due to the excessive53

damage it causes to insects (Robinson, 2005; Bakri and Mehta, 2005).54

A main challenge is hence to determine how low the residual fertility rate should be to ensure pest55

control is achievable in the field. The question is thus to predict the residual fertility threshold, i.e. the56

maximal proportion of fertile irradiated males that can be accepted without threatening SIT effectiveness.57

Modeling represents an essential and efficient tool to tackle this issue. Indeed, modeling can guide field58

deployment, which is costly and time-consuming. Models of SIT have been developed for many years59

(Knipling, 1955; Dyck et al., 2021), but only a few models focusing on C. capitata have been implemented60

(Carey, 1982; Messoussi et al., 2007; Manoukis and Hoffman, 2014), and very few modeling studies61

have looked at residual fertility. Klassen and Creech (1971) constructed a numerical model in which62

a proportion of the released males remained fertile. They modified the model developed by Knipling63

(1955) and concluded that if the proportion of fertile males in the release is greater than the inverse of64

the population growth rate, the population can no longer be controlled by sterile releases. In another65

approach, Aronna and Dumont (2020) showed that SIT can only be successful if the residual fertility is66

below 1/R where R is the basic reproduction number in relation to the reproductive potential of the pest67

population. The success of SIT is expressed as the theoretical possibility of eradicating the population68

by evaluating if the pest-free equilibrium is stable. This model was applied to two pest species: Aedes69

albopictus and Bactrocera dorsalis. A recent study focusing on Ceratitis capitata and examining the70
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Figure 1: Flow diagram of the population dynamics model (1). The compartments (and color code)
correspond to sterilized males S (pink), wild females F (blue) and wild males M (green). Solid arrows
correspond to flows, dotted arrows to activating (round tip) or inhibiting effects (bar tip). Irradiated
males are released at rate σ. Among these males, a proportion δ (orange) or ϵ (purple) may remain fertile,
without or with associated fitness costs, respectively. Reproduction is represented by the emergence rate
r, the proportion of males among offspring p, and the proportion of successful matings X. The latter
increases with the density of wild males and fertile irradiated males (ϵS), but decreases with the density
of sterile males. Competition among females C(F ) reduces the emergence rate. Finally, all compartments
are affected by specific mortality rates µ.

impact of residual fertility and female re-mating, confirmed the threshold found in Aronna and Dumont71

(2020) for achieving population elimination (Dumont and Oliva, 2023).72

In this work, we built a generic population dynamics model of SIT with sterilized males S, wild females73

F and wild males M compartments, from which we derived a sub-model without residual fertility and two74

concurrent sub-models, both incorporating residual fertiliy but with or without fitness costs associated to75

irradiation. In order to determine whether SIT is effective or not, bifurcation analyses were carried out76

to study the population control capacities associated with each sub-model. Numerical simulations were77

performed with parameter values specific to C. capitata to best account for the biology of the species.78

In section 2, the general model and the residual fertility sub-models are presented. The general79

model is studied to determine its equilibria, their stabilities and the associated bifurcations. Section 3 is80

dedicated to the study of the residual fertility sub-models, calibrated with C. capitata parameter values,81

highlighting the impact of residual fertility and fitness costs. Finally, in section 4, we summarize and82

discuss the main results obtained.83

2 Model84

2.1 Model description85

2.1.1 General model86

The model represents the population dynamics of the following three compartments: sterilized males S,87

wild females F and wild males M (Fig. 1). It is defined as follows:88





Ṡ = −µSS + (1− δ)σ,

Ḟ = −µFF + r(1− p)X(S,M, ϵ)C(F )F,

Ṁ = −µMM + rpX(S,M, ϵ)C(F )F + δσ.

(1)

with the dot representing time derivative.89

The dynamics of sterilized males S are affected by their mortality µS and the release rate σ. Among90

σ releases, only a proportion (1 − δ) of genuinely sterilized males is added to the compartment. The91

dynamics of wild females F are affected by their mortality µF and the emergence of new females. The92

latter is determined by the product of the emergence rate r, the proportion of females among the offspring93

(1− p), the proportion of successful matings X(S,M, ϵ), as well as the competition between females for94

oviposition C(F ), all of it multiplied by the number of females engaged in reproduction F . Finally, the95

dynamics of wild males M are affected by their mortality µM , the emergence of new males, which is96
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identical to that of females up to the proportion of male offspring (complementary to that of female97

offspring) and a proportion of released males. Indeed, we assumed that the proportion δ of males among98

σ releases, that have been irradiated but remain fertile, directly contributes to the wild male population.99

We considered that wild individuals have a lower mortality rate than sterilized ones: µM ≤ µS . Hence,100

fitness costs are expressed both in higher mortality and lower attractiveness.101

We assumed that the proportion of successful matings X(S,M, ϵ) depends on both the density of102

fertile males and the density of attractive males. Fertile males correspond to wild males and a proportion103

ϵ of irradiated males. Attractive males correspond to wild and irradiated males, with a potential decrease104

in attractiveness linked to the η parameter for irradiated males. This corresponds to the biological105

characteristics of the species C. capitata, whose males aggregate and form leks in order to attract females106

for mating (Prokopy and Hendrichs, 1979). Thus, attractive males must be numerous enough to attract107

females. By being numerous and attractive, effectively sterilized males can cause a strong dilution effect,108

drastically reducing the number of successful matings. These biological hypotheses on the proportion of109

successful matings can be summarized as follows:110

• 0 ≤ X(S,M, ϵ) ≤ 1111

• X(0, 0, ϵ) = 0112

• X(S,M, ϵ) is increasing in M , concave in M and such that lim
M→+∞

X(S,M, ϵ) = 1113

The first point signifies that X is a proportion, the second one that in the absence of males, no repro-114

duction can take place, and the third one that the more wild males there are, the more reproduction115

succeeds. As an example, the proportion of successful matings can be expressed as the following function:116

X(S,M, ϵ) =
M + ϵηS

k +M + ηS
. (2)

where k > 0 is a constant representing the cost of being too few males and η represents the attractiveness117

of sterilized males. Non-zero k accounts for reduced mating at small male density linked to the associated118

difficulty of forming leks for C. capitata. In addition, we hypothesized that irradiated males suffer from119

a lack of attractiveness η ∈ [0, 1].120

The competition function C(F ) is a non-negative decreasing function. This feature corresponds to121

the competition among C. capitata females for oviposition (access to egg-laying sites) and thus affects the122

emergence rate (Papadopoulos et al., 2009). Possible forms for C(F ) include: 1
1+βF which is a Beverton123

and Holt-like function, e−βF which is a Ricker-like function and 1− F
K which is a logistic-like competition124

function, where β represents the competition strength and K the biotic capacity (Hastings and Gross,125

2012). All these functions have the following characteristics:126

• C(0) = 1 and C(F ) is a decreasing function127

• 1/C(F ) is convex128

Among such functions, we will focus on the following explicit form:129

C(F ) =
1

1 + βF
. (3)

where β represents the competition strength among females. In the model, in all cases 1/C(F ) is strictly130

convex or X(S,M, ϵ) is strictly concave in M , or both.131

To determine the general model equilibria and their stability in sections 2.2.1 to 2.2.3, we considered132

X(S,M, ϵ) and C(F ) satisfying the above hypotheses. For the residual fertility sub-models in section 2.1.2133

and the bifurcation analysis in section 2.2.4, we chose X and C as in (2) and (3) respectively.134

2.1.2 Residual fertility sub-models135

In order to study the impact of residual fertility, i.e. the proportion of non-sterile irradiated males136

released, associated or not with fitness costs, we considered three cases extracted from general model (1).137

Firstly, the case where δ = ϵ = 0 corresponds to a basic situation with no residual fertility. The138

explicit form of this sub-model called “Perfect sterilization” is as follows:139
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



Ṡ = −µSS + σ,

Ḟ = −µFF + r(1− p)
M

k +M + ηS

1

1 + βF
F,

Ṁ = −µMM + rp
M

k +M + ηS

1

1 + βF
F.

(4)

Secondly, we considered the existence of residual fertility without associated fitness costs. The fertile140

irradiated males are considered as fit as wild males in terms of attractiveness and survival, and are141

therefore introduced in the M compartment of the model. This case corresponds to ϵ = 0 and 0 < δ < 1.142

The explicit form of this sub-model called “Cost-free residual fertility” is:143





Ṡ = −µSS + (1− δ)σ,

Ḟ = −µFF + r(1− p)
M

k +M + ηS

1

1 + βF
F,

Ṁ = −µMM + rp
M

k +M + ηS

1

1 + βF
F + δσ.

(5)

And thirdly, we considered the existence of residual fertility with associated fitness costs. All irra-144

diated males, even if they are fertile, suffer from a lack of competitiveness (i.e. attractiveness) which is145

represented by parameter η in the mating function, and have a higher mortality rate compared to wild146

males. Therefore, fertile irradiated males remain in the S compartment. This case corresponds to δ = 0147

and 0 < ϵ < 1. The explicit form of this sub-model called “Costly residual fertility” is:148





Ṡ = −µSS + σ,

Ḟ = −µFF + r(1− p)
M + ϵηS

k +M + ηS

1

1 + βF
F,

Ṁ = −µMM + rp
M + ϵηS

k +M + ηS

1

1 + βF
F.

(6)

These three sub-models: “Perfect sterilization” (4), “Cost-free residual fertility” (5) and “Costly149

residual fertility” (6), correspond to an increasing gradient of biological realism.150

2.2 Model analysis151

In this section, we carry out an equilibrium search and stability study on the general model (1), as the152

analyses on the three sub-models detailed in 2.1.2 are similar.153

Under the above mentioned hypotheses the model (1) is biologically well-posed: S, F and M remain154

non-negative for positive time if their initial conditions are non-negative. The Ṡ equation is actually155

decoupled from the other two, and we assumed that S reaches its equilibrium S∗ = (1−δ)σ
µS

very fast.156

Thus, we only considered the (F,M) subsystem. For readability reasons, we rewrite X(S∗,M, ϵ) as157

X(M).158

2.2.1 Reproduction numbers159

From the second equation of the general model (1) with σ = 0, we have:160

Ḟ
F = −µF + r(1− p)X(M)C(F ),

≤ −µF + r(1− p) supM (X(M))C(0),

≤ −µF + r(1− p).

This inequation is used to introduce the maximal reproduction number for females:161

RF =
r(1− p)

µF
. (7)

RF is the average number of females produced by a female during its lifetime when males M are not162

limiting and female competition is neglected. A necessary condition for the female population to not go163

extinct is that RF be greater than 1.164
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From the third equation of (1), we have:165

Ṁ
M = −µM + rpX(M)

M C(F )F,

≤ −µM + rpX ′(0) supF≥0(C(F )F ),

because X(M) is concave in M . This inequation allows to introduce the maximal reproduction number
for males:

RM =
rpX ′(0) supF≥0(C(F )F )

µM
.

With the explicit expressions of X(M) (2) and C(F ) (3), we get:166

RM =
rp

βkµM
. (8)

RM is the average number of males produced by a male during its lifetime for the optimal number of167

females in the population maximizing C(F )F . A necessary condition for the male population to not go168

extinct is that RM be greater than 1.169

2.2.2 Equilibria170

For the (F,M) subsystem at S = S∗, equilibria of system (1) are the solutions of the following equations:171

{
F (−µF + r(1− p)X(M)C(F )) = 0,

−µMM + rpX(M)C(F )F + δσ = 0.
(9)

Population densities at equilibrium hence verify F ∗ = 0 or X(M∗)C(F ∗) = µF

r(1−p) = 1
RF

from the first172

equation of (9).173

Pest-free equilibrium We easily deduce the pest-free equilibrium (F ∗,M∗) = (0, δσ
µM

). When δ = 0 it174

is a true pest-free equilibrium of the form (0, 0), whereas when δ > 0 the male compartment is maintained175

by non-sterile males within the releases.176

Infestation equilibria The other equilibria must satisfy:177

X(M)C(F ) =
µF

r(1− p)
=

1

RF
. (10)

Injecting (10) into the second equation of (9), we obtain:178

M(F ) =
pµF

(1− p)µM
F +

δσ

µM
. (11)

Replacing M in (10) by its value in (11), we get an equation that only depends on the female density:179

X(M(F ))C(F ) =
1

RF
. (12)

As X(M(F )) is concave and 1/C(F ) is convex, this equation has 2, 1 or no solutions (Appendix A). We180

note G(F ) = X(M(F ))C(F ) and detail these different cases below.181

(i) If G(0) < 1
RF

and max(G(F )) > 1
RF

(Fig. 2A) there are two solutions F ∗
2 > F ∗

1 > 0, such that182

dG
dF (F ∗

1 ) > 0 and dG
dF (F ∗

2 ) < 0. We then have two infestation equilibria (F ∗
1 ,M

∗
1 ) and (F ∗

2 ,M
∗
2 ).183

(ii) If G(0) > 1
RF

(Fig. 2B) there is only one solution, at which dG
dF < 0. This solution is named F ∗

2184

and corresponds to the infestation equilibrium (F ∗
2 ,M

∗
2 ).185

In the perfect sterilization case corresponding to model (4): X(M(0)) = X(0) = 0, so G(0) = 0186

and this second situation cannot happen.187

(iii) If G(F ) < 1
RF

, ∀F > 0, there is no solution, so there is no infestation equilibrium.188
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Figure 2: Female density values at the infestation equilibria of model (1). They correspond to the
intersections of function G(F ) (in black), and the horizontal dotted line 1/RF (in grey). The two
simulated cases correspond to different parameter values. Case A: when G(0) < 1

RF
and max(G(F )) >

1
RF

, there are two infestation equilibria F ∗
1 and F ∗

2 . Case B: when G(0) > 1
RF

, there is only one infestation
equilibrium F ∗

2 .

2.2.3 Local stability of equilibria189

We consider the Jacobian matrix of the (F,M) subsystem at S = S∗ of general model (1):190

J(F,M) =

(
−µF + r(1− p)X(M)(C ′(F )F + C(F )) r(1− p)C(F )X ′(M)F

rpX(M)(C ′(F )F + C(F )) −µM + rpC(F )X ′(M)F

)

Pest-free equilibrium At the pest-free equilibrium (0, δσ
µM

) = (0,M(0)):191

J(0,M(0)) =

(
−µF + r(1− p)X(M(0)) 0

rpX(M(0)) −µM

)

So (0,M(0)) is locally asymptotically stable if X(M(0)) < 1
RF

, i.e. G(0) < 1
RF

. This corresponds to192

cases (i) and (iii) above: there are no infestation equilibria or two infestation equilibria.193

Infestation equilibria At the positive equilibria (F ∗,M∗), the Jacobian is:194

J(F∗,M∗) =

(
−µF + r(1− p)X(M∗)(C ′(F ∗)F ∗ + C(F ∗)) r(1− p)C(F ∗)X ′(M∗)F ∗

rpX(M∗)(C ′(F ∗)F ∗ + C(F ∗)) −µM + rpC(F ∗)X ′(M∗)F ∗

)

The nullcline r(1− p)X(M)C(F ) = µF from system (9) allows us to simplify the matrix, as follows:195

J(F∗,M∗) =

(
r(1− p)X(M∗)C ′(F ∗)F ∗ r(1− p)C(F ∗)X ′(M∗)F ∗

rpX(M∗)(C ′(F ∗)F ∗ + C(F ∗)) −µM + rpC(F ∗)X ′(M∗)F ∗

)

To determine the stability of the positive equilibria, we compute the trace and the determinant of this196

matrix.197

For the trace, the other nullcline rpX(M)C(F )F + δσ = µMM from system (9), allows us to obtain:198

J(F∗,M∗) =

(
r(1− p)X(M∗)C ′(F ∗)F ∗ r(1− p)C(F ∗)X ′(M∗)F ∗

rpX(M∗)(C ′(F ∗)F ∗ + C(F ∗)) − rpX(M∗)C(F∗)F∗+δσ
M∗ + rpC(F ∗)X ′(M∗)F ∗

)

The computation of the trace yields:199

Tr
(
J(F∗,M∗)

)
= r(1− p)X(M∗)C ′(F ∗)F ∗ − δσ

M∗ + rpC(F ∗)F ∗
(
X ′(M∗)− X(M∗)

M∗

)

The first two terms are negative since C(F ) is decreasing. Furthermore, as X(M) is concave, the last200

term is nonpositive. Indeed:201

X(M∗) = X(0) +

∫ M∗

0

X ′(M)dM ≥
∫ M∗

0

X ′(M∗)dM = M∗X ′(M∗)

7



since X(0) ≥ 0 and X ′(M) ≥ X ′(M∗), for all M ≤ M∗. Therefore, the trace is negative.202

Regarding the determinant, we get (Appendix B):203

Det(J(F∗,M∗)) = −r(1− p)µMF ∗ · dG
dF

(F ∗)

Therefore the sign of the slope of G(F ) at equilibrium determines the stability.204

Exploiting the properties of F ∗
1 and F ∗

2 defined in cases (i) and (ii), we conclude that the infestation205

equilibrium (F ∗
1 ,M

∗
1 ) is unstable and (F ∗

2 ,M
∗
2 ) is asymptotically stable.206

Summary: equilibria and local stability207

(i) IfG(0) < 1
RF

and max(G(F )) > 1
RF

, there are three equilibria: the infestation equilibrium (F ∗
1 ,M

∗
1 )208

is unstable, while the pest-free equilibrium (0,M(0)) and the other infestation equilibrium (F ∗
2 ,M

∗
2 )209

are asymptotically stable.210

(ii) If G(0) > 1
RF

, there are two equilibria: the pest-free equilibrium (0,M(0)) is unstable and the211

unique infestation equilibrium (F ∗
2 ,M

∗
2 ) is asymptotically stable. This situation cannot occur for212

the perfect sterilization sub-model (4).213

(iii) If G(F ) < 1
RF

for all F ≥ 0, there is only one equilibrium, the pest-free equilibrium (0,M(0)),214

which is asymptotically stable.215

2.2.4 Bifurcation diagram216

The aim of this section is to determine the effect of the release rate of irradiated males σ on the long-217

term population dynamics. A convenient way to address this issue is to compute a bifurcation diagram.218

In an agricultural context, it is important to focus on the population dynamics of females, as they are219

the ones which cause agricultural damages. So, we chose to represent the bifurcation diagram linking220

the density of females F ∗ to the release rate σ. An expression of σ as a function of F ∗ was deduced221

from equations (10) and (12), taking explicit expressions for X(S,M, ϵ) (2) and C(F ) (3) described in222

section 2.1.1. Detailed calculations can be found in Appendix C. Thus σ(F ∗) can be expressed as follows223

for the general model (1):224

σ(F ∗) =

βpµF

(1−p)µM
(F ∗)2 +

(
pµF (1−RF )
(1−p)µM

+ βk
)
F ∗ + k

RF δ
µM

+ RF ϵη(1−δ)
µS

−
(

δ
µM

+ η(1−δ)
µS

)
−
(

δ
µM

+ η(1−δ)
µS

)
βF ∗

(13)

The bifurcation diagram corresponds to the locus of the points (σ(F ∗), F ∗) (Fig. 3). The effect of the225

residual fertility can be estimated according to how parameter δ or ϵ affect the shape of this bifurcation226

diagram. We proceeded in two stages to study σ(F ∗): firstly, the numerator, then the denominator.227

σ(F ∗) numerator The numerator is a second degree polynomial in F ∗ that does not depend on δ228

and ϵ. The roots of the numerator (F ∗
A and F ∗

B) then always represent the F ∗ equilibria for σ = 0,229

independently of δ and ϵ, illustrated by crosses in Fig. 3. The roots were determined classically after230

calculating the discriminant. We show in Appendix D that the discriminant is positive and both roots are231

positive when (D.20) holds ; a sufficient condition for this is that the harmonic mean of the reproduction232

number of females and males is greater than 4:233

H(RM ,RF ) > 4.

It is a stronger condition than RM > 1 and RF > 1, that were identified as necessary conditions to avoid234

extinction of male and female populations. For this bifurcation study, we assume that this condition235

holds. The numerator is hence negative between F ∗
A and F ∗

B , positive outside.236

σ(F ∗) denominator The denominator of (13) can cancel out which leads to the existence of an asymp-237

tote and several shapes for the σ bifurcation diagram. The denominator equals zero for values of F ∗,238

named F ∗
−, such that:239

F ∗
−(δ, ϵ) =

1

β

(RF δµS + µMRF ϵη(1− δ)

δµS + µMη(1− δ)
− 1

)
(14)
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It can be easily shown that F ∗
− is increasing in δ and ϵ. Without residual fertility (ϵ = 0 or δ = 0), F ∗

− is240

negative and smaller than F ∗
A. When all released males are fertile (ϵ = 1 or δ = 1), F ∗

− goes up to RF−1
β ,241

which is larger than F ∗
A + F ∗

B (D.21). Therefore, when the residual fertility (ϵ or δ) is large enough, F ∗
−242

is larger than F ∗
A and F ∗

B . The denominator is negative above the asymptote.243

Bifurcation diagram shape A bifurcation diagram of F ∗ as a function of the release rate σ is deter-244

mined for fixed residual fertility rates. The shape of the bifurcation diagram depends on the value of the245

asymptote F ∗
−, and in particular its position in relation to the two roots F ∗

A and F ∗
B of the numerator246

of (13). The stability of the different branches is deduced from section 2.2.3: when there are two infes-247

tation equilibria, the smaller is always unstable and the larger stable; when there is only one infestation248

equilibrium, it is always stable (Fig. 3). The asymptotic behavior of the model is therefore extremely249

dependent on both the release rate and the residual fertility of released individuals (Fig. 4).250

In the perfect sterilization case, when δ = ϵ = 0 (sub-model (4)), F ∗
−(0, 0) = −1/β, the denominator251

of (13) is always negative, and the bifurcation diagrams generated has no non-negative asymptote. The252

sign of σ(F ∗) is the opposite of the sign of the numerator of (13) ; it is therefore positive for F ∗ between F ∗
A253

and F ∗
B and negative elsewhere. A similar reasoning applies for low residual fertility rates. It corresponds254

to shape A′ in Fig. 3. With regard to stability, as the release rate σ increases, a zone of bistability255

precedes a zone where only the pest-free equilibrium is stable (Fig. 4).256

As δ or ϵ increases so does F ∗
−(δ, ϵ), which eventually becomes positive and smaller than F ∗

A; the257

denominator of (13) is then negative between F ∗ = 0 and F ∗
−, as is the numerator. A second positive258

branch of σ(F ∗) thus appears between F ∗ = 0 and F ∗
−, which converges from below towards a horizontal259

asymptote in F ∗
−. σ(F ∗) remains positive between F ∗

A and F ∗
B . It corresponds to shape B′ in Fig. 3.260

With regard to stability, as the release rate σ increases, three zones follow one another: a bistability261

zone, a zone where only the pest-free equilibrium is stable, and finally a zone where only the infestation262

equilibrium is stable (Fig. 4).263

While δ or ϵ increases further, F ∗
− gets larger than F ∗

A which causes a drastic change in the bifur-264

cation diagram. There are positive branches below F ∗
A and between F ∗

− and F ∗
B where the numerator265

and denominator of (13) have the same sign, with now convergence to the asymptote from above. It266

corresponds to shape C ′ in Fig. 3. With regard to stability, as the release rate σ increases, a zone of267

bistability precedes a zone where only the infestation equilibrium is stable (Fig. 4).268

Finally, when δ or ϵ increases even further, F ∗
− gets larger than F ∗

B . The positive upper branch269

increases now from F ∗
B and converges to F ∗

− from below. It corresponds to shape D′ in Fig .3. With270

regard to stability, as the release rate σ increases, a zone of bistability precedes a zone where only the271

infestation equilibrium is stable (Fig. 4). This infestation equilibrium is characterized by an increase in272

female density as compared with a situation without releases.273

It is possible to summarise the different dynamics occurring when both a component of residual274

fertility (ϵ or σ) and the release rate σ vary. This co-dimension 2 bifurcation diagram is sketched in275

Fig. 4.276

3 Application to Ceratitis capitata277

In this section, results focus on the analysis and comparison of the residual fertility sub-models presented278

in section 2.1.2. The parameter values used to perform the simulations were taken from the published279

literature and are listed in Table 1. Data and calculations related to the mortality rates, emergence rate280

and oviposition competition coefficient are detailed in Appendix E.281
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Figure 3: Qualitative σ-bifurcation diagram for sub-models with cost-free residual fertility (5) or costly
residual fertility (6). The diagram, representing the density of females F ∗ as a function of the release
rate σ, has four different shapes (A′, B′, C ′ and D′) corresponding to increasing values of the residual
fertility rate (δ or ϵ from 0 to 1). For sub-model with perfect sterilization (4), only shape A′ applies.
Stable equilibria are represented by solid lines, and unstable by dashed lines. The red line corresponds
to asymptote F ∗

− (14) and the crosses to the roots of the numerator of σ(F ∗) (13). These shapes do not
reproduce parameter values, but are sketched manually for understanding purposes.

Figure 4: Stability zones as a function of the residual fertility rate δ or ϵ and the release rate σ. Three
zones are defined by the black curve: the bistability zone, both the pest-free and the infestation equilibria
are stable; in the other zones, only one of the two is stable. The colored areas are associated with the
different shapes of bifurcation diagrams depicted in Fig. 3. The graphic was hand-drawn.
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Table 1: Model parameters.

Parameters Descriptions Values & [Range] Units

µF Female mortality rate1,6 0.050 [0.018 - 0.083] day−1

µM Male mortality rate1,6 0.036 [0.014 - 0.057] day−1

µS Sterilized male mortality rate2,6 0.057 [0.037 - 0.077] day−1

p Sex ratio3 0.500 [0.450 - 0.550] -
r Emergence rate4,6 23.7 [19.2 - 28.5] day−1

k Mating half-saturation constant5 1 [0.01 - 100] ind.ha−1

1− η Sterilization cost5 0.8 [0 - 1] -
β Oviposition competition between females6 0.24 [0.18 - 0.30] (ind.ha−1)−1

σ Sterilized male release rate7 250 [0.01 - 500] ind.ha−1.day−1

δ Proportion of non-sterile males among 0.5 [0.01 - 1] -
the releases7 (cost-free fertility)

ϵ Proportion of non-sterile males among 0.5 [0.01 - 1] -
the releases7 (costly fertility)

ind.ha−1 corresponds to individuals per hectare.
1
Female and male mortality rates are extracted from Vargas et al. (2000) and Pieterse et al. (2020).

2
Sterilized male mortality rate is extracted from Juan-Blasco et al. (2013).

3
Sex ratio is deduced from Juan-Blasco et al. (2013).

4
Emergence rate is calculated from Pieterse et al. (2020).

5
Arbitrary values.

6
Detailed calculations in Appendix E.

7
Studied values.

282

3.1 Population control capacities with SIT deployment283

The ability to control pest populations can be deduced from the different shapes of bifurcation diagrams284

described in section 2.2.4, and thus depends on the residual fertility rate and the fitness cost associated285

with irradiated males.286

Residual fertility impact The existence of residual fertility in the releases has a considerable impact287

on SIT efficiency. Without residual fertility, by adjusting the release rate σ, it is always possible to only288

have a stable pest-free equilibrium, and therefore to theoretically go as far as population eradication289

(Fig. 3, Shape A′).290

For very low residual fertility rates (δ < 5.349 × 10−4 for sub-model (5) and ϵ < 4.219 × 10−3 for291

sub-model (6)), Shape A′ is obtained. SIT can lead to eradication of the pest population by adapting the292

release rate σ. Indeed, increasing σ makes it possible to move from a bistability zone, where the pest-free293

equilibrium but also the highest infestation equilibrium are stable, to a zone where only the pest-free294

equilibrium is stable (Fig. 5, purple zones).295

For intermediate residual fertility rates (5.349 × 10−4 < δ < 5.353 × 10−4 for sub-model (5) and296

4.219 × 10−3 < ϵ < 4.222 × 10−3 for sub-model (6)), Shape B′ is obtained. SIT can theoretically still297

lead to pest extinction. By progressively increasing σ, three different zones follow one another: first the298

bistability zone, then the stable pest-free equilibrium stability zone, and finally the stable infestation299

equilibrium stability zone (Fig. 5, tiny pink zones). In practice, this shape represents negligible fertility300

rate ranges as F ∗
A is very close to zero.301

For medium to high residual fertility rates (5.353× 10−4 < δ < 0.994 for sub-model (5) and 4.222×302

10−3 < ϵ < 0.999 for sub-model (6)), Shape C ′ is obtained. SIT cannot lead to the eradication of the303

pest population but, in the best case, to a drastic reduction in its density. Indeed, the stable infestation304

equilibrium zone follows the bistability zone when σ increases (Fig. 5, blue zones). However, with high305

sigma values, it is possible to reduce population density by more than 80% (Fig. 6). Obviously, the higher306

the fertility rate, the less likely it is that the population will be drastically reduced.307

For even higher residual fertility rates (δ > 0.994 for sub-model (5) and ϵ > 0.999 for sub-model (6)),308

Shape D′ is obtained. Population growth is enhanced by releases, which is not realistic and has therefore309

not been represented in this section.310

So, in summary, depending on the release rate σ and the residual fertility rate, there are different zones311

with associated specific stabilities (Fig. 5), resulting in greater or lesser population reduction capacities312

(Fig. 6). Without residual fertility, by adjusting the value of the release rate it is always possible to313
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Figure 5: Stability zones as functions of residual fertility δ or ϵ and the release rate σ, for A: cost-free
fertility model (5) and B: costly residual fertility model (6). The lower figures correspond to zooms of
the upper figures to show the tiny pink area corresponding to Shape B′. Three zones are defined by
the black curve: the bistability zone, both the pest-free and the infestation equilibria are stable; in the
other zones, only one of the two is stable. The colored areas are associated with the different shapes of
bifurcation diagrams depicted in Fig. 3. The scale used does not allow shape D′ to be visualized.

eradicate the population, whereas with residual fertility the population can only be eradicated for a very314

small range of residual fertility rate values (δ or ϵ < 0.5%).315

Fitness cost impact Whether there is a cost associated with the sterilization process (sub-model (6))316

or not (sub-model (5)), the same four bifurcation diagram shapes are obtained (Fig. 3), but for different317

residual fertility rates. For example, Shape A′ is obtained for higher rates for costly residual fertility318

compared to cost-free residual fertility (Fig. 5). In terms of population control potential, with an asso-319

ciated cost, the population can be reduced for higher residual fertility rates (Fig. 6). However, in both320

cases, when residual fertility rates are too high, population density cannot be controlled, regardless of the321

release rate σ. Similarly, for low σ values, population control cannot be achieved whatever the residual322

fertility rates.323

Residual fertility thresholds to eradicate the population Shape A′ (Fig. 3) is the (almost) only
case for which the pest-free equilibrium can be the only stable equilibrium (shape B′ being negligible),
provided that the release rate is high enough (Fig. 5, purple zones). It is obtained when the asymptote
F ∗
−, defined in (14) is negative, which corresponds to the following residual fertility thresholds for cost-free

sub-model (5):

δ <
ηµM

(RF − 1)µS + ηµM
= 0.001,

and for costly sub-model (6):324

ϵ <
1

RF
= 0.004. (15)

This last result generalizes the condition obtained by Aronna and Dumont (2020) for k = 0.325

Both thresholds are very small (less than 0.5%) and arguably hardly achievable in practice. Therefore,326

a more realistic goal would be to drastically reduce the population and not aim for eradication.327
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Figure 6: Contour plot illustrating the percentage of population reduction (1− q), with q defined in (16),
as a function of the release rate σ and the residual fertility rate, for A: cost-free residual fertility model
(sub-model (5)) and B: costly residual fertility model (sub-model (6)). The lower graphs correspond to
zooms of the blue boxes in the upper graphs. The grey curve visible on the zoomed-in graphs corresponds
to the limit between a 90% reduction and a 100% reduction (eradication) of the population.
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Residual fertility thresholds to control the population When eradication is not possible regard-328

less of the release rate, the population reduction must be significant for the technique to be considered329

effective. It corresponds to shape C ′ (Fig. 3), in which the infestation equilibrium decreases towards330

the asymptote F ∗
− when the release rate increases. Thus, the maximum residual fertility rate allowing a331

(1− q) reduction of the female population density compared to the σ = 0 case is determined by solving:332

F ∗
− = qF ∗

B , (16)

For instance, a 90% population reduction corresponds to q = 0.1.333

For the cost-free sub-model (5), we obtain:

δ =
(qβF ∗

B + 1)µMη

RFµS + (qβF ∗
B + 1)(µMη − µS)

.

For a 90% female population reduction, this threshold is equal to 0.014.334

Finally, for the costly sub-model (6), we obtain the following tolerable residual fertility threshold:335

ϵ =
1

RF
+

qF ∗
Bβ

RF
. (17)

The threshold for population control is thus
qF∗

Bβ
RF

higher than the threshold required for population336

eradication, it is equal to 0.103.337

For the particular case where k = 0, we obtain:338

ϵ =
1

RF
+ q(1− 1

RF
), (18)

so that for a 90% female population reduction, this threshold is equal to 0.104.339

Convergence time To optimize the effectiveness of SIT, it is essential to consider not only the residual340

fertility rate, but also the release rate σ. In Fig. 6, for a given residual fertility rate, a range of σ values341

will lead to the same population reduction range. However, σ has an influence on the convergence time342

to reach a given population reduction range, so that higher σ values allow for faster population control.343

For example, a release rate σ ten times higher allows to reach extinction or population reduction much344

faster for all sub-models (Fig. 7): 75 days are enough for the higher release rate, but it takes between345

200 and 300 days for the lower rate to get close to the equilibrium value, starting from the uncontrolled346

infestation equilibrium.347

3.2 Sensitivity analysis348

A global sensitivity analysis was performed to determine the most influential parameters on percentage349

of female population reduction (1 − q), with q defined in (16), in order to study how to improve pest350

population control.351

We used a variance-based method (Sobol, 1990; Wu et al., 2013). For each parameter, three values352

were tested, corresponding to the reference value, plus the minimum and maximum values of the range353

specified in Table 1). A full factorial design was used to explore the parameter space. An ANOVA was354

then performed to obtain the variance decomposition based on a linear model with two-way interactions355

between the output and the parameters. Finally, Sobol Sensitivity Indices (SI) and Total Sensitivity356

Indices (TSI) were calculated for each parameter as follows: the SI as the ratio between the sum of357

squares of the parameter main effect and the total sum of squares; the TSI as the ratio between the sum358

of squares of the parameter main effect plus its interactions and the total sum of squares.359

The parameter with the greatest influence on female density reduction is the female mortality rate µF360

with a total sensitivity index greater than 50% (Fig. 8). The competition coefficient between females β361

and the emergence rate r, which both relate to the biology of the species, also have a significant influence.362

Finally, parameters directly related to SIT - the residual fertility rate (δ or ϵ), the release rate σ and the363

cost of sterilization η - also have a major influence on female density reduction. The other parameters,364

i.e. male and sterilized male mortality rates (µM and µS) and the mating half-saturation constant k,365

have a negligible influence compared to the others.366
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Figure 7: Temporal simulations of female population dynamics (F ). Four cases are considered: no SIT
(black curve), SIT without residual fertility (blue curves), SIT with 1% cost-free residual fertility (orange
curves) and SIT with 1% costly residual fertility (purple curves). The dotted curves were obtained with
the release rate σ = 500 ind.ha−1.day−1 and the solid curves with σ = 5000 ind.ha−1.day−1.
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Figure 8: Total sensitivity index per parameter, separated into main effect (black bar, SI) and two-
way interactions (grey bar). Sensitivity analysis performed on female density reduction for A: cost-free
residual fertility sub-model (5) and B: costly residual fertility sub-model (6).
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4 Discussion367

We investigated the impact of residual fertility on sterilized male release efficiency in the context of368

SIT deployment. We showed that, as hypothesized, imperfect sterilization has a significant impact on369

the effectiveness of SIT. In addition, when a fitness cost is associated with radiation exposure, higher370

residual fertility rates can be tolerated to achieve effective control of the pest. The analysis carried out371

shows the impact of residual fertility, and emphasizes the need to better understand the sterilization and372

release process. Indeed, the fertile released males threaten more the effectiveness of SIT if they present373

the same phenotypic and behavioral traits as the wild males (cost-free sub-model), rather than when374

they share their characteristics with the sterilized males (costly sub-model). This analysis shows that375

it is capital to apprehend the mechanisms underpinning the residual fertility and to understand how376

the males escaping sterilization are impacted by the different SIT processes (mass-breeding, irradiation,377

transport and release). Have the irradiated males lost their fitness but have some conserved viable sperm?378

Or have some males escaped the sterility-inducing rays and retained all their fitness? In a nutshell, our379

results illustrate the importance of considering not only the sterilized male release rate required to reduce380

the population density in a timely manner, but also the residual fertility rate and associated fitness costs.381

In our study, costs were associated with irradiated males at two levels: firstly, sterilized males had382

a higher mortality than wild-type males and secondly, a lower mating rate (parameter η). The latter383

can be due to reduced attractiveness, flight and dispersal capacity (Guerfali et al., 2011), or limited384

competitiveness (Dyck et al., 2005). The dose needed to induce total sterility in C. capitata induces385

a significant drop in male performance (Robinson et al., 2002), so SIT programs rarely aim at 100%386

sterility (Parker and Mehta, 2007) and the addition of aromatherapy based on ginger root oil, known to387

improve the attractiveness of sterile males, is often adopted (Morelli et al., 2013). Aromatherapy has been388

confirmed as an essential step in the success of SIT against C. capitata (Dumont and Oliva, 2023). In this389

species, the attractiveness of sterilized males is indeed essential, as males gather in leks (Whittier et al.,390

1992), to court wild females, attract them and finally mate (Shelly and McInnis, 2016). According to391

our sensitivity analysis, the influence of this η cost on the reduction of population density is significant,392

which highlights the importance of determining the traits affected by the sterilization process and of393

quantifying their impact on the male mating capacity. In contrast, the mortality rate of sterilized males,394

linked to the radiation dose they received, does not have a major influence. This point illustrates the395

complexity of the trade-off between radiation dose and fitness, and hence competitiveness of irradiated396

males. Other authors addressed this trade-off issue and suggested that lower doses than those applied to397

achieve high sterilization rates can optimize SIT, noting that any increase in residual fertility is more than398

offset by the increased competitiveness of the released insects (Parker and Mehta, 2007). In our study, the399

sensitivity analysis shows that residual fertility rate (δ or ϵ) has a similar if slightly higher impact on SIT400

effectiveness compared to sterilization cost (1 − η), which suggests that increased residual fertility rates401

could be mitigated by increased irradiated male competitiveness. Other species-specific parameters had402

a significative influence on population reduction: they were either linked to density-dependence processes403

(e.g. competition strength) or population growth (e.g. fertility and emergence rate). This underlines the404

importance of understanding both qualitatively and quantitatively the demographic processes driving the405

pest population dynamics.406

The objective of SIT programs in the agricultural context is to reduce fruit damages, and therefore407

population levels, below an economic damage threshold (Dyck et al., 2021). This study confirms that the408

effectiveness of SIT depends largely on the residual fertility rate in the releases (Dyck et al., 2005; Parker409

and Mehta, 2007; Dumont and Oliva, 2023). The lower the residual fertility rate, the more effective the410

control. In the majority of theoretical studies, the effectiveness of SIT is associated with a stable pest-411

free equilibrium and thus with the possibility of eradicating the population (Bliman et al., 2019; Aronna412

and Dumont, 2020). As Aronna and Dumont (2020), we show that the threshold allowing population413

eradication in the costly sub-model is 1/RF (15), which is less than 0.5%. It is even lower for the cost-free414

residual fertility sub-model. Hence, the possibility of eradicating the population exists only for very low415

residual fertility rates. However, even if eradication is theoretically impossible, it does not mean that416

control is impossible and that the technique is useless. Indeed, in the South African SIT program against417

C. capitata, the objective was to bring fly populations below an economic threshold and then create418

an internationally recognised low pest prevalence area (Zavala-López and Enkerlin, 2017). This can be419

achieved when the pest-free equilibrium is stable, but also when it is unstable and a low pest equilibrium420

is stable. Thus, we show that a residual fertility threshold 1
RF

+
qF∗

Bβ
RF

(17), higher than the eradication421

threshold, is theoretically acceptable to control the population. We showed that, up to this threshold of422

10% of residual fertility, the population can be reduced by 1 − q = 90% of the uncontrolled equilibrium423
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density. This 90% reduction would indeed be acceptable as it would bring the amount of males caught424

by 50 traps over an hectare from 982, at the uncontrolled equilibrium density, down to 98 which is below425

the economic threshold of about 3 males per trap and per day for C. capitata (Hafsi et al., 2020a). Thus,426

efficiently deploying this technique does not necessarily require the eradication of the species in the area427

of interest, where the persistence of a low population density causes negligible economic losses.428

With a residual fertility threshold of 1%, which is the typical threshold for C. capitata, the IAEA429

recommends releasing about 4000 individuals per week and per hectare. Our results suggest, for a costly430

residual fertility of 1%, that a release of about 400 sterilized males per day per hectare would be sufficient431

to control the population (at least 90% reduction in Fig. 6), which corresponds to 2, 800 males per week432

and per hectare. So, our model allows us to estimate release rates of the same order of magnitude as433

those recommended for C. capitata. According to our model, for a cost-free residual fertility of 1%, a434

release of more than 8, 000 males per week and per hectare would be necessary to ensure a 90% population435

reduction. If fertile released males are as fit as wild males, our results show that the releases should be436

more than twice the IAEA recommendations. Therefore, release recommendations should not only take437

into account residual fertility but also the fitness of released individuals.438

By studying residual fertility, we are considering the possibility of introducing fertile irradiated males439

into the environment, which raises ethical and safety issues (Oliva et al., 2021). With current IAEA440

recommendations, the risk that residual fertility might compromise pest population control is fairly low.441

However, the release of non-sterile irradiated males raises issues relative to the introduction of non endemic442

strains into a wild population (Lynch and Thomas, 2000; Benedict et al., 2018). Indeed, non-sterile males443

can reproduce and transfer their genes, potentially introducing new alleles and new phenotypes into the444

target population. Moreover, strains used for releases in the SIT context might be different from wild445

population in many regards. First, strains might be genetically selected to choose specific properties, such446

as the developing of genetic sexing traits (Robinson, 2002; Ramı́rez-Santos et al., 2016). Second, mass447

rearing during many generations has probably lead to adaptation to laboratory conditions (Hoffmann and448

Ross, 2018). And third, individuals are irradiated to induce sterilization, which can lead to numerous449

unknown mutations. Residual fertility is thus a threat to SIT programs in the sense that it makes450

self-replication possible, making sterile insects comparable to other biocontrol agents (Kapranas et al.,451

2022). Indeed, crosses between introduced and local biocontrol agents are possible, making hybrids with452

non-controlled traits that potentially increase the risk of invasion (Turgeon et al., 2011). The context453

of SIT is generally comparable to inundation biological control (mass introduction of macro-organisms454

(Eilenberg et al., 2001)), because (i) the released species is already established in the target area (since it455

is the target species) and (ii) sterile insects are mass released. In inundation or classical biological control,456

the main non-target effects concern the risk that the introduced biocontrol agents attack other species457

than the target pest (Lynch and Thomas, 2000). SIT is based on intra-specific competition between the458

released and the wild males and is thus highly specific to the target species (Abram et al., 2021). Residual459

fertility might thus lead to two different non-target effect: (i) when SIT is used preventively against a460

species not present in the target area, it might promote its earlier establishment (Kapranas et al., 2022),461

and (ii) it might allow gene flow between introduced individuals and wild populations. To our knowledge,462

no gene flows have been observed (or studied) following the release of sterile insects but further studies463

might be necessary for quantitative risk assessment (David et al., 2013; Kapranas et al., 2022).464

The model’s bistability cases show that with low release rates, it is possible to control a population465

quickly if the initial conditions are not too high, i.e. below the unstable equilibrium. This is why SIT466

is particularly effective at low population densities. In order to achieve effective population control,467

the idea is either to start releases particularly early, before the strong invasion phase of the pest, or468

to combine with other control methods to reduce densities beforehand. The most obvious method is469

prophylaxis, i.e. all measures designed to prevent the arrival of the pest in the crop or greatly reduce its470

outbreak, thus limiting the size of the pest population even before the implementation of SIT (Benedict,471

2021). For fruit flies such as C. capitata, crushing fallen fruits and ploughing the soil over winter to472

expose pupae to moisture, frost and predators can be effective prophylactic measures. SIT is often part473

of area-wide integrated pest management programs, in which the technique is used in combination with474

pesticides (Vreysen et al., 2006). Indeed, pesticides can help to reduce population densities before the475

start of releases, but they have a detrimental effect on sterilized males released, problems of resistance in476

C. capitata have been reported (Magaña et al., 2007) and the current aim is to reduce their use. So, to477

eliminate a part of pests without using pesticides, SIT can be considered in combination with trapping.478

However, this option is subject to debate. Indeed, some authors claim that for C. capitata, mass trapping479

in a limited area is compatible with SIT without requiring an increase in release effort (Duarte et al.,480

2022). On the one hand, if the traps preferentially attract males (Leza et al., 2008), whether wild or481
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sterile, they will be trapped, thus maintaining the proportion of wild and sterile males and preserving SIT482

effectiveness. On the other hand, it seems ineffective to release sterilized males doomed to be captured.483

So, for effective pest population control, theoretical study of this option may represent a real challenge, in484

order to have a prior idea of the effectiveness associated with the trap deployment effort to be envisaged.485

5 Data accessibility and reproductibility486

All analyses were performed using the Python programming language (version 3.11.0). The complete487

script coded in Python, specifying the versions of the libraries used, is available on the following link:488

https://gitlab.com/marinecourtoism2/sit_residual_fertility.489

A Existence of equilibria490

The infestation equilibria are the solutions of G(F ) = X(M(F ))C(F ) = 1
RF

(12) for the female density,491

from which the male density is deduced using (11). Equilibria thus correspond to intersections between492

the curves X(M(F )) and 1
RFC(F ) . The first being concave and the second convex, there can be 2, 1 or 0493

infestation equilibria.494

In order to study the derivative of G(F ) (12) we first note that:495

d

dF

[(
X(M(F ))− 1

RFC(F )

)
C(F )

]
=

d

dF
(X(M(F )C(F )) .

Developing the derivative in the square brackets, we have:496

d

dF

[(
X(M(F ))− 1

RFC(F )

)
C(F )

]
=

d

dF

(
X(M(F ))− (

1

RFC(F )
)

)
C(F )+

(
X(M(F ))− 1

RFC(F )

)
d

dF
C(F ).

Merging the two equations and noting that at equilibrium X(M(F ∗)) = 1
RFC(F∗) , we obtain:497

d

dF
(X(M(F )C(F )) =

(
d

dF
(X(M(F ))− d

dF

(
1

RFC(F )

))
C(F ).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the difference between498

the derivatives of X(M(F )) and 1
RFC(F ) . The difference is non-negative for the first equilibrium called499

F ∗
1 (when it exists) as X(M(F )) < 1

RFC(F ) for F < F ∗
1 , the reverse is true for F ∗

2 (Fig. A.1). From500

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,501

respectively negative (Fig. A.1).502

Thus, when d
dF X(M(F )) > d

dF

(
1

RFC(F )

)
, we have dG

dF (F ∗) > 0 as X(M(F )C(F ) = G(F ), it corre-503

sponds to F ∗
1 ; and when d

dF X(M(F )) < d
dF

(
1

RFC(F )

)
, we have dG

dF (F ∗) < 0, it corresponds to F ∗
2 .504

To sum up:505

(i) If the curves intersect at two positive points (Fig. A.1A): there are two solutions F ∗
2 > F ∗

1 > 0, such506

that dG
dF (F ∗

1 ) > 0 and dG
dF (F ∗

2 ) < 0. We then have two infestation equilibria (F ∗
1 ,M

∗
1 ) and (F ∗

2 ,M
∗
2 ).507

(ii) If the curves intersect at one positive point only (Fig. A.1B): there is only one solution, at which508

dG
dF < 0. This solution is named F ∗

2 and corresponds to the infestation equilibrium (F ∗
2 ,M

∗
2 ).509

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation510

equilibrium.511

B Determinant computation512

In this section, the calculation of the determinant of the Jacobian matrix defined in section 2.2.3 is513

detailed. As a reminder, the Jacobian matrix J(F∗,M∗) is expressed as follows:514

J(F∗,M∗) =

(
−r(1− p)X(M∗)C(F ∗) + r(1− p)X(M∗)(C′(F ∗)F ∗ + C(F ∗)) r(1− p)C(F ∗)X ′(M∗)F ∗

rpX(M∗)(C′(F ∗)F ∗ + C(F ∗)) −µM + rpC(F ∗)X ′(M∗)F ∗

)
.
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
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� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM
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R�
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(1��)
µS

)

(10) () �(F ⇤) =
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(F ⇤)2+(

pµF (1�R)
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+
R✏⌘(1��)

µS
� �(1+�F ⇤)
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� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
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+ R✏⌘(1��)
µS

� 1
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�
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(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤
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1+�F ⇤ = µF
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1 (when it exists) and negative for the second
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:
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as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF
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, so the determinant can be written:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .
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(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
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In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
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µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)
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+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS
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+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
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� (1 + �F ⇤)(⌘ (1��)
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+
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�(1+�F ⇤) �
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�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)
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� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
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µM

(10) ()
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(1�p)µM
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+
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µS
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µS

· 1
1+�F ⇤ = 1

R
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F ⇤ + R��
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= (1 + �F ⇤) · (k + pµF
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F ⇤ + ��

µM
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� (1 + �F ⇤)(⌘ (1��)�
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F ⇤
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+
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�(1+�F ⇤) �

µM
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+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
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C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM
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)
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
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(10) () M⇤(F ⇤)+✏⌘S⇤
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A Existence of equilibria

The infestation equilibria are the solutions F = F ⇤ of G(F ) =X(M(F ))C(F ) = 1
RF

(12) for the female
density, from which the male density is deduced using (11). Equilibria thus correspond to the points of
intersections between the curves X(M(F )) and 1

RF C(F ) . The first being concave and the second convex,

there can be 2, 1 or 0 infestation equilibria.
[Ce serait bien de revoir l’écriture des équations ci-dessous. Les arrays sont inutiles...]
In order to study the derivative of (12)G(F ) we both havefirst note that:

d
dF

h⇣
X(M(F )) � 1

RF C(F )

⌘
C(F )

i
= d

dF (X(M(F )C(F )) .

[J’inverserais l’ordre des termes autour du = ci-dessus.] andDeveloping the derivative in the squere brackets,
we have:

d
dF

h⇣
X(M(F )) � 1

RF C(F )

⌘
C(F )

i
= d

dF

⇣
X(M(F )) � ( 1

RF C(F ) )
⌘

C(F ) +
⇣
X(M(F )) � 1

RF C(F )

⌘
d

dF C(F ).

Merging the two equations and noting that at equilibrium X(M(F ⇤)) = 1
RF C(F ⇤) , we obtain:

d
dF (X(M(F )C(F )) =

⇣
d

dF (X(M(F )) � d
dF

⇣
1

RF C(F )

⌘⌘
C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RF C(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RF C(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 9). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 9).[Dernière phrase pas très claire. Utile ?]

Thus, when d
dF X(M(F )) > d

dF

⇣
1

RF C(F )

⌘
, we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it cor-

responds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF

⇣
1

RF C(F )

⌘
, we have dG

dF (F ⇤) < 0, it corresponds to F ⇤
2 .

[C’est redondant avec les phrases précédentes, même si c’est peut-être plus clairement dit.]

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��
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+
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)
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F ⇤
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µM
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(1�p)µM
F ⇤) � RpµF
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(10) () �(F ⇤) =
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by choosing to remain on a generic C(F ) function we have:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��
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+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��
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+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��
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+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
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� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
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) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
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+ R✏⌘(1��)
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)) = (1 + �F ⇤)(k + pµF

(1�p)µM
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(1�p)µM
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(10) () �(F ⇤) =
(1+�F ⇤)(k+
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F ⇤)� RpµF
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+
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�(1+�F ⇤) �
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(1��)
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)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
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� 1
C(F ⇤)

�
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� 1
C(F ⇤) (⌘
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)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
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� (1 + �F ⇤)(⌘ (1��)
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)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
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+
R✏⌘(1��)
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�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
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(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
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(10) ()
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+
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+
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by choosing to remain on a generic C(F ) function we have:
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(1�p)µM
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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� (1 + �F ⇤) ��
µM
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by choosing to remain on a generic C(F ) function we have:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
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+
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R
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+
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� �(1+�F ⇤)
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
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C(F ⇤) )(k + pµF

(1�p)µM
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(1�p)µM
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+ R✏⌘(1��)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��
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+
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+
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by choosing to remain on a generic C(F ) function we have:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
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+
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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the di↵erence is positive for the first equilibrium called F ⇤
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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B Determinant computation
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by choosing to remain on a generic C(F ) function we have:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF
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= �r(1 � p)µMF ⇤ · dG
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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by choosing to remain on a generic C(F ) function we have:
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��
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+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��
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+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
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� (1 + �F ⇤) ��
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� (1 + �F ⇤)(⌘ (1��)�
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) = (1 + �F ⇤)(k + pµF
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F ⇤) � RpµF
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F ⇤
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(10) () �(F ⇤) =
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
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= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))
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= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
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r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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The determinant is calculated as follows:
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as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF
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, so the determinant can be written:
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
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+
R✏⌘(1��)
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�(1+�F ⇤) �
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�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
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(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k
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+
R✏⌘(1��)
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� �(1+�F ⇤)
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� ⌘(1��)(1+�F ⇤)
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤
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+ R✏⌘(1��)
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� 1
C(F ⇤)

�
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� 1
C(F ⇤) (⌘
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µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
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+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
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k+
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(1�p)µM
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+⌘

(1��)�
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· 1
1+�F ⇤ = 1

R
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(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF
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µS
)
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µS
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F ⇤
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(1�p)µM
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+
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)
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R�
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+
R✏⌘(1��)
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� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
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+ R✏⌘(1��)
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� 1
C(F ⇤)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆
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Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
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� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM
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+
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�(1+�F ⇤) �
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)
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(1�p)µM
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+
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
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C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF
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C(F ⇤)
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µS
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
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� (1 + �F ⇤)(⌘ (1��)
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)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤
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µM

+
R✏⌘(1��)
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�(1+�F ⇤) �
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�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
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� 1
C(F ⇤)

�
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� 1
C(F ⇤) (⌘

(1��)
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)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
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+
R✏⌘(1��)
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�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��
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+

✏⌘(1��)�
µS

k+
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(1�p)µM
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+⌘

(1��)�
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· 1
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R

(10) () RpµF

(1�p)µM
F ⇤ + R��
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+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF
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)
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F ⇤) � RpµF
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� (1 + �F ⇤) �
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(10) () �(F ⇤) =
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+
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)
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(F ⇤)2+(

pµF (1�R)
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+�k)F ⇤+k

R�
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+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
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+ R✏⌘(1��)
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� 1
C(F ⇤)
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� 1
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)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
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J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
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pµF
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F ⇤+ ��
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(1��)�
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· 1
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+ R✏⌘(1��)�
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+ ⌘ (1��)�

µS
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� (1 + �F ⇤) ��
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� (1 + �F ⇤)(⌘ (1��)�
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� (1 + �F ⇤)(⌘ (1��)
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�(1+�F ⇤)(⌘

(1��)
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+
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� �(1+�F ⇤)
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� ⌘(1��)(1+�F ⇤)
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
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� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
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�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM
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+
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= (1 + �F ⇤) · (k + pµF
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)
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� (1 + �F ⇤)(⌘ (1��)
µS
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+
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� �(1+�F ⇤)
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� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
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C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
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C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
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= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆
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[Il faudrait mettre RF sur les courbes. Comme la légende précise les courbes tracées, je ne les mettrais pas
en plus en ordonnée, cela n’apporte rien.]

Figure 9: Female density values at the infestation equilibria of the model (1). They correspond to the
intersections between concave curve (X(M(F )) (grey solid line) and convex curve 1

RF C(F ) (grey dotted

line). Curves were sketched by hand. as a function of F are represented. The curves are manually
sketched. Points of intersection between the two curves correspond to equilibria. In case A, there are
two infestation equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation

equilibrium F ⇤
2 (blue point).

To sum up:

(i) If the curves intersect at two positive points (Fig. 9A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).
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A Existence of equilibria

The infestation equilibria are the solutions F = F ⇤ of G(F ) =X(M(F ))C(F ) = 1
RF

(12) for the female
density, from which the male density is deduced using (11). Equilibria thus correspond to the points of
intersections between the curves X(M(F )) and 1

RF C(F ) . The first being concave and the second convex,

there can be 2, 1 or 0 infestation equilibria.
[Ce serait bien de revoir l’écriture des équations ci-dessous. Les arrays sont inutiles...]
In order to study the derivative of (12)G(F ) we both havefirst note that:

d
dF

h⇣
X(M(F )) � 1

RF C(F )

⌘
C(F )

i
= d

dF (X(M(F )C(F )) .

[J’inverserais l’ordre des termes autour du = ci-dessus.] andDeveloping the derivative in the squere brackets,
we have:

d
dF

h⇣
X(M(F )) � 1

RF C(F )

⌘
C(F )

i
= d

dF

⇣
X(M(F )) � ( 1

RF C(F ) )
⌘

C(F ) +
⇣
X(M(F )) � 1

RF C(F )

⌘
d

dF C(F ).

Merging the two equations and noting that at equilibrium X(M(F ⇤)) = 1
RF C(F ⇤) , we obtain:

d
dF (X(M(F )C(F )) =

⇣
d

dF (X(M(F )) � d
dF

⇣
1

RF C(F )

⌘⌘
C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RF C(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RF C(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 9). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 9).[Dernière phrase pas très claire. Utile ?]

Thus, when d
dF X(M(F )) > d

dF

⇣
1

RF C(F )

⌘
, we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it cor-

responds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF

⇣
1

RF C(F )

⌘
, we have dG

dF (F ⇤) < 0, it corresponds to F ⇤
2 .

[C’est redondant avec les phrases précédentes, même si c’est peut-être plus clairement dit.]

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF
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R
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)
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(1�p)µM
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µS

by choosing to remain on a generic C(F ) function we have:
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C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
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or S⇤ = (1��)�
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+
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)) = (1 + �F ⇤)(k + pµF
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+
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by choosing to remain on a generic C(F ) function we have:
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F ⇤) � RpµF
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��
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+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��
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+ ⌘ (1��)�
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)

(10) () R��
µM

+ R✏⌘(1��)�
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� (1 + �F ⇤) ��
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� (1 + �F ⇤)(⌘ (1��)�
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) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF
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(10) () �( R�
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)) = (1 + �F ⇤)(k + pµF
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F ⇤) � RpµF
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(10) () �(F ⇤) =
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+
R✏⌘(1��)
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� �(1+�F ⇤)
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� ⌘(1��)(1+�F ⇤)
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
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� 1
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�
µM

� 1
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
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and M⇤(F ⇤) = pµF

(1�p)µM
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+
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+
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by choosing to remain on a generic C(F ) function we have:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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◆
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as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF
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= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.
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In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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r(1�p) = 1
R

or S⇤ = (1��)�
µS
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) = (1 + �F ⇤)(k + pµF

(1�p)µM
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by choosing to remain on a generic C(F ) function we have:
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C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
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r(1�p) (8), and according to (9): M 0(F ⇤) = pµF
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, so the determinant can be written:
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dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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by choosing to remain on a generic C(F ) function we have:
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

17

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
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� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
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F ⇤)� RpµF
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F ⇤
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+
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(10) () �(F ⇤) =
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(1�p)µM
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(1�p)µM
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+
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µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
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(1�p)µM
F ⇤) � RpµF
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F ⇤
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+ R✏⌘(1��)
µS

� 1
C(F ⇤)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))
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as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF
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, so the determinant can be written:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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by choosing to remain on a generic C(F ) function we have:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
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+
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+
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� �(1+�F ⇤)
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� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
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and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��
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F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1
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+
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by choosing to remain on a generic C(F ) function we have:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
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(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
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+
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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◆

The determinant is calculated as follows:
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C �(F ⇤) expression
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
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(1�p)µM
, so the determinant can be written:
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:
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(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:
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dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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by choosing to remain on a generic C(F ) function we have:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤
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The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
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= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
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= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
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k+
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(1�p)µM
F ⇤+ ��
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+⌘
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· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
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+ R✏⌘(1��)�
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= (1 + �F ⇤) · (k + pµF
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F ⇤ + ��
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)
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� (1 + �F ⇤)(⌘ (1��)�
µS
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+
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+
R✏⌘(1��)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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C �(F ⇤) expression
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In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
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�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
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+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
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� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
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(1�p)µM
F ⇤+ ��
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+
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+⌘
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R
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(1�p)µM
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µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��
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+ ⌘ (1��)�

µS
)
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� (1 + �F ⇤) ��
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� (1 + �F ⇤)(⌘ (1��)�
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) = (1 + �F ⇤)(k + pµF
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F ⇤) � RpµF
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F ⇤
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)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
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F ⇤)� RpµF
(1�p)µM

F ⇤
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+
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)

(10) () �(F ⇤) =
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pµF (1�R)

(1�p)µM
+�k)F ⇤+k
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+
R✏⌘(1��)
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� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
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µS
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
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� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
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) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
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� (1 + �F ⇤) �
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� (1 + �F ⇤)(⌘ (1��)
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)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
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+
R✏⌘(1��)
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�(1+�F ⇤) �
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�(1+�F ⇤)(⌘
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)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��
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+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
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� (1 + �F ⇤) ��
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� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
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(1�p)µM
F ⇤

(10) () �( R�
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� (1 + �F ⇤) �
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� (1 + �F ⇤)(⌘ (1��)
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F ⇤) � RpµF
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+
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)
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pµF (1�R)
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+�k)F ⇤+k

R�
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+
R✏⌘(1��)
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� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
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+ R✏⌘(1��)
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� 1
C(F ⇤)
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(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:
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Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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The determinant is calculated as follows:
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(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF
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F ⇤) � RpµF
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+
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+�k)F ⇤+k
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+
R✏⌘(1��)
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� �(1+�F ⇤)
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� ⌘(1��)(1+�F ⇤)
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by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
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R�
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C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘
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)
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆
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[Il faudrait mettre RF sur les courbes. Comme la légende précise les courbes tracées, je ne les mettrais pas
en plus en ordonnée, cela n’apporte rien.]

Figure 9: Female density values at the infestation equilibria of the model (1). They correspond to the
intersections between concave curve (X(M(F )) (grey solid line) and convex curve 1

RF C(F ) (grey dotted

line). Curves were sketched by hand. as a function of F are represented. The curves are manually
sketched. Points of intersection between the two curves correspond to equilibria. In case A, there are
two infestation equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation

equilibrium F ⇤
2 (blue point).

To sum up:

(i) If the curves intersect at two positive points (Fig. 9A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).
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A Existence of equilibria

The infestation equilibria are the solutions F = F ⇤ of G(F ) =X(M(F ))C(F ) = 1
RF

(12) for the female
density, from which the male density is deduced using (11). Equilibria thus correspond to the points of
intersections between the curves X(M(F )) and 1

RF C(F ) . The first being concave and the second convex,

there can be 2, 1 or 0 infestation equilibria.
[Ce serait bien de revoir l’écriture des équations ci-dessous. Les arrays sont inutiles...]
In order to study the derivative of (12)G(F ) we both havefirst note that:

d
dF

h⇣
X(M(F )) � 1

RF C(F )

⌘
C(F )

i
= d

dF (X(M(F )C(F )) .

[J’inverserais l’ordre des termes autour du = ci-dessus.] andDeveloping the derivative in the squere brackets,
we have:

d
dF

h⇣
X(M(F )) � 1

RF C(F )

⌘
C(F )

i
= d

dF

⇣
X(M(F )) � ( 1

RF C(F ) )
⌘

C(F ) +
⇣
X(M(F )) � 1

RF C(F )

⌘
d

dF C(F ).

Merging the two equations and noting that at equilibrium X(M(F ⇤)) = 1
RF C(F ⇤) , we obtain:

d
dF (X(M(F )C(F )) =

⇣
d

dF (X(M(F )) � d
dF

⇣
1

RF C(F )

⌘⌘
C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RF C(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RF C(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 9). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 9).[Dernière phrase pas très claire. Utile ?]

Thus, when d
dF X(M(F )) > d

dF

⇣
1

RF C(F )

⌘
, we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it cor-

responds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF

⇣
1

RF C(F )

⌘
, we have dG

dF (F ⇤) < 0, it corresponds to F ⇤
2 .

[C’est redondant avec les phrases précédentes, même si c’est peut-être plus clairement dit.]

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
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) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
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� (1 + �F ⇤) �
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� (1 + �F ⇤)(⌘ (1��)
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)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+
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(1�p)µM

F ⇤)� RpµF
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+
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�(1+�F ⇤)(⌘
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)

(10) () �(F ⇤) =
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(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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, so the determinant can be written:
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dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF
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= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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µM
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F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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r(1�p) (8), and according to (9): M 0(F ⇤) = pµF
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, so the determinant can be written:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS
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F ⇤+ ��
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(1��)�
µS
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� (1 + �F ⇤) ��
µM
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� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)
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by choosing to remain on a generic C(F ) function we have:
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF
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, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
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dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤
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and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
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+
R✏⌘(1��)
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�(1+�F ⇤) �
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�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
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(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:
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Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:
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as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF
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, so the determinant can be written:
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dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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The determinant is calculated as follows:
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r(1�p) (8), and according to (9): M 0(F ⇤) = pµF
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, so the determinant can be written:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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C �(F ⇤) expression
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In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
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)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
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� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
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)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
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+
R✏⌘(1��)
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�(1+�F ⇤)(⌘
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)

(10) () �(F ⇤) =
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(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘
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)
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF
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Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
1+�F ⇤

(10) () M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤= · 1
1+�F ⇤ = µF

r(1�p) = 1
R

or S⇤ = (1��)�
µS

and M⇤(F ⇤) = pµF

(1�p)µM
F ⇤ + ��

µM

(10) ()
pµF

(1�p)µM
F ⇤+ ��

µM
+

✏⌘(1��)�
µS

k+
pµF

(1�p)µM
F ⇤+ ��

µM
+⌘

(1��)�
µS

· 1
1+�F ⇤ = 1

R

(10) () RpµF

(1�p)µM
F ⇤ + R��

µM
+ R✏⌘(1��)�

µS
= (1 + �F ⇤) · (k + pµF

(1�p)µM
F ⇤ + ��

µM
+ ⌘ (1��)�

µS
)

(10) () R��
µM

+ R✏⌘(1��)�
µS

� (1 + �F ⇤) ��
µM

� (1 + �F ⇤)(⌘ (1��)�
µS

) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �( R�
µM

+ R✏⌘(1��)
µS

� (1 + �F ⇤) �
µM

� (1 + �F ⇤)(⌘ (1��)
µS

)) = (1 + �F ⇤)(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

(10) () �(F ⇤) =
(1+�F ⇤)(k+

pµF
(1�p)µM

F ⇤)� RpµF
(1�p)µM

F ⇤

R�
µM

+
R✏⌘(1��)

µS
�(1+�F ⇤) �

µM
�(1+�F ⇤)(⌘

(1��)
µS

)

(10) () �(F ⇤) =
�pµF

(1�p)µM
(F ⇤)2+(

pµF (1�R)

(1�p)µM
+�k)F ⇤+k

R�
µM

+
R✏⌘(1��)

µS
� �(1+�F ⇤)

µM
� ⌘(1��)(1+�F ⇤)

µS

by choosing to remain on a generic C(F ) function we have:

�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:

Det(J(F ⇤, M⇤)) = (r(1 � p)X(M⇤)C 0(F ⇤)F ⇤) · (�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�(r(1 � p)C(F ⇤)X 0(M⇤)F ⇤) · (rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)))

= r(1 � p)F ⇤(X(M⇤)C 0(F ⇤)(�µM + rpC(F ⇤)X 0(M⇤)F ⇤)
�C(F ⇤)X 0(M⇤)(rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤))))

= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤)rpX(M⇤)C(F ⇤))
= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF

(1�p)µF
)C(F ⇤)X 0(M⇤)

= �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + M 0(F ⇤)C(F ⇤)X 0(M⇤)
= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.
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aspects highlight the dependence of the success of the sterile insect technique on public understanding
and acceptance. These aspects highlight the dependence of the success of the Sterile Insect Technique on
public understanding and acceptance (Oliva et al., 2014). Thus, scientific communication is one of the
keys to stimulate debate around the technique, inform the public and thus optimize its deployment.

From a practical point of view, in order to apply the technique one needs to have an idea of how many
sterile males to release on a given area. According to our analysis, the higher the fertility threshold, the
more irradiated males need to be released. With a residual fertility threshold of 1, which is the typical
threshold for C. capitata, the IAEA recommends releasing about 4000 individuals per week. Our results
suggest, in the case of a residual fertility of 1% with cost, that a release of about 500 sterile males per
hectare per day would be necessary as a minimum. Assuming a residual fertility threshold of 8%, an
additional release of at least 33% per day would be required. This is because our � values are expressed
as the number of individuals released per day over 100 m2, so there is a factor of 100 in expressing
the results per hectare. To get an idea of the corresponding area and this factor of 100, we looked at
studies in which mass trapping has been implemented. Assuming that these traps captured individuals
in mass, both females and males, we estimated that they gave an approximate access to the density of
C. capitata without the implementation of SIT. On average about 1,000 females per day and per hectare
are captured (Demirel and Akyol, 2017; Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al.,
2012), hence the factor of 100 because at equilibrium without SIT we would get 15 females per day and
per unit area with the biological parameters used. Releases are generally made once or twice a week and
not per day, which would mean a minimum release of about 2,000 individuals per hectare twice a week
when residual fertility is 1%. Theoretically, these release volumes are possible, and consistent with the
recommendations. However, when the residual fertility rate is increased, the releases to be made quickly
become more substantial, which implies deploying greater logistical resources.

A possible solution to the problem of too many sterile males to be released into the environment would
be to combine the implementation of SIT with other control methods. The main one is prophylaxis to
limit the size of the pest population even before the SIT is implemented. Chemical insecticides are
naturally eliminated, they would have an adverse e↵ect on the released sterile males and since one of the
objectives of the deployment of SIT is to reduce their use and to overcome the problem of resistance.
Indeed, a resistance of C. capitata to malathion has been observed (Magaña et al., 2007). However,
some boosted SIT projects have been implemented, in this projects sterile males are vectors of biocides
(Diouf et al., 2022), which raises questions both ethically and environmentally because SIT is promoted
as being an environmentally friendly technique. As for the possibility of deploying the SIT in synergy
with trapping, this question is debated. Indeed, on the one hand, if the traps preferentially attract
males, theoretically as many wild males as sterile males would be trapped, which would maintain the
ratio of wild males/sterile males implemented with the releases and would preserve the e↵ectiveness of
the technical. And on the other hand it appears ine�cient to release sterile males to capture them. The
combination between TIS and trapping would therefore be interesting to study theoretically.

5 Data accessibility and reproducibility

The complete script coded in python is available on the following link:
https://gitlab.com/marinecourtoism2/sit residual fertility .

A Existence of equilibria

The equilibria are the solutions F = F ⇤ of X(M(F ))C(F ) = 1
R (10). Equilibria thus correspond to the

points of intersection between the curves X(M(F )) and 1
RC(F ) . The first being concave and the second

convex, there can be 2, 1 or 0 points of intersection.

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = d
dF (X(M(F )C(F ))

= (X 0(M(F )) � ( 1
RC(F ) )

0)C(F ) + (X(M(F )) � 1
RC(F ) )C

0(F )

At equilibrium, as X(M(F )) = 1
RC(F ) , we have:

d
dF ((X(M(F )) � 1

RC(F ) )C(F )) = (X 0(M(F )) � ( 1
RC(F ) )

0)C(F )

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of (X(M(F )) and 1

RC(F ) . The function (X(M(F )) is concave and 1
C(F ) is convex, so
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .
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(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:
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C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤
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the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

a
(X(M(F )), 1

C(F ) )

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤
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The determinant is calculated as follows:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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�(F ⇤) =
( 1

C(F ⇤) )(k + pµF

(1�p)µM
F ⇤) � RpµF

(1�p)µM
F ⇤

R�
µM

+ R✏⌘(1��)
µS

� 1
C(F ⇤)

�
µM

� 1
C(F ⇤) (⌘

(1��)
µS

)

19

the di↵erence is positive for the first equilibrium called F ⇤
1 (when it exists) and negative for the second

equilibrium called F ⇤
2 .

Intersection point

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤
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The determinant is calculated as follows:
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= r(1 � p)F ⇤ · (�µMX(M⇤)C 0(F ⇤) � C(F ⇤)X 0(M⇤) pµF

(1�p) )

as X(M)C(F ) = µF

r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:

Det(J(F ⇤, M⇤)) = �r(1 � p)µMF ⇤ · (X(M⇤)C 0(F ⇤) + pµF
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= �r(1 � p)µMF ⇤ · dG

dF (F ⇤)

as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:

X(M⇤(F ⇤))C(F ⇤) = M⇤(F ⇤)+✏⌘S⇤

k+M⇤(F ⇤)+⌘S⇤ · 1
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by choosing to remain on a generic C(F ) function we have:
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B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =
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rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

The determinant is calculated as follows:
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r(1�p) (8), and according to (9): M 0(F ⇤) = pµF

(1�p)µM
, so the determinant can be written:
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as X(M⇤)C 0(F ⇤) + M 0(F )X 0(M⇤)C(F ⇤) = dG
dF (F ⇤).

Thus, the sign of the determinant depends on the sign of the slope of G(F ) at the equilibrium.

C �(F ⇤) expression

In this section, the calculations leading to the explicit expression of �(F ⇤) (11) are detailed. In equation
10, we substitute X(S, M, ✏) (2) and C(F ) (3) by their explicit expressions:
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Figure 8: Equilibrium points of the model (1). The concave curve (X(M(F )) (grey solid line) and convex
curve 1

RC(F ) (grey dotted line) as a function of F are represented. The curves are manually sketched.

Points of intersection between the two curves correspond to equilibria. In case A, there are two infestation
equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation equilibrium F ⇤

2

(blue point).

As C(F ) > 0, the sign of the derivative of X(M(F ))C(F ) depends on the sign of the di↵erence between
the derivatives of X(M(F )) and 1

RC(F ) . The di↵erence is non-negative for the first equilibrium called

F ⇤
1 (when it exists) as X(M(F )) < 1

RC(F ) for F < F ⇤
1 , the reverse is true for F ⇤

2 (Fig. 8). From

the concavity and convexity conditions, this non-negativity, respectively non-positivity, turns positive,
respectively negative (Fig. 8).

Thus, when d
dF X(M(F )) > d

dF ( 1
RC(F ) ), we have dG

dF (F ⇤) > 0 as X(M(F )C(F ) = G(F ), it corre-

sponds to F ⇤
1 ; and when d

dF X(M(F )) < d
dF ( 1

RC(F ) ), we have dG
dF (F ⇤) < 0, it corresponds to F ⇤

2 .

To sum up:

(i) If the curves intersect at two positive points (Fig. 8A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).

(ii) If the curves intersect at a positive point onlys (Fig. 8B): there is only one solution, at which dG
dF < 0.

This solution is named F ⇤
2 and constitutes the infestation equilibrium (F ⇤

2 , M⇤
2 ).

(iii) If there is no intersection between the curves: there is no solution, so there is no infestation
equilibrium.

✓
X(M(F )),

1

RC(F )

◆

B Determinant computation

In this section, the calculation of the determinant, whose expression was notified in part 2.2.2, is detailed.
As a reminder, the Jacobian matrix J(F ⇤,M⇤) is expressed as follows:

J(F ⇤,M⇤) =

✓
�r(1 � p)X(M⇤)C(F ⇤) + r(1 � p)X(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) r(1 � p)C(F ⇤)X 0(M⇤)F ⇤

rpX(M⇤)(C 0(F ⇤)F ⇤ + C(F ⇤)) �µM + rpC(F ⇤)X 0(M⇤)F ⇤

◆

17

[Il faudrait mettre RF sur les courbes. Comme la légende précise les courbes tracées, je ne les mettrais pas
en plus en ordonnée, cela n’apporte rien.]

Figure 9: Female density values at the infestation equilibria of the model (1). They correspond to the
intersections between concave curve (X(M(F )) (grey solid line) and convex curve 1

RF C(F ) (grey dotted

line). Curves were sketched by hand. as a function of F are represented. The curves are manually
sketched. Points of intersection between the two curves correspond to equilibria. In case A, there are
two infestation equilibria F ⇤

1 (green point) and F ⇤
2 (blue point). In case B, there is only one infestation

equilibrium F ⇤
2 (blue point).

To sum up:

(i) If the curves intersect at two positive points (Fig. 9A): there are two solutions F ⇤
2 > F ⇤

1 > 0, such
that dG

dF (F ⇤
1 ) > 0 and dG

dF (F ⇤
2 ) < 0. We then have two infestation equilibria (F ⇤

1 , M⇤
1 ) and (F ⇤

2 , M⇤
2 ).
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Figure A.1: Female density values at the infestation equilibria of the model (1). They correspond to the
intersections between concave curve (X(M(F )) (grey solid line) and convex curve 1

RFC(F ) (grey dotted

line). Curves were sketched by hand. In case A, there are two infestation equilibria F ∗
1 (green point) and

F ∗
2 (blue point). In case B, there is only one infestation equilibrium F ∗

2 (blue point).

The determinant is calculated as follows:515

516

Det(J(F ∗,M∗)) = r(1− p)X(M∗)C ′(F ∗)F ∗(−µM + rpC(F ∗)X ′(M∗)F ∗)
− r(1− p)C(F ∗)X ′(M∗)F ∗rpX(M∗)(C ′(F ∗)F ∗ + C(F ∗)),

= r(1− p)F ∗[X(M∗)C ′(F ∗)(−µM + rpC(F ∗)X ′(M∗)F ∗)
− C(F ∗)X ′(M∗)rpX(M∗)(C ′(F ∗)F ∗ + C(F ∗))],

= r(1− p)F ∗[−µMX(M∗)C ′(F ∗)− C(F ∗)X ′(M∗)rpX(M∗)C(F ∗)],

= r(1− p)F ∗
[
−µMX(M∗)C ′(F ∗)− C(F ∗)X ′(M∗) pµF

(1−p)

]
,

as X(M∗)C(F ∗) = µF

r(1−p) (10). In addition, according to (11), M ′(F ∗) = pµF

(1−p)µM
, so the determinant517

can be written:518

Det(J(F ∗,M∗)) = −r(1− p)µMF ∗
[
(X(M∗)C ′(F ∗) + pµF

(1−p)µM
)C(F ∗)X ′(M∗)

]
,

= −r(1− p)µMF ∗ [X(M∗)C ′(F ∗) +M ′(F ∗)C(F ∗)X ′(M∗)] ,

= −r(1− p)µMF ∗ dG
dF (F ∗),

as X(M∗)C ′(F ∗) +X ′(M∗)M ′(F ∗)C(F ∗) = dG
dF (F ∗).519

Thus, the sign of the determinant is equal to the sign of the slope of G(F ) at the equilibrium.520

C σ(F ∗) expression521

In this section, the calculations leading to the explicit expression of σ(F ∗) (13) are detailed. In equa-522

tion (12), we substitute X(S,M, ϵ) by explicit expression (2) and obtain:523

(12) ⇐⇒ M(F∗)+ϵηS∗

k+M(F∗)+ηS∗ · C(F ∗) = 1
RF

.
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Substituting S∗ = (1−δ)σ
µS

and M(F ∗) = pµF

(1−p)µM
F ∗ + δσ

µM
from equation (11), we then obtain:524

⇐⇒
pµF

(1−p)µM
F∗+ δσ

µM
+

ϵη(1−δ)σ
µS

k+
pµF

(1−p)µM
F∗+ δσ

µM
+η

(1−δ)σ
µS

· C(F ∗) = 1
RF

,

⇐⇒ RF pµF

(1−p)µM
F ∗ + RF δσ

µM
+ RF ϵη(1−δ)σ

µS
= 1

C(F∗)

(
k + pµF

(1−p)µM
F ∗ + δσ

µM
+ η (1−δ)σ

µS

)
,

⇐⇒ RF δσ
µM

+ RF ϵη(1−δ)σ
µS

− 1
C(F∗)

δσ
µM

− 1
C(F∗)

(
η (1−δ)σ

µS

)
= 1

C(F∗)

(
k + pµF

(1−p)µM
F ∗

)
− RF pµF

(1−p)µM
F ∗,

⇐⇒ σ
(

RF δ
µM

+ RF ϵη(1−δ)
µS

− 1
C(F∗)

δ
µM

− 1
C(F∗)

(
η (1−δ)

µS

))
= 1

C(F∗)

(
k + pµF

(1−p)µM
F ∗

)
− RF pµF

(1−p)µM
F ∗,

⇐⇒ σ(F ∗) =

(
1

C(F∗)

)(
k+

pµF
(1−p)µM

F∗
)
− RF pµF

(1−p)µM
F∗

RF δ

µM
+

RF ϵη(1−δ)

µS
− 1

C(F∗)
δ

µM
− 1

C(F∗)

(
η

(1−δ)
µS

) .

By expliciting C(F ∗) using expression (3), we have:525

σ(F ∗) =
(1+βF∗)

(
k+

pµF
(1−p)µM

F∗
)
− RF pµF

(1−p)µM
F∗

RF δ

µM
+

RF ϵη(1−δ)

µS
−(1+βF∗) δ

µM
−(1+βF∗)

(
η

(1−δ)
µS

) ,

=
βpµF

(1−p)µM
(F∗)2+

(
pµF (1−RF )

(1−p)µM
+βk

)
F∗+k

RF δ

µM
+

RF ϵη(1−δ)

µS
− δ(1+βF∗)

µM
− η(1−δ)(1+βF∗)

µS

.

This expression corresponds to the equation (13) in section 2.2.4. By replacing C(F ∗) in the same way526

with the expressions proposed in Section 2.1.1 in σ(F ∗) (13), we obtain bifurcation diagrams of a shape527

similar to those described in Section 2.2.4.528

D σ(F ∗) numerator study529

The numerator of σ(F ∗) is expressed as follows:530

βpµF

(1− p)µM
(F ∗)2 + (

pµF (1−RF )

(1− p)µM
+ βk)F ∗ + k,

which can be rewritten as:531

k

RF

(
RM (βF ∗)2 + (RM +RF −RMRF ) (βF

∗) +RF

)
.

It does not depend on residual fertility rates, unlike the denominator. The discriminant of the βF ∗ second532

order polynomial is:533

∆ = (RM +RF −RMRF )
2 − 4RFRM ,

= R2
M +R2

F +R2
FR2

M + 2RFRM − 2(RM +RF )RMRF − 4RFRM .

Thus the discriminant is positive if and only if:534

(RM −RF )
2 +R2

MR2
F > 2RMRF (RM +RF ). (D.19)

Dividing by R2
MR2

F yields:535 (
1

RF
− 1

RM

)2

+ 1 > 2

(
1

RF
+

1

RM

)
.

Taking the inverse and muliplying by 4 yields:536

2
1

RF
+ 1

RM

>
4

(
1

RF
− 1

RM

)2

+ 1
, (D.20)

that is a lower-bound to the harmonic mean ofRF andRM . SinceRF ,RM > 1, we have 0 < 1
RF

, 1
RM

< 1,537

so that −1 < 1
RF

− 1
RM

< 1 and 1 ≤
(

1
RF

− 1
RM

)2

+1 < 2. It follows that 2 < 4(
1

RF
− 1

RM

)2
+1

≤ 4 so that538

(D.20) imposes that the harmonic mean is larger than 2, and is necessarily satisfied when the harmonic539

mean is larger than 4 (Fig. D.2).540
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Figure D.2: Contour plot illustrating the existence of σ(F ∗) numerator roots as a function of the repro-
duction numbers RM and RF . Three zones are defined: negative real roots (dark blue zone), no real
roots (blue-green zone) and positive real roots (light green zone). The two curves represent the harmonic
mean of RM and RF equal to 2 (dotted black curve) and equal to 4 (black curve).

In this case there are two roots. The product of the roots has the sign of RF

RM
, which is positive. So541

the roots have the same sign.542

The sum of the roots is:543

−RM +RF −RMRF

RM
. (D.21)

Thus the sum of the roots is positive and therefore both roots are positive if and only if:544

RF +RM < RMRF ⇐⇒ 1
RM

+ 1
RF

< 1,

⇐⇒ 2
1

RM
+ 1

RF

> 2.

Hence, the harmonic mean ofRF andRM must be larger than 2, which we have shown to be a consequence545

of equation (D.20). Hence, (D.19) or (D.20) suffice for the numerator to have two positive roots if546

RF ,RM > 1 (Fig. D.2).547

E Parameter values548

E.1 Mortality rates549

Different values for Ceratitis capitata lifespans were collected from the literature. The mortality rate was550

estimated as the inverse of the lifespan. Male and females lifespans and corresponding mortality rates551

are summarized in Table E.1.552
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Table E.1: Ceratitis capitata male and female lifespans based on the literature, with corresponding
mortality rates.

References Female lifespan (days) Male lifespan (days) µF (day−1) µM (day−1)

Shoukry and Hafez (1979) [25.5-31] [25-36.5] [0.032-0.039] [0.027-0.040]
Carey (1984) [39-46.4] [40.5-47.9] [0.022-0.026] [0.021-0.025]

Vargas et al. (2000) 54.8 71.6 0.018 0.014
Papadopoulos et al. (2002) 21.1 29.5 0.047 0.034

Pieterse et al. (2020) [12-17.5]1 [17.6-35.5]2 [0.057-0.083]1 [0.036-0.057]2

1 Data extracted on nectarine and plum to collect extremum for females.
2 Data extracted on apple and plum to collect extremum for males.

553

E.2 Emergence rate554

The emergence rate r represents the mean number of eggs leading to the adult stage per female and per555

day. To estimate this parameter, data listed in Table E.2 were extracted from Pieterse et al. (2020). Only556

the values for nectarines were used, as they greatly vary between fruits and our aim was to make a rough557

estimate to calibrate the model. On average, females lay 25.75 eggs a day, 97% of which hatch in the558

fruits. Larvae then become pupae, 94.7% of which become adults. So, r = 25.75 × 0.97 × 0.947 = 23.7559

day−1 with a range of values between 19.2 and 28.5 day−1.560

Table E.2: C. capitata development data extracted from Pieterse et al. (2020)

Fruit type Eggs per females (24h) Egg hatch in fruit (24h) Pupal eclosion (24h)

Nectarine 25.75 [22.25-29.25] 97% [96%-98%] 94.7% [89.9%-99.5%]

561

E.3 Competition coefficient between females562

The competition coefficient between females β represents oviposition competition. This parameter was
estimated from the model without control by SIT at equilibrium. From equation (12), which allows us
to find infestation equilibria of the model, we isolated β:

X(M(F ))C(F ) =
1

RF
,

pµF

(1−p)µM
F

k + pµF

(1−p)µM
F

1

1 + βF
=

1

RF
,

1 + βF =
RF

pµF

(1−p)µM
F

k + pµF

(1−p)µM
F
,

β =
1

F
(
RF

pµF

(1−p)µM
F

k + pµF

(1−p)µM
F

− 1).

We based our estimate of females density F on several mass trapping studies (Demirel and Akyol, 2017;563

Hafsi et al., 2020b; Leza et al., 2008; Martinez-Ferrer et al., 2012), in which about 1,000 females per day564

and per hectare were captured, assuming a balanced sex-ratio. We assumed that these traps captured565

most individuals and gave an approximation of C. capitata equilibrium density without SIT. Thus, taking566

F = 1000 ind.ha−1 and the parameter values listed in the Table 1, we obtain β = 0.24 (ind.ha−1)−1.567
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”Leviers territoriaux pour réduire l’utilisation et les risques liés aux produits phytopharmaceutiques (2020 - 2023)”. M.570

Courtois’s PhD is funded by INRAE.571

References572

Abram, P. K., Labbe, R. M., and Mason, P. G. (2021). Ranking the host range of biological control agents with quantitative573

metrics of taxonomic specificity. Biological Control, 152:104427.574

Arita, L. and Kaneshiro, K. (1985). The dynamics of the lek system and mating success in males of the Mediterranean fruit575

fly, Ceratitis capitata (Wiedemann). Hawaiian Entomological Society, 25:39–48.576

Aronna, M. S. and Dumont, Y. (2020). On nonlinear pest/vector control via the Sterile Insect Technique: impact of residual577

fertility. Bulletin of Mathematical Biology, 82(8):110.578

Bakri, A. and Mehta, K. (2005). Sterilizing insects with ionizing radiation. In: Dyck V, Hendrichs J, Robinson A, editors.579

Sterile Insect Technique. Springer, pages 233–68.580

Benedict, M. Q. (2021). Sterile Insect Technique: lessons from the past. Journal of Medical Entomology, 58(5):1974–1979.581

Benedict, M. Q., Charlwood, J. D., Harrington, L. C., Lounibos, L. P., Reisen, W. K., and Tabachnick, W. J. (2018).582

Guidance for evaluating the safety of experimental releases of mosquitoes, emphasizing mark-release-recapture techniques.583

Vector-Borne and Zoonotic Diseases, 18(1):39–48.584

Bliman, P.-A., Cardona-Salgado, D., Dumont, Y., and Vasilieva, O. (2019). Implementation of control strategies for Sterile585

Insect Techniques. Mathematical Biosciences, 314:43–60.586

Caceres, C. (2002). Mass rearing of temperature sensitive genetic sexing strains in the Mediterranean fruit fly (Ceratitis587

capitata). Genetica, 116(1):107–116.588

Carey, J. R. (1982). Demography and population dynamics of the Mediterranean fruit fly. Ecological Modelling, 16(2-589

4):125–150.590

Carey, J. R. (1984). Host-specific demographic studies of the Mediterranean fruit fly Ceratitis capitata. Ecological Ento-591

mology, 9(3):261–270.592

David, A. S., Kaser, J. M., Morey, A. C., Roth, A. M., and Andow, D. A. (2013). Release of genetically engineered insects:593

a framework to identify potential ecological effects. Ecology and Evolution, 3(11):4000–4015.594

Demirel, N. and Akyol, E. (2017). Evaluation of mass trapping for control of Mediterranean fruit fly, Ceratitis capitata595

(Wiedemann) (Diptera: Tephritidae) in satsuma mandarin in Hatay province of Turkey. International Journal of596

Environmental & Agriculture Research (IJOEAR), 3(12):32–37.597
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