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#### Abstract

Bycatch rates are essential to estimating fishery impacts and making management decisions, but data on bycatch are often limited. Tropical tuna purse seine (PS) fisheries catch numerous bycatch species, including vulnerable silky sharks. Even if bycatch proportion is relatively low, impacts on pelagic ecosystems may be important due to the large size of these fisheries. Partial observer coverage of bycatch is a major impediment to assessing impacts. Here we develop a generic $\Delta$ modeling approach for predicting catch of four major bycatch species, including silky sharks, in floating object-associated fishing sets of the French Indian Ocean PS fleet from 2011 to 2018 based on logbook and observer data. Cross-validation and variable selection are used to identify optimal models consisting of a random forest model for presence-absence and a negative binomial general-additive model for abundance when present. Though models explain small to moderate amounts of variance ( $5-15 \%$ ), they outperform a simpler approach commonly used for reporting, and they allow us to estimate total annual bycatch for the four species with robust estimates of uncertainty. Interestingly, uncertainty relative to mean catch is lower for top predators than forage species, consistent with these species having similar behavior and ecological niches to tunas.
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## Introduction

Purse seine fishing is a fishing technique that consists of targeting and catching entire fish schools in surface waters by encircling them with a fishing net called a seine. In the tropical oceans, purse seine (PS) is used extensively to target tropical tunas, specifically skipjack tuna (Katsuwonus pelamis), yellowfin tuna (Thunnus albacares), and bigeye tuna (Thunnus obesus) (Kaplan et al. 2014). Tropical tuna fisheries are extremely important economically and in terms of protein provision for human consumption (Amandè et al. 2010, Bell et al. 2019), catching annually over 2 million tons of target tunas worldwide (Pons et al. 2023). In addition to target species, tropical tuna fisheries catch non-target species collectively referred to as bycatch. These species can be discarded at sea, retained to be sold on local markets, or consumed on board (Amandè et al. 2010). In the Indian Ocean, purse seiners have the obligation to retain bycatch on board since 2018 (IOTC Resolutions 17/04 and 19/05), with the exception of species concerned by non-retention measures (e.g. turtles, cetaceans, rays, most sharks, etc.). Even if the ratio of bycatch to target tuna catch is relatively low for tropical tuna PS fisheries (roughly $5-10 \%$; Kaplan et al. 2014), the impact on pelagic populations and ecosystems can be important, specifically for long-lived species with low reproductive rates (e.g. sharks and rays; Dulvy et al. 2014, Pacoureau et al. 2021). Efforts to reduce bycatch are mandated for sensitive or protected species, or species that are essential to the proper functioning of the marine ecosystem (FAO 2020). However, impact studies for
bycatch species are often complicated by a lack of bycatch data recorded in fisheries logbooks, which typically only include data on target species.

For this purpose, observers are deployed on board fishing vessels to provide data on bycatch (specific composition, numbers, and size samples) and discards of tuna. In the case of the French PS fleets in the Indian and Atlantic Oceans, 10-20\% of fishing trips are covered by observers financed by the European Union Data Collection Framework (DCF), with a complementary observation program supported by industry (Goujon et al. 2017) increasing total observer coverage to $\sim 50 \%$ of fishing sets in the Indian Ocean and nearly $100 \%$ of fishing sets in the Atlantic Ocean. Though these partial data provide essential information on bycatch rates and species compositions, accurate estimates of total PS mortality of specific bycatch species, including uncertainties, are essential to understanding mortality rates and causes, and identifying population trends and overfishing. Similar issues of partial observer coverage are impediments to accurately quantifying the full impact of fishing on bycatch species in numerous tuna and non-tuna fisheries worldwide. In addition, understanding the extent to which bycatch is predictable based on fishing, spatio-temporal, and environmental covariates is essential to developing effective spatial management (Pons et al. 2022). Therefore, the objective of this study is to develop robust statistical models for predicting the catches of bycatch species as a function of various covariates, including the quantity of target tuna caught, the time and location of fishing

[^0]activities, and associated environmental conditions. These models will allow us to both estimate total bycatch mortality for the French Indian Ocean PS fleet and help us understand the links between target species, bycatch species, and the environment, improving fishery-based population status indices and enhancing management capacity for these understudied species.

One persistent challenge for modeling bycatch of relatively rare species is the large number of absences observed in the data (e.g. in the Indian Ocean, silky sharks, the principal shark species caught by PS, are absent from approximately one quarter of fishing sets), which typically prohibits the use of simple statistical models that do not explicitly account for both bycatch presence-absence (i.e. ones and zeros) and abundance when present (i.e. number of individuals caught per set given that at least one individual was caught in the set; hereafter referred to simply as "abundance" when there is no risk of confusion). Moreover, presence-absence and abundance may be partially driven by different biological processes (Stock et al. 2020). Therefore, it seems reasonable to model these two processes separately, combining model results in the end to develop a final prediction of bycatch. This type of modeling approach is known as a $\Delta$ model, and it has been used successfully for modeling catch per unit effort of non-target species (Ortiz and Arocha 2004) and target species (Shono 2008). It has the advantage over standard statistical distributions (e.g. normal, log-normal, and Poisson), zero-inflated distributions (e.g. the zero-inflated Poisson distribution), and distributions that permit integrated modeling of presence-absence and abundance data (e.g. Tweedie distribution) in that it allows for greater flexibility and a more pragmatic approach by separately modeling of each aspect of bycatch abundance. For example, a random forest model, a machine learning modeling approach often used for binomial response variables, can be used to estimate presence-absence of a bycatch species, whereas a general additive model (GAM), a non-linear, semi-parametric approach to modeling continuous variables, can be used for abundance when present. In addition to providing maximum flexibility when estimating each aspect of bycatch, this approach allows us to examine results from the individual models separately, as well as in combination.

Below, we develop a series of $\Delta$ models for four major bycatch species (silky shark, Carcharhinus falciformis; common dolphinfish, Coryphaena hippurus; rainbow runner, and Elagatis bipinnulata; rough triggerfish, Canthidermis maculata) of the French tropical tuna PS fishery in the Indian Ocean based on logbook and observer data. First, we identify optimal modeling approaches and model formulations for presenceabsence and abundance of these bycatch species using a multistep approach based on multiple modeling frameworks, multiple distribution families for residuals, predictor variable selection, and cross-validation of results. Next, we combine $\Delta$ model outputs with observations to estimate total annual bycatch of the four species, including uncertainties in those predictions. Finally, we compare our results to a simpler bycatch-to-landings ratio approach currently extensively used for bycatch reporting to regional fisheries management organizations. We end with a discussion of results and their implications for fisheries management. Code for carrying out all analyses is made freely available (https://github.com/Agathedum ont/modeling-bycatch-abundance-delta-method) so that the approach can be applied worldwide in other fisheries.

## Materials and methods

## Fishing activity data

The primary data used in this study are catch data for target tunas from logbooks (i.e. mandatory declarations) and bycatch species from observer data from the Indian Ocean French tropical tuna PS fishery between 2011 and 2018. The Exploited Tropical Pelagic Ecosystems Observatory (Ob7) of the French National Research Institute for Sustainable Development (IRD) collects and manages fishery and observer data from the French tropical tuna PS fleet in the Atlantic and Indian Oceans. Though the approach we develop could be applied in the Atlantic and elsewhere, we choose to consider only data from the Indian Ocean, for which $\sim 34 \%$ of all fishing sets have observer coverage ( $\sim 37 \%$ if only floating object fishing sets are taken into account). Data on fishing set vessel, time, location, school type, and catch in tons of the three major target tunas (skipjack tuna, yellowfin tuna, and bigeye tuna) were obtained from captain logbooks data corrected for bias in species composition based on port sampling using the T3 procedure (Pianet et al. 2000). Data on bycatch per species in number of individuals for each fishing set were obtained from onboard observers as part of two PS observer programs: the European Union-funded "Data Collection Framework" (DCF; Reg 2017/1004 and 2016/1251) and the "Observateur Commun Unique Permanent" (OCUP) program initiated and funded by the PS fishing industry (Goujon et al. 2017). Each line of the data corresponds to a fishing set, i.e. a single fishing activity involving encircling a tuna school with the seine and bringing the fish caught within the seine on board. The data extraction initially had 21240 sets, of which 7188 sets had observer data.

Two fishing modes are commonly used in the Indian Ocean tropical tuna PS fishery (Kaplan et al. 2014). "Free-swimming school (FSC)" sets correspond to catch on tuna schools not associated with any object in the water and detected by crew members during a fishing trip, either visually or via use of technologies, such as bird radars. FSC sets are generally composed of monospecific individuals in which bycatch species are rare (Kaplan et al. 2014). "Floating object" (FOB) sets consist of fishing on tuna schools associated with natural objects at sea (e.g. logs, palm branches, or debris from human activities, such as marine cargo) or artificial floating objects specifically deployed by PS vessels to aggregate tunas, referred to as drifting fish aggregating devices (dFADs; Davies et al. 2014), which today represent the vast majority of floating objects (Maufroy et al. 2016).

FOB sets represent $>80 \%$ of recent PS catch in the Indian Ocean (Floch et al. 2021) and have roughly three times the bycatch per set of FSC sets, including some emblematic species susceptible to overfishing, such as silky sharks, that are rarely caught in FSC sets (Kaplan et al. 2014). Therefore, we limited our analyses to FOB sets. After limiting data to FOB sets, our data set consisted of 16281 sets distributed throughout the PS fishing zone in the Indian Ocean (Fig. 1), of which 6046 sets have observer coverage.

As bycatch data contain well over 100 species or species groups, many of which are very rare, we focused our study on four of the more common and emblematic bycatch species (Ruiz et al. 2018): silky shark (Carcharhinus falciformis), rough triggerfish (Canthidermis maculata), rainbow runner (Elagatis bipinnulata), and common dolphinfish (Coryphaena hippurus). Top predators such as silky sharks and common


Figure 1. Map of the spatial distribution of FOB fishing sets in our dataset from the French PS fleet in the Indian Ocean between 2011 and $2018 . D a r k$, black dots indicate sets without observer coverage, whereas lighter, red dots indicate sets with observer coverage.
dolphinfish are typically found as individuals or in small groups in PS sets, whereas rainbow runner and rough triggerfish are often caught as part of large aggregations. Silky shark is generally considered to be the PS bycatch species of most concern due to it being caught in relatively large numbers in FOB sets and due to its life history traits common to many sharks of high longevity and low reproductive rates (Dulvy et al. 2014). As such, though models are developed for all four bycatch species, certain results are only presented in the main text of the article for silky shark, with results for the other species being presented in the online supplementary materials.
Observer bycatch data separates bycatch observations into three categories: live release, dead release, and retained (i.e. landed). Given our objective of estimating mortality rates and a number of indications that sharks released live by PS vessels have high post-release mortality (e.g. Hutchinson 2015, Onandia et al. 2021), for the sake of this paper, we decided to sum all three categories into a total "bycatch" mortality observation for each species for sets with observer coverage. Inclusion of live-release individuals will have a tendency to overestimate true mortality rates.

## Environmental data

As we wished to understand how bycatch rates vary as a function of spatial, temporal, and environmental covariates, we first identified a set of environmental variables that potentially impact bycatch in tropical tuna PS fisheries. Sea surface temperature (SST), salinity (SSS), and depth-integrated net primary production (NPP) were identified as general environmental variables potentially important for the distribution and abundance of pelagic species (e.g. Mannocci et al. 2020). Surface mixed layer depth (MLD) was also considered as it can limit the vertical distribution of species, modifying the ac-
cessibility of tuna schools to surface fisheries, among other effects (Arrizabalaga et al. 2015).

Environmental variables were obtained from Copernicus (the Earth observation component of the European Union's Space program) at different spatial scales and attributed to fishing observations by associating each point observation with Copernicus data of the containing grid cell and closest timestamp. Daily sea surface potential temperature and salinity, and surface mixed layer depth were obtained from the Copernicus-Global Ocean Physics Reanalysis based on the current available real-time global forecasting CMEMS system, having a $0.083^{\circ} \times 0.083^{\circ}$ resolution and covering the time period 01/01/1993-31/12/2019 (https://doi.org/10.48670/moi00021, 01/09/2022, date last accessed). Daily primary production was obtained from the Copernicus-PISCES biogeochemical global hindcast having a $0.25^{\circ} \times 0.25^{\circ}$ horizontal resolution with daily means available from -5500 m to 0 m depth covering the time period 01/01/1993-31/12/2020 (https://doi.org/10.48670/moi-00019, 01/09/2022, date last accessed). Net primary production was calculated as the sum of primary production from the sea surface to 200 m depth.

## Modeling bycatch rates with a $\Delta$ method

A conceptual overview of our modeling approach is presented in Fig. 2. In initial exploratory analyses of bycatch data, we noted that zeros (absences) are prevalent in the data at levels that are not consistent with standard statistical distributions. For example, 1346 ( $22 \%$ ) of the total 6046 FOB sets with observer coverage included no silky shark bycatch (Fig. 3; Table 1). As such, we chose to develop $\Delta$ models to estimate total bycatch. The $\Delta$ method breaks catch down into two separate models, one for presence-absence and the other for abundance when present (i.e. the number of individuals of a bycatch


Figure 2. A conceptual overview of our approach to modeling bycatch rates of the four target species. The approach is generic, but some of the information presented, such as the modeling approaches and distribution families used to construct our final "optimal" $\Delta$ models used to predict bycatch rates represent results specific to this study. Fish illustrations ©Léa Ortega.
species caught in the fishing set given that at least one individual was caught; Ortiz and Arocha 2004). Total bycatch in a given set is estimated as the product of predictions from these two sub-models. This methodology has the advantages of allowing for different model formalisms and structures in the two components, thereby permitting greater flexibility than other approaches to dealing with large numbers of zero observations, such as zero-inflated models and integrated likelihood models.

Given the potential for non-linearity of the relationships between spatial, temporal, and environmental predictors and response variables (i.e. presence-absence or number of individuals of a bycatch species per set), we developed models that explicitly permit non-linearity. When modeling presenceabsence of a bycatch species, sets for which any non-zero number of the species were recorded by observers were assigned a one, and all other sets were assigned a zero. We compared two overall modeling frameworks to model presence-absence: (i)


Figure 3. Histogram of silky shark bycatch per fishing set from observer data of the Indian Ocean French tropical tuna PS fishery on FOBs between 2011 and 2018.

Table 1. Prevalence of each of the 4 bycatch species in our dataset of 16281 fishing sets, of which 6046 sets were covered by observers.

|  | No. of sets | Prevalence (\%) | No. of individuals | Mean no./Set | Mean no./Set when present | CV $^{\text {a }}$ |
| :--- | :---: | :---: | :---: | ---: | ---: | ---: |
| Silky shark | 4700 | 77.7 | 39635 | 6.56 | 8.43 |  |
| Rough triggerfish | 4604 | 76.1 | 836083 | 138.29 | 1.59 |  |
| Rainbow runner | 4346 | 71.9 | 313810 | 51.90 | 2.19 |  |
| Common dolphinfish | 4213 | 69.7 | 115547 | 19.11 | 42.21 |  |

${ }^{\text {a }} \mathrm{CV}=$ coefficient of variability calculated as the ratio between the standard deviation of the number of individuals caught over all sets and the mean number of individuals per set.
general additive models (GAMs; Wood 2017) with a binomial distribution for the response variable, and (ii) random forest (RF) models (Breiman 2001). Details of both approaches are given below in Sections 2.3.2 and 2.3.3.

When modeling abundance when present for a bycatch species, the number of individuals observed (or a direct function thereof) was used as the response variable and all sets for which the species was not observed were removed. For abundance, only GAMs were developed, but several candidate statistical distributions for the response variable were explored: Poisson, negative binomial, Tweedie, and log-normal.

## Predictors variables

Spatial, temporal, environmental, and vessel identifier variables were included as covariates in models (Table 2). Spatiotemporal factors may have an effect on bycatch as species abundance and catchability vary on seasonal, inter-annual, and regional scales (Kaplan et al. 2014). To take this into account, models included longitude and latitude, as well as the month and year, as explanatory variables. Month and year were treated as continuous variables, and month was modeled as a circular variable in GAMs. Both direct and interaction terms were included in GAMs when examining the impacts of longitude and latitude, and of year and month
[i.e. in the notation of the mgcv R package, both "s()" and "ti()" terms were included in models]. The effects of longitude and latitude in GAMs were stratified by quarter of the year. Unfortunately, for random forest, it is not possible to treat month as a circular variable. Nevertheless, we chose to keep month as a continuous variable, as this allows random forest models to associate (or not) temporally adjacent months (other than December and January) in an ordered fashion.

In addition to these spatio-temporal variables and the environmental variables described in Section 2.2, the total catch of target tunas (i.e. all three major tropical tuna species summed together) in tons per fishing set was also included in our models, as it has been extensively used as a predictor of PS bycatch (Amandè et al. 2010). Finally, we included the potential for persistent differences among vessels in terms of bycatch species composition via the inclusion of a categorical vessel identifier in models as a fixed effect so as to be able to predict bycatch per set for specific vessels.

Models including all the predictor variables listed above will be referred to as "full" models, whereas models postvariable selection to reduce model complexity and/or decrease problems of model overfitting will be referred to as "optimal" models (see Section 2.3.4 for the variable selection

Table 2. Description of potential predictors of bycatch per FOB fishing set.

| Full name | Abbreviation ${ }^{\text {a }}$ | Units | Type | Mean | 95\% Interval |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Latitude / Longitude | lat / lon | Decimal degrees | Continuous | - | - |
| Month | month | [1:12] | Continuous | - | - |
| Quarter | quarter | [1:4] | Categorical | - | - |
| Year | year | [2011:2018] | Continuous | - | - |
| Trop. tuna catch | catch | Tons | Continuous | 27.27 | [ 1.98; 103.69] |
| Mixed layer depth | MLD | Meters | Continuous | 18.62 | [10.53; 47.89] |
| Net primary production | NPP | $\mathrm{mg} / \mathrm{d} / \mathrm{m}^{3}$ | Continuous | 179.33 | [48.06; 597.05] |
| Sea surface temperature | SST | ${ }^{\circ} \mathrm{C}$ | Continuous | 28.48 | [25.47; 30.64] |
| Sea surface salinity | SSS | Practical salinity unit | Continuous | 35.29 | [34.47; 36.05] |
| Vessel identifier | vessel | - | Categorical | - | - |

${ }^{a}$ The "Abbreviation" column gives the short name for each variable that will be used in text, figures, and tables. The " $95 \%$ Interval" and "Mean" columns refer to the central $95 \%$ of the data and the mean of the data over FOB fishing sets with observer coverage in our dataset.
methodology used). Before fitting models, cross-correlation analysis among predictors was carried out to understand potential for variable redundancy in model formulations and, if need be, remove any redundant variables (see Results section).

## GAMs for presence-absence and abundance of bycatch

In GAMs, the effects of predictor variables on the response variable are modeled as the sum of a certain number of nonlinear, smoothing spline functions. Various classes of smoothing splines exist, including thin plate regression splines, which we used for modeling the effect of single continuous variables, and cyclic cubic regression splines, which we used for the circular variable month. Tensor product regression splines were used for modeling two-dimensional variability in lon-lat and year-month space, with cubic regression splines being the basis for these tensor products for all dimensions but month, for which cyclic cubic regression splines were used. GAMs were run using the R package mgcv version 1.9.1 (Wood 2017) in R version 4.3.3 (29/02/2024) (R Core Team 2023); see Online Supplementary Materials for more details and specific package versions used for all analyses.

The maximum number of basis smoothing spline functions $(k)$ to be considered when estimating the effect of a predictor variable is typically specified in GAMs (regularization is used during the model fitting process to only include a subset of this maximum number of splines in the final model predictions). For the spatial effect, estimations were stratified by quarter and a maximum of 13 splines were used for each dimension, following the example of Wain et al. (2021) studying the same geographic region and similar data. For the month and year effects, 12 circular cubic splines and 8 thin plate regression splines were used, respectively, these values being the maximum possible values in each case. For other predictor variables, default values set in the mgcv R package for the maximum number of splines were used (typically $k=10$; Wood 2017).

To assess model fit, QQ-plots of residual quantiles with respect to the theoretical quantiles were examined, along with plots of residuals as a function of predicted values and examination of model performance indicators developed below (Section 2.3.5).

When modeling presence-absence of a given bycatch species, a binomial distribution was assumed for the response variable with the standard "logit" link function. When modeling abundance when present, several distributions were tested (Table 3): the Poisson distribution, which is theoretically suit-
able for count data; the negative binomial, which accounts for positive definite data, like the Poisson distribution, but allows for overdispersion; the Tweedie distribution, which accounts for both overdispersion and potentially excessive numbers of small observations; and a normal distribution for the $\log$-transformed catch data. Given that the abundance data included no zeros, the number of individuals per set minus one was used as the response variable for the Poisson, negative binomial, and Tweedie distributions (as these distributions start at zero).

## Random forest models for presence-absence of bycatch

RF models were also developed as an alternative approach to modeling presence-absence of bycatch species. RF models are a machine learning algorithm based on decision trees where each node of a tree represents a cutoff threshold on one of the predictor variables, with the cutoff selected to maximize correct classification of observations (Breiman 2001). RF models use a large number of such trees, weighting them in the final model prediction according to their predictive capacity based on the results of internal cross-validation. As predictor variables can occur multiple times in each tree and the ensemble average of many trees is used in making predictions, the method implicitly allows for highly non-linear effects and interactions among predictors. RF models were run using the R package randomForest version 4.7.1.1 (Liaw and Wiener 2002).

Two free parameters in RF models, the total number of decision trees to use and the number of predictor variables to randomly select and test for predictive capacity at each node, were fixed based on analyses of the full RF model using the tuneRF function of the randomForest package (Liaw and Wiener 2002).

## Model selection

Predictor variable selection was used to identify the most parsimonious models that accurately represent the data. First, several distribution families for residuals were tested for "abundance when present" GAMs with all the predictor variables included (i.e. the "full model"): Poisson, Tweedie, negative binomial, and log-normal. The selection of the best distribution family to use was based on examination of standard diagnostic plots for GAMs (e.g. QQ-plots and plots of residuals versus predicted values), as well as the predictive performance (e.g. deviance explained) of the models, in both cases considering primarily results for silky shark given its importance as a bycatch species.

Table 3. Summary of the different GAM distributions of residuals used to model presence-absence and abundance when present of silky shark bycatch per fishing set.

| Distribution | Model type | Data type | Transformation | Link function |
| :--- | :--- | :--- | :---: | :---: |
| Poisson | Abundance | No. of individuals | $\mathrm{N}-1$ | $\log$ |
| Negative binomial | Abundance | No. of individuals | $\mathrm{N}-1$ | $\log$ |
| Tweedie | Abundance | No. of individuals | $\mathrm{N}-1$ | $\log$ |
| Log-normal | Abundance | No. of individuals | $\mathrm{N})$ | identity |
| Binomial | Presence-absence | $0=$ absence $/ 1=$ presence | logit |  |

In the "Model type" column, "Abundance" indicates that abundance when present was modeled. The "Transformation" column indicates the transformation that was applied to the response variable before running the model, with " N " indicating that no transformation was applied.

Second, variable selection was carried out for both GAMs and RF models to choose the best set of predictor variables for presence-absence and abundance. The overarching principle of parsimony was used to select the simplest model with fewest variables and computational complexity that accurately describes the data, thereby reducing potential for model overfitting (Gregorutti et al. 2017).

For GAMs, the model using the set of all explanatory variables (i.e. the full GAM) was run. Then backwards selection using $P$-values was carried out by sequentially dropping the single term with the highest non-significant $P$-value from the model and re-fitting, until all terms were significant (Wood 2017). This approach was used as stepwise regression based on the Akaike Information Criterion (AIC) would have been too time-consuming to run due to the large number of complex models that would need to be estimated and because model selection based on $P$-values has been shown to produce roughly equivalent results to that based on AIC (Murtaugh 2014). When a smooth term was dropped, it was replaced with the corresponding non-smoothed term [e.g. "s(year)" would be replaced with "year"] to test for significance in the absence of the smooth before proceeding to remove other terms from the model.

For the RF model, automatic variable selection using the R package VSURF version 1.2.0 (Genuer et al. 2022) was used, constructing the nested collection of RF models and selecting the variables involved in the model leading to the smallest out-of-bag estimated error percentage (OOB error). The "variable selection procedure for prediction" procedure of the VSURF package was used with the parameters selected at the tuning step (i.e. the number of trees and number of variables examined per node determined by the tuneRF function). The VSURF method has been tested on several data sets, which showed that it was reliable and versatile (Genuer et al. 2015).

The models resulting from these selection processes are referred to as "optimal GAMs" (for presence-absence or abundance) and "optimal RF models" (for presence-absence).

## Model performance statistics

In order to compare GAMs and RF models for species presence-absence, as well as to compare GAM models across residual distributions and to assess combined $\Delta$ models, a set of standard model performance statistics was developed and calculated in the same way for all comparable models. For presence-absence models, the percentage of well-classified observations was calculated and compared across models. An observation was considered to be well classified if the model estimated probability of presence (absence) was $\geq 0.5(<0.5)$ when the true observation was a presence (absence).

Goodness-of-fit metrics root mean square error (RMSE) and mean absolute error (MAE) were calculated for all presence-absence, abundance, and $\Delta$ models as follows:

$$
\begin{gathered}
\text { RMSE }=\sqrt{\frac{\sum_{i=1}^{N}\left(\text { prediction }_{i}-\text { observation }_{i}\right)^{2}}{N}} \text { and } \\
\text { MAE }=\frac{\sum_{i=1}^{N} \mid \text { prediction }_{i}-\text { observation }_{i} \mid}{N}
\end{gathered}
$$

where $N$ is the total number of observations, and prediction $i_{i}$ and observation $i_{i}$ are the model predicted and observed values for the $i^{t h}$ observation.

For abundance when present and combined $\Delta$ models, we also calculated the fraction of the deviance explained by the model. Though GAMs report the deviance explained, we chose not to use these model-reported values to avoid issues with whether or not they are calculated in response or link space and to use a single approach for both GAMs and $\Delta$ models. Fraction of deviance explained was calculated as:

$$
\begin{equation*}
\frac{\text { deviance }_{\text {total }}-\text { deviance }}{\text { residual }} \text { deviance } \text { total }^{\text {den }} \tag{1}
\end{equation*}
$$

where

$$
\text { deviance }_{\text {residual }}=\sum_{i=1}^{N}\left(\text { prediction }_{i}-\text { observation }_{i}\right)^{2}
$$

and

$$
\text { deviance }_{\text {total }}=\sum_{i=1}^{N}\left(\overline{\text { observation } \left.- \text { observation } n_{i}\right)^{2}, ~}\right.
$$

with $\overline{\text { observation }}$ being the mean of all observations (for a given species and excluding or including zeros for abundance when present versus $\Delta$ models, respectively).

In order to assess the robustness of performance statistics and potential for model overfitting, 10 -fold cross-validation was used to develop model assessments of predictive capacity that are independent of the training data used to construct models. Our data set was broken into 10 randomly selected equal parts, using 9 of them to train the model and 1 of them to validate the model. Model performance was measured for each validation fold in terms of RMSE, MAE, the percentage of well classified observations for presence-absence models, and the deviance explained for abundance and $\Delta$ models. The average of the 10 performance measures (from using each of the 10 -folds as the validation data set) was used as the overall performance of the model in cross-validation (Berrar 2018). Model performance measures calculated as the average of these 10 values are prefixed with " $v$-" to distinguish them from performance statistics based on the model trained with
the entire data set. For example, "v-RMSE" indicates the average of the 10 RMSE calculated from each of the 10 folds being used as the validation data set. To assure comparability of these cross-validation measures across models, the same random folds were used for all models based on equivalent numbers of observations (i.e. a single set of folds was used for presence-absence and $\Delta$ models, and one set of folds was used for each of the four bycatch species when running abundance when present models).

## Model prediciton intervals

As one of our objectives is to be able to predict bycatch for fishing sets lacking observer data, we needed to assess our confidence in model predictions, i.e. not the certainty in the expectation value for a given set of explanatory variable values (i.e. the confidence interval), but rather the certainty in new predictions. These "prediction intervals" can be evaluated directly for general linear models (GLMs) using functionality already integrated into standard R functions for GLMs. However, for GAMs and combined $\Delta$ models, standard software tools for calculating prediction intervals are lacking. Instead, we decided to use a bootstrap approach, following Andersen (2022).

First, the $\Delta$ model expected mean bycatch prediction of a set, $\left(\widehat{\mu}_{C}\right)$, was estimated as the product of mean predictions from the presence-absence and abundance components of the model $\widehat{\mu}_{C}=\widehat{\pi} \times \widehat{\eta} . \widehat{\pi}=\operatorname{Pr}($ presence $)$ is the expected mean presence probability and $\widehat{\eta}$ is the expected abundance when present, both having been back-transformed as necessary to response variable space (e.g. following Fletcher 2008; for log-normal models). Using these mean expected values, we calculated performance statistics of the overall $\Delta$ model (i.e. RMSE, MAE, and deviance explained) using the formulas given above.

Next, we randomly generated $10^{4}$ sets of potential coefficients of the GAMs for both the GAM presence-absence and GAM abundance models. This was done using the Cholesky Trick, following the approach of Andersen (2022). Simply put, this approach uses the optimal coefficients estimated by the model and the standard errors of these coefficients to estimate a distribution for each coefficient from which potential coefficients are randomly drawn.

Then, for each of these $10^{4}$ sets of potential model coefficients, model predictions in link-function space, including (via the standard errors as described above) uncertainty in parameters were generated. These were then back-transformed into response units using the appropriate inverse link function. Final predictions were generated by randomly drawing from the appropriate model distribution family (e.g. binomial for presence-absence), including, for two parameter distributions such as the negative binomial, the residual variance of each of the GAMs (i.e. the scale parameter). This final step integrates, via the model scale parameter, unexplained variance in observations into predictions. This produced $10^{4}$ simulated predictions, $\widehat{\eta}^{*}$, for the abundance GAM and $10^{4} \widehat{\pi}^{*}$ for the presence-absence GAM, for each fishing set in the dataset.

RF models of presence-absence have no equivalent for the uncertainty in model parameter estimates and, therefore, lack parameter estimates with standard errors. Instead, for each fishing set in the dataset, we drew $10^{4}$ values of 0 or 1 from a single binomial distribution with probability of presence determined by the prediction of the RF model, thereby obtaining
$10^{4}$ predictions of presence-absence, $\widehat{\pi}^{*}$, for each fishing set that include fundamental uncertainty in whether a species is present due to the binomial probability of presence, but not uncertainty in the model-estimated binomial probability of presence parameter itself.

The last step is to combine the simulated predictions of the GAM for abundance when present and the GAM or RF model for presence-absence by calculating $\widehat{\mu}_{C}^{*}=\widehat{\pi}^{*} \times \widehat{\eta}^{*}$. These predictions include both uncertainty in model estimates of parameters (for GAMs) and uncertainty due to variance not explained by the model via random selection of values from the model distribution family, including where appropriate the model-estimated scale parameter. We then obtain a simulated distribution of predicted bycatch based on the $10^{4}$ values of $\widehat{\mu}_{\mathrm{C}}^{*}$ for each fishing set in the dataset, from which a $95 \%$ prediction interval is calculated as the $2.5 \%$ and $97.5 \%$ quantiles of the simulated data.

## Tests for residual spatio-temporal autocorrelation

We assessed whether or not spatial, temporal, and spatiotemporal autocorrelation were adequately accounted for in model formulations by calculating variograms and autocorrelation functions (ACFs) on optimal $\Delta$ model residuals following the general approach of Legendre and Legendre (2012). Spatial variograms were estimated using the R package geor version 1.9.3 (Ribeiro et al. 2023), temporal autocorrelation functions were calculated using the acf function of $R$, and spatio-temporal variograms were estimated using the R package gstat version 2.1.1 (Gräler et al. 2016). As potentially multiple fishing sets with observer data existed for a given day, when calculating temporal ACFs, observations were randomly selected 100 times, for each day generating 100 estimates for the ACF, which were summarized to characterize temporal autocorrelation. A small number of observations ( $<0.1 \%$ ) with identical spatial positions were randomly removed when calculating spatial or spatio-temporal variograms. Results, presented in Supplementary Figs S15-S18, indicated an absence of significant unexplained autocorrelation, so we decided that the addition of spatial and/or temporal covariance terms to models was unnecessary.

## Prediction performance of $\Delta$ models at different scales

The predictions of the optimized $\Delta$ models for each of the four bycatch species were aggregated in time and space in order to examine our predictive capacity at different and larger spatio-temporal scales that may be of interest for fisheries management of bycatch. The temporal scales of aggregation were: month (i.e. aggregating across all fishing sets for a specific month of a specific year), 2 months (bi-month), 3 months (quarter), 6 months (half year), year, and the entire time period (all time). The spatial scales of aggregation were: $1^{\circ} \times 1^{\circ}$ and $5^{\circ} \times 5^{\circ}$ spatial grid cells, and the entire western Indian Ocean fishing area.

The $\Delta$ model prediction for bycatch in a stratum $S, \widehat{\mu}_{C_{S}}$, is calculated as:

$$
\widehat{\mu}_{C_{S}}=\sum_{i=1}^{J_{S}} \widehat{\mu}_{C_{i}}
$$

with $J_{S}$ the number of observations in the stratum and $\widehat{\mu}_{C_{i}}$ the predicted bycatch for fishing set $i$ in the stratum $S$.

Prediction performance statistics were calculated for aggregated predictions as described above. For example, RMSE for a given level of spatio-temporal aggregation was calculated as:

$$
R M S E=\sqrt{\frac{\sum_{S}\left(\widehat{\mu}_{C_{S}}-\sum_{i=1}^{J_{S}} \text { observation }_{i}\right)^{2}}{N_{S}}}
$$

where, in this case, $N_{S}$ is the number of strata $S$ at the given level of aggregation. To compare performance statistics across multiple levels of aggregation, we calculate the normalized RMSE and MAE statistics (denoted "RMSE norm" and " $\mathrm{MAE}_{\text {norm }}$ ") for each level of aggregation by dividing the RMSE and MAE by the average aggregated bycatch prediction. For example, for RMSE $_{\text {norm }}$ :

$$
\text { RMSE }_{\text {norm }}=\frac{R M S E}{\frac{\sum_{s} \widehat{\mu}_{C_{S}}}{N_{S}}}
$$

The same 10 -fold cross-validation procedure that was used to assess uncertainty in model predictions for individual fishing sets was also used on the aggregated data (i.e. the folds were based on the original fishing set data, not the aggregates). For each fold, we calculated the $\mathrm{RMSE}_{\text {norm }}$ and $\mathrm{MAE}_{\text {norm }}$ as described above, and then these 10 results were averaged together to calculate the final error estimates (i.e. v-RMSE norm and $\left.\mathrm{v}-\mathrm{MAE}_{\text {norm }}\right)$.

Prediction intervals for aggregate predictions were calculated in a similar way. The procedure described above was used to develop $10^{4}$ predictions for each fishing set, which were then aggregated by strata to produce $10^{4}$ predictions of bycatch in each strata, the $2.5-97.5 \%$ quantiles of which were used to define the prediction interval.

## $\Delta$ model performance comparison for different bycatch species

We compared $\Delta$ model results for our four bycatch species (silky shark, rough triggerfish, rainbow runner, and common dolphinfish) to test whether predictive capacity differs among different species with different life history traits. Optimal models (i.e. models including predictors optimized for each species) for both presence-absence and abundance when present were used to develop $\Delta$ model predictions for each species. The normalized RMSE and MAE (i.e. $\mathrm{RMSE}_{\text {norm }}$ and $\mathrm{MAE}_{\text {norm }}$ ), with and without 10 -fold crossvalidation, were used as a common indicator of prediction error across species with different levels of mean prevalence and abundance.

## Prediction of total bycatch

The total bycatch of silky sharks for the French PS fleet in the Indian Ocean between 2011 and 2018 was calculated for a given year as the sum of observed bycatch for those fishing sets with observer data and model predictions of bycatch for those fishing sets without observer data. These estimates were calculated using the optimal $\Delta$ model for the corresponding species. In order to understand spatial patterns of predicted total bycatch, we also calculated bycatch per set and prediction uncertainty in bycatch per set on $5^{\circ} \times 5^{\circ}$ grid cells for the entire study time period. Prediction uncertainty was calculated as the difference between the $97.5 \%$ and $2.5 \%$ quantiles of
the predicted bycatch in each grid cell (uncertainty being assumed to be zero for sets with observer data; Valliant et al. 2000).

When making these predictions, one issue is that six French vessels had no observer coverage of fishing activities over the study period, which represents $\sim 26 \%$ of the fleet (this absence generally being due to space constraints placed on certain vessels by the need to carry military personnel to prevent pirate attacks). This prohibited prediction for fishing sets by these vessels using models including vessel identifier as an explanatory variable. We therefore developed $\Delta$ models without vessel identifier as an explanatory variable specifically for predicting bycatch of these vessels. Three different sets of models were developed without the vessel identifier predictor: (i) "full w/o vessel": corresponding to models including all predictors except vessel; (ii) "optimal w/o vessel": corresponding to models including the optimal (RF or GAM) predictors with vessel removed after model selection; and (iii) "no vessel optimal": corresponding to models where the vessel predictor was removed prior to predictor variable selection. Performance statistics of these three sets of models were compared to assess which approach was best for predicting bycatch for these vessels without observer data.

Final total bycatch predictions were therefore the combination of observed bycatch for sets with observer data, predicted bycatch by optimal $\Delta$ models for sets without observer data for vessels with observer data, and predicted bycatch by $\Delta$ models without vessel as a predictor for vessels with no observer data in the Indian Ocean over the study time period.

## Comparison with the bycatch-over-landings ratio approach

A bycatch-over-landings extrapolation approach is currently used to estimate total PS bycatch by fleet for reporting to the Indian Ocean Tuna Commission (IOTC) and other tuna RFMOs. The approach is based on first stratifying the catch by quarter and by year. For each combination of quarter and year, the ratio of total bycatch of a given species to total catch of target tunas is calculated, summing over all fishing sets $i$ for which observer data is available: ratio $=\frac{\sum_{i} \text { observation }_{i}}{\sum_{i} T_{i}}$ with $T_{i}$ the catch of target tunas in set $i$. Given this ratio, the expected bycatch of the species in a given set $i$ is calculated as the product of the ratio and the total catch of target tunas in the set $\widehat{\mu}_{C_{i}}=$ ratio $\times T_{i}$.

We compared the $\Delta$ model and the bycatch-over-landings ratio approach to estimating bycatch using the standard error estimates described above for the $\Delta$ model (i.e. 10 -fold estimation of RMSE, MAE, and percent deviance explained).

The total annual bycatch of the four study species was also estimated by this approach, using the bycatch-over-landings extrapolation exclusively for sets without observer coverage, and compared with the estimation from the optimal $\Delta$ model.

## Results

We begin by presenting cross-correlations among predictor variables, followed by results from both the presence-absence and abundance when present components of the $\Delta$ model. This is followed by examinations of the certainty of model estimates at different spatio-temporal scales of aggregation. Finally, we present overall predictions of total bycatch of the four bycatch species for the French fleet in the Indian Ocean


Figure 4. Marginal effects of non-spatial predictors with smooths on the presence of silky sharks in floating object fishing sets of the French PS fleet in the Indian Ocean. The effects were estimated with the optimal GAM for presence-absence and are listed in the following order: (a) s(catch); (b) s(year); (c) ti(year,month); and (d) $s(M L D)$. In all panels except the $2 D$ interaction plot (c), the horizontal axis indicates the value of the predictor variable and the vertical axis indicates the marginal effect of the predictor on presence-absence in the scale of the linear predictor, with positive values indicating an increase in probability of presence. Solid, black curves indicate the best estimate of the mean effect, whereas gray areas indicate $95 \%$ confidence intervals around the mean effect. The horizontal red lines at the bottom of panels (a) and (d) represent the central 95\% of the distribution of the corresponding predictor variable. For the 2D interaction plot in year-month (c), the effect is plotted as a raster plot with yellow colors indicating a positive effect on probability of presence.
and compare model results with predictions from the simpler bycatch-over-landings ratio approach regularly used by scientists and managers to estimate bycatch in data-limited situations.

## Covariability of predictor variables

In order to understand predictor redundancy in model formulations, we analyzed cross-correlations between predictor variables. Non-negligible correlations were found between multiple pairs of predictor variables, with correlations $>0.5$, for latitude and SSS, as well as for SST and NPP. All other correlations are $<0.5$. We therefore decided to remove SSS and NPP from GAM models to enhance model stability and interpretability. We chose to retain latitude as latitude is modeled in GAMs jointly with longitude making it difficult to remove, and to retain SST as this variable is thought to have a more immediate impact on tropical tuna behavior and physiology and is also more readily available from both satellite data and oceanographic model outputs.

All predictor variables, including SSS and NPP, were included in full RF models as RF models do not require that predictor variables be uncorrelated.

## Presence-absence models of bycatch

## Binomial GAM models

In general, optimal models for the four study species are fairly similar. The optimal model for rainbow runner is:

$$
\begin{aligned}
& \operatorname{Pr}(\text { Rainbow runner }) \\
& \qquad \begin{array}{c}
s(\text { catch })+s(\text { lon }, \text { by }=\text { quarter })+s(\text { lat }, \text { by }=\text { quarter }) \\
\\
\quad+\text { ti }(\text { lon, lat }, \text { by }=\text { quarter })+s(\text { month })+s(\text { year }) \\
\\
\quad+\text { ti }(\text { year, month })+s(M L D)+s(\text { SST })+\text { vessel }
\end{array}
\end{aligned}
$$

The model for rough triggerfish is identical except for exclusion of the term $s$ (catch), whereas the model for common dolphinfish is identical except for the exclusion of the term $s(S S T)$. The model for silky shark differs from that for rainbow runner by the exclusion of the terms $s$ (lon,by=quarter), s(month), and $s(S S T)$. The lon-lat by quarter and year-month interaction terms were retained for all species, as was the smooth on SST, and the smooth on catch was retained for three of the four species.

The marginal effects of predictors on probability of presence varied across species, but there are several somewhat consistent trends (Figs 4 and 5; Supplementary Figs S1-S6).


Figure 5. Marginal effects of spatial predictors by quarter on the presence of silky sharks in floating object fishing sets of the French PS fleet in the Indian Ocean. The effects were estimated for the optimal GAM for presence-absence using the mgcv: : vis. gam function with all predictors other than Ion, lat, quarter, and month fixed at their median values. Month was set to be the central month of the corresponding quarter (e.g. for quarter 1 , month was set to 2). Lighter, yellow colors indicate a positive effect on probability of presence and numbers on contour lines indicate the marginal effect of spatial variables on the scale of the linear predictor.

For silky shark, rainbow runner, and, to a lesser degree, common dolphinfish, the effect of target tuna catch for small to medium set sizes shows an increasing trend. Target tuna catch had a particularly strong impact on presence of silky sharks (Fig. 4a), for which the trend is increasing more or less linearly up to set sizes of $\sim 150 \mathrm{t}$ (note that mean set size in our data is 27 t and only $0.8 \%$ of sets are $>150 \mathrm{t}$ ), suggesting that model results are unlikely to be reliable above this limit. For all species, increasing MLD increases probability of presence for the range of values typically encountered in the data, and for species with $s$ (month) included in the model, probability of presence was higher in the second half of the year than in the first half of the year. The marginal effects of other pre-
dictors and interactions are more variable across species (and for spatial effects, quarters) and difficult to interpret, though there does appear to be a consistent peak in bycatch presence in 2012-2014 for all species except silky shark.

## Random forest

For silky shark, the number of variables randomly tested at each node for the full RF model (i.e. the model including all predictors) was estimated by tuneRF to be three, and plots of the error as a function of the number of trees used (not shown) indicate that errors stabilize $>200$ trees. To be certain that RF model results were stable, the number of trees in the forest was fixed at 400, somewhat higher than this minimum.

Table 4. Performance comparison of presence-absence models of the four bycatch species in floating object fishing sets of the French tropical tuna PS fleet in the Indian Ocean.

| Species | Model | RMSE | MAE | well class. (\%) | v-RMSE | v-MAE | v-well class. (\%) | AIC | OOB err. (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Silky shark | Full GAM | 0.39 | 0.31 | 78.3 | 0.40 | 0.32 | 77.6 | 5985.2 | - |
| Silky shark | Optimal GAM | 0.39 | 0.31 | 78.3 | 0.40 | 0.32 | 77.5 | 5985.1 | - |
| Silky shark | Full RF model | 0.15 | 0.12 | 100.0 | 0.40 | 0.31 | 78.2 | - | 21.9 |
| Silky shark | Optimal RF model | 0.15 | 0.11 | 100.0 | 0.40 | 0.31 | 78.3 | - | 21.8 |
| Rough triggerfish | Full GAM | 0.40 | 0.32 | 77.6 | 0.41 | 0.33 | 77.0 | 6122.1 | - |
| Rough triggerfish | Optimal GAM | 0.40 | 0.32 | 77.5 | 0.41 | 0.33 | 76.8 | 6123.9 | - |
| Rough triggerfish | Full RF model | 0.15 | 0.11 | 100.0 | 0.40 | 0.31 | 77.7 | - | 22.5 |
| Rough triggerfish | Optimal RF model | 0.19 | 0.13 | 98.4 | 0.42 | 0.29 | 75.5 | - | 24.7 |
| Rainbow runner | Full GAM | 0.42 | 0.36 | 73.4 | 0.44 | 0.38 | 72.0 | 6712.1 | - |
| Rainbow runner | Optimal GAM | 0.42 | 0.36 | 73.4 | 0.44 | 0.38 | 72.0 | 6712.1 | - |
| Rainbow runner | Full RF model | 0.16 | 0.13 | 100.0 | 0.42 | 0.35 | 73.9 | - | 25.8 |
| Rainbow runner | Optimal RF model | 0.16 | 0.13 | 99.9 | 0.43 | 0.34 | 73.4 | - | 25.9 |
| Common dolphinfish | Full GAM | 0.43 | 0.37 | 72.9 | 0.44 | 0.38 | 71.2 | 6753.9 | - |
| Common dolphinfish | Optimal GAM | 0.43 | 0.37 | 72.9 | 0.44 | 0.38 | 71.4 | 6753.3 | - |
| Common dolphinfish | Full RF model | 0.16 | 0.13 | 100.0 | 0.43 | 0.36 | 73.1 | - | 27.2 |
| Common dolphinfish | Optimal RF model | 0.16 | 0.13 | 99.9 | 0.43 | 0.35 | 72.7 | - | 27.2 |

Results for the full and optimal GAM and RF models are presented. Data were limited to sets with observers on board between 2011 and 2018 . Statistics preceded with " v -" (e.g. v-RMSE, v-MAE) were computed as the average over results from 10-fold cross-validation.

As shown below, the variable selection process using VSURF (Genuer et al. 2015) yielded optimal RF models that were more variable in composition than the variable selection process for GAMs:

$$
\begin{aligned}
\operatorname{Pr}(\text { Silky shark }) \sim & \text { catch }+ \text { lon }+ \text { lat }+ \text { month } \\
& + \text { year }+ \text { NPP }+ \text { SST } \\
& + \text { SSS }+ \text { vessel } \\
\operatorname{Pr}(\text { Rough triggerfish }) \sim & \text { lat }+ \text { month }+ \text { year }+ \text { vessel } \\
\operatorname{Pr}(\text { Rainbow runner }) \sim & \text { lon }+ \text { lat }+ \text { month }+ \text { year } \\
& + \text { NPP }+ \text { SST }+ \text { SSS }+ \text { vessel } \\
\operatorname{Pr}(\text { Common dolphinfish }) \sim & \text { lon }+ \text { lat }+ \text { month }+ \text { year } \\
& + \text { SSS }+ \text { vessel }
\end{aligned}
$$

All models retained at least lat, month, year, and vessel as predictors, with lon and SSS also being selected for three out of four species. Surprisingly, catch of target tunas (catch) was only selected as a predictor for silky shark presence and $M L D$ was never selected, despite both being identified as important variables in GAMs of presence-absence.

The performance of these RF models was compared both with full RF models and with RF models using the optimal set of predictors identified for GAM presence-absence models and generally found to be superior to both (e.g. in terms of lower OOB error or higher percent well classified in cross-validation), though differences were small and performance of the optimal RF model for rough triggerfish presence was somewhat lower than that of the full model (Supplementary Table S2). For example, for silky shark, the optimal RF model has an OOB error of $21.8 \%$, whereas RF models with all predictors and the same predictor variables as the optimal GAM for presence-absence had higher OOB errors of 21.88-22.68\%, respectively (Supplementary Table S2).
When vessel identifier is removed as a predictor for RF models (in order to predict bycatch for vessels without observer data over the study period), the VSURF variable selec-
tion procedure identified models that were identical to optimal RF presence-absence models with vessel removed, except for common dolphinfish, for which NPP and SST were added as predictors (Supplementary Table S3). These models had consistently worse performance statistics than optimal RF models including vessel identifiers (see next section).

## Performance comparison for presence-absence models

Overall, optimal models determined by variable selection have similar performance statistics to full models, and RF models marginally outperform GAMs for presence-absence (e.g. in terms of well-classification rate in cross-validation; Table 4). RF models show signs of overfitting. For example, the optimal RF model for silky shark presence-absence has a well-classified rate of $100 \%$ in training that decreases to $78.3 \%$ in cross-validation, whereas the optimal GAM has a well-classified rate of $78.3 \%$ that becomes $77.5 \%$ in crossvalidation, a much smaller change. Nevertheless, optimal RF models outperform optimal GAMs in predictive power, with lower RMSEs and MAEs and higher well-classified rates in cross-validation for all species except rough triggerfish, for which results are mixed with some performance statistics being higher for RF models, whereas others are higher for GAMs. Based on these results, we decided to use the optimal RF models for all further presence-absence and combined $\Delta$ model analyses (including rough triggerfish for consistency with the other species; Fig. 2).

When vessel identifier is removed as a predictor from presence to absence models both before and after variable selection, there is a noticeable drop in performance statistics for both GAMs (Supplementary Table S1) and RF models (Supplementary Table S2). In general, performance of no vessel optimal RF models (i.e. optimal RF models for which vessel identifier was removed before variable selection) is equivalent to or superior to other models not including vessel identifier as a predictor. As such, we chose to use no vessel optimal RF models for presence-absence predictions for vessels lacking observer data.

Table 5. Predictive performance results of the full GAM for abundance when present of bycatch per floating object fishing set for each of the four study species for the French tropical tuna PS fleet in the Indian Ocean, 2011-2018 as a function of the distribution family assumed for model residuals.

| Species | Family | RMSE | MAE | Dev. expl. (\%) | v-RMSE | v-MAE | v-Dev. expl. (\%) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Silky shark | Poisson | 9.06 | 5.05 | 34.2 | 11.5 | 6.02 | -12.4 |
| Silky shark | Negative binomial | 10.3 | 5.39 | 14.2 | 10.7 | 5.63 | 4.1 |
| Silky shark | Tweedie | 10.1 | 5.35 | 17.9 | 10.7 | 5.66 | 3.9 |
| Silky shark | Log-normal | 10.6 | 5.44 | 10.1 | 10.6 | 5.60 | 6.0 |
| Rough triggerfish | Poisson | 260 | 136 | 40.1 | $\infty$ | $\infty$ | $-\infty$ |
| Rough triggerfish | Negative binomial | 310 | 150 | 15.0 | 318 | 156 | 6.1 |
| Rough triggerfish | Tweedie | 307 | 149 | 16.4 | 317 | 157 | 6.3 |
| Rough triggerfish | Log-normal | 321 | 165 | 8.9 | 322 | 170 | 3.3 |
| Rainbow runner | Poisson | 199 | 55.8 | 52.1 | $\infty$ | $\infty$ | $-\infty$ |
| Rainbow runner | Negative binomial | 278 | 60.3 | 6.8 | 189 | 63.2 | 3.1 |
| Rainbow runner | Tweedie | 276 | 60.5 | 8.2 | 191 | 63.8 | -0.6 |
| Rainbow runner | Log-normal | 285 | 63.4 | 1.7 | 189 | 65.5 | 4.3 |
| Common dolphinfish | Poisson | 28.6 | 17.5 | 44.4 | $\infty$ | $\infty$ | $-\infty$ |
| Common dolphinfish | Negative binomial | 34.2 | 19.4 | 20.6 | 35.3 | 20.2 | 13.9 |
| Common dolphinfish | Tweedie | 33.5 | 19.2 | 23.8 | 35.7 | 20.3 | 10.8 |
| Common dolphinfish | Log-normal | 35 | 20.2 | 17.0 | 36.3 | 21.0 | 7.8 |

RMSE, MAE, and deviance explained are the values computed with all data, whereas v-RMSE, v-MAE, and v-deviance explained were computed as the average of results from 10 -fold cross-validation. Deviance explained was calculated using (1). Any values outside of the range of $\pm 1000$ are indicated as infinite.

Table 6. Performance of the full and optimal negative binomial GAMs for abundance when present of the four bycatch species on floating object fishing sets of the French tropical tuna PS fleet in the Indian Ocean.

| Species | Model | RMSE | MAE | Dev. expl. (\%) | v-RMSE | v-MAE | v-Dev. expl. (\%) |  |
| :--- | :---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Silky shark | Full abund. GAM | 10.34 | 5.39 | 14.2 | 10.66 | 5.63 | 4.1 |  |
| Silky shark | Optimal abund. GAM | 10.33 | 5.38 | 14.4 | 10.68 | 5.63 | 3.7 |  |
| Rough triggerfish | Full abund. GAM | 309.81 | 149.54 | 15.0 | 317.57 | 156.43 | 28070.3 |  |
| Rough triggerfish | Optimal abund. GAM | 309.71 | 149.53 | 15.1 | 317.36 | 156.46 | 6.1 | 6.3 |
| Rainbow runner | Full abund. GAM | 277.92 | 60.34 | 6.8 | 189.25 | 63.23 | 55563.9 |  |
| Rainbow runner | Optimal abund. GAM | 277.88 | 60.39 | 6.8 | 189.11 | 63.23 | 3.1 | 3.4 |
| Common dolphinfish | Full abund. GAM | 34.21 | 19.38 | 20.6 | 35.29 | 20.22 | 44151.6 |  |
| Common dolphinfish | Optimal abund. GAM | 34.21 | 19.38 | 20.6 | 35.29 | 20.22 | 13.9 | 13.9 |

Data were limited to sets with observers on board between 2011 and 2018. RMSE, MAE, and deviance explained are the values computed with all data. v-RMSE, v-MAE, and v-deviance explained were computed with 10 -fold cross-validation. Deviance explained was calculated using (1).

## Abundance when present models

Whereas the Poisson distribution produces "abundance when present" GAMs with the lowest RMSE and MAE and the highest deviance explained in training, the negative binomial, Tweedie, and log-normal distributions have much better performance statistics in cross-validation (Table 5). The Poisson distribution produces highly erratic predictions on novel data, leading to poor and extremely erratic performance statistics in cross-validation (e.g. note the infinite values in Table 5). Among the other three families, the deviance explained in training is highest for the Tweedie distribution, but in cross-validation, both the log-normal and the negative binomial explain more of the deviance, with the negative binomial having equal or lower cross-validation RMSE and MAE statistics for all but silky shark. Quantile-quantile diagnostic plots also indicated that the theoretical and observed residual quantiles adequately fit the expected diagonal line for the negative binomial, log-normal, and, to a lesser degree, Tweedie distributions, whereas large discrepancies with respect to the expected relationship were observed for the Poisson model (e.g. Supplementary Fig. S7). Graphs of residuals versus predicted values showed no strong trends for any of the distributions (e.g. Supplementary Fig. S8). Based on these results, we decided that the negative bi-
nomial distribution is on balance the best distribution for all further predictions of bycatch abundance when present (Fig. 2).

Variable selection only excluded relatively few predictors from negative binomial models of bycatch abundance when present, consistently retaining tuna catch, spatial predictors and their interactions, year, the year-month interaction, and vessel identifier, and differing only in the environmental variables retained. For example, the optimal abundance GAM for common dolphinfish is:

$$
\begin{aligned}
& \text { No. of common dolphinfish - } 1 \\
& \qquad \begin{array}{l}
\sim s(\text { catch })+s(\text { lon }, \text { by }=\text { quarter })+s(\text { lat }, \text { by }=\text { quarter }) \\
\\
\quad+\text { ti(lon, lat }, \text { by }=\text { quarter })+s(\text { month })+s(\text { year }) \\
\\
\quad+\text { ti }(\text { year }, \text { month })+s(M L D)+s(S S T)+\text { vessel }
\end{array}
\end{aligned}
$$

The optimal model for silky shark is identical except that it does not include the smooth on SST, whereas the models for rough triggerfish and rainbow runner include no environmental predictors. The similarity of full and optimal abundance GAMs is reflected in the close performance of the two (Table 6), though optimal models have equivalent or better performance indicators (e.g. equal or higher deviance explained)



Figure 7. Marginal effects of spatial predictors by quarter on the abundance when present of silky shark in floating objects fishing sets of the French PS fleet in the Indian Ocean. The effects were estimated with the optimal GAM for abundance using the mgcv: :vis.gam function, with all predictors other than lon, lat, quarter, and month fixed at their median values. Month was set to be the central month of the corresponding quarter (e.g. for quarter 1 , month was set to 2). Lighter, yellow colors indicate a positive effect on abundance and numbers on contour lines indicate the marginal effect of spatial variables on the scale of the linear predictor.
higher for the two forage species, rough triggerfish and rainbow runner, than those for the two top predators, silky shark and common dolphinfish (Table 8). For example, the optimal $\Delta$ model for silky shark predicted a MAE (in cross-validation) of 5.28 sharks per fishing set, comparable to, but somewhat smaller than, the mean abundance of silky sharks per fishing set of 6.56 sharks (Table 1 ), the ratio of the two being 0.84 . Corresponding values for rough triggerfish, e.g. are an MAE of 135.11 individuals per set and a mean abundance of 138.29 individuals per set (Table 1), producing a ratio of 1.03.

Patterns of differences between species in predictive power follow patterns of cross-correlations in bycatch abundance for the four species (Supplementary Fig. S19). The two teleost
prey species, rough triggerfish and rainbow runner, have much stronger cross-correlations between each other, both for presence-absence and for total abundance than either of the two top predators, silky shark and common dolphinfish, do with each other or with the two prey species.

## Prediction performance of $\Delta$ models at different scales

As expected, v-RMSE ${ }_{\text {norm }}$ and v-MAE Morm of predictions decrease with increasing spatial or temporal scales of aggregation (Fig. 8 and Supplementary Fig. S20). However, the decreases are more important in the spatial dimension than in the

Table 7. Performance of the $\Delta$ model for bycatch of the four study species per floating object fishing set for the French tropical tuna PS fishery in the Indian Ocean, 2011-2018.

| Species | Model | RMSE | MAE | Dev. expl. (\%) | v-RMSE | v-MAE | v-Dev. expl. (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Silky shark | Full model | 9.21 | 4.49 | 22.3 | 9.78 | 5.28 | 7.9 |
| Silky shark | Optimal model | 9.19 | 4.49 | 22.6 | 9.78 | 5.28 | 7.8 |
| Rough triggerfish | Full model | 272.09 | 119.23 | 19.5 | 280.93 | 134.15 | 8.1 |
| Rough triggerfish | Optimal model | 272.50 | 120.45 | 19.3 | 281.86 | 135.11 | 7.4 |
| Rainbow runner | Full model | 236.05 | 45.96 | 8.1 | 162.35 | 53.02 | 3.9 |
| Rainbow runner | Optimal model | 236.03 | 45.93 | 8.1 | 162.01 | 52.93 | 4.8 |
| Common dolphinfish | Full model | 28.94 | 14.60 | 29.4 | 31.50 | 17.42 | 15.1 |
| Common dolphinfish | Optimal model | 28.90 | 14.55 | 29.6 | 31.53 | 17.36 | 14.9 |

Data were limited to fishing sets with observer's data. Presence-absence was modeled using RF models, whereas abundance when present was modeled using negative binomial GAMs. RMSE and MAE are the values computed with all data, whereas v-RMSE and v-MAE were computed with 10 -fold cross-validation.

Table 8. Normalized performance measures for the optimal $\Delta$ models for the four study species.

| Species | $\mathrm{RMSE}_{\text {norm }}$ | $\mathrm{MAE}_{\text {norm }}$ | v-RMSE ${ }_{\text {norm }}$ | v-MAE ${ }_{\text {norm }}$ |
| :---: | :---: | :---: | :---: | :---: |
| Silky shark | 1.44 | 0.70 | 1.55 | 0.84 |
| Rough triggerfish | 2.06 | 0.91 | 2.13 | 1.03 |
| Rainbow runner | 4.91 | 0.95 | 3.43 | 1.12 |
| Common dolphinfish | 1.57 | 0.79 | 1.72 | 0.95 |

Presence-absence was modeled using RF models, whereas abundance when present was modeled using negative binomial GAMs. RMSE ${ }_{\text {norm }}$ and MAE $_{\text {norm }}$ are the coefficients of variation of MAE and RMSE, respectively, i.e. they have been normalized by the predicted mean number of individuals of the given species per set. v-statistics were computed with 10 -fold crossvalidation.
temporal dimension. For example, for silky shark, the RMSE relative to the overall mean decreases from 1.48 to 0.58 when going from aggregating over $1^{\circ} \times 1^{\circ}$ cells by month to aggregating over the entire Indian Ocean by month, a decrease of $60.7 \%$. In comparison, when going from aggregating over $1^{\circ} \times 1^{\circ}$ cells by month to aggregating over the entire time series by $1^{\circ} \times 1^{\circ}$ cells, the RMSE decreases by only $24.2 \%$. This pattern of spatial aggregation producing a more important reduction in uncertainty as compared to temporal aggregation holds true for all species, though the absolute levels of uncertainty are again somewhat higher for the two prey species than they are for the two top predators (Supplementary Fig. S20). Overall, normalized RMSE at the annual-ocean level of aggregation is satisfactory, ranging from 0.18 to 0.42 for the four species (Supplementary Fig. S20).

## Estimation of total bytcatch using $\Delta$ models

Spatial (Figs 9 and 10) and temporal (Fig. 11) predictions of total bycatch for the four study species were calculated using optimal RF-negative binomial $\Delta$ models (using no vesseloptimized models for sets carried out by vessels without any observer data over the study time period). Bycatch per set of the two top predators, silky shark and common dolphinfish, is highest in the northern part of fishing domain and, to a lesser degree, in the equatorial part of the fishing domain (Fig. 9). Spatial patterns of bycatch per set of the two schooling-prey species, rough triggerfish, and rainbow runner-are less similar and more variable, with both being more equatorial than the two predators, and both showing indications of a bimodal distribution with peaks north and south of the equator. The spatial coherence of bycatch of the two top predators is surprising given the low cross-correlation between bycatch of the
two species (Supplementary Fig. S19), but this is consistent with the relatively minor fractions of total fishing effort in the northern part of the fishing domain (Floch et al. 2021), as evidenced by the high relative uncertainty in bycatch predictions for this area (Fig. 10).

Temporal trends in predicted total annual bycatch show increasing trends for silky shark and rainbow runner, a variable and potentially increasing trend for common dolphinfish, and a decreasing trend for rough triggerfish. Increasing trends in bycatch are consistent with the increase by the French fleet in the number and fraction of fishing sets carried out on FOBs since 2010 (Floch et al. 2021).

## Comparaison with the bycatch-over-landings ratio approach

The bycatch-over-landings ratio approach currently used for reporting total bycatch to the IOTC and other RFMOs has consistently worse performance statistics (Table 9) than optimal $\Delta$ log-normal models (Table 7). In particular, the approach has negative explained deviances for all species, indicating it did not fit the data despite the increasing relationship between landings and bycatch observed for all four species (e.g. Fig. 6).

Despite this poor fit, trends in total annual bycatch predicted by the ratio approach are overall similar to those of optimal $\Delta$ models (Fig. 11), though there were some large discrepancies between the two approaches for rainbow runners.

## Discussion

We developed a $\Delta$ modeling approach to estimate bycatch rates of species caught in tropical tuna PS fisheries from a combination of logbook and observer data that accounts for both high prevalence of zeros (absences) in the data and large fluctuations in abundance when present. Overall, our models for the French Indian Ocean PS fleet explain (in crossvalidation) between 5 and $15 \%$ of the variability in the number of bycatch individuals per set for four common and emblematic PS bycatch species. Though much of the variance is not explained by our models, highlighting the highly stochastic nature of PS bycatch, models outperform the commonly used bycatch-over-landings ratio approach in terms of standard performance measures (e.g. RMSE, MAE, and deviance explained). Furthermore, predictive capacity improves considerably when bycatch is aggregated over spatial strata (e.g. to calculate total bycatch per year), and the method provides a robust mechanism for calculating both confidence and prediction intervals for bycatch estimates. Overall, these results


Figure 8. Prediction performance statistics of the optimal $\Delta$ model for silky sharks at different scales of aggregation. Presence-absence was modeled using RF models, whereas abundance when present was modeled using negative binomial GAMs. Panel (a) presents v-RMSE norm, i.e. the mean over the 10 -folds of the ratio of prediction RMSE to the mean prediction, whereas panel (b) presents $v$-MAE norm, i.e. the mean over the 10 -folds of the ratio of prediction MAE to the mean prediction. Note that results for "all ocean" and "all time" are comparing a single predicted value to a single observed total bycatch, so that a $v-R M S E_{\text {norm }}$ or $v-M A E_{\text {norm }}$ of 0.07 , e.g. indicates that the observed bycatch differs from the predicted by $\pm 7 \%$.


Figure 9. Spatial distribution of average bycatch per set of the four study species for the French PS fleet in the Indian Ocean between 2011 and 2018. Bycatch per set was calculated as the sum of observed bycatch for those fishing sets with observer data and model predictions of bycatch for those fishing sets without observer data, divided by the total number of sets for each $5^{\circ} \times 5^{\circ}$ grid cell. Model predictions were calculated using the optimal $\Delta$ model (using "no vessel optimal models" for fishing activities by vessels without any observer data over the study time period). Shading indicates the number of individuals caught per set, with the shading scheme based on quantiles of the data for each of the four species and with darker shapes indicating more individuals per set. .



Figure 11. Estimated annual total bycatch of the four study species for the French tropical tuna PS fleet in the Indian Ocean between 2011 and 2018. Totals are the sum of the observed bycatch for sets with observer data and model predictions of bycatch for sets without observer data. Model predictions for the ligher, red, solid curve are derived from the ratio model currently used for IOTC reporting and catch assessments, whereas the darker, black, solid curve uses estimates from the optimal $\Delta$ model for each species (using "no vessel optimal models" for fishing activities by vessels without any observer data over the study time period). The two dashed curves indicate the lower and upper bounds of the $95 \%$ confidence interval for estimates from the optimal $\Delta$ model.

Table 9. Performance statistics for the bycatch-over-landings ratio approach currently used for reporting total bycatch predictions to the IOTC and other RFMOs.

| Model | Species | RMSE | MAE | Dev. expl. (\%) | v-RMSE | v-MAE | v-Dev. expl. (\%) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ratio | Silky shark | 11.55 | 6.40 | -22.3 | 11.49 | 6.46 |  |
| Ratio | Rough triggerfish | 331.56 | 162.62 | -19.5 | 329.45 | 164.47 |  |
| Ratio | Rainbow runner | 247.65 | 62.84 | -1.2 | 183.49 | 63.82 |  |
| Ratio | Common dolphinfish | 38.10 | 21.32 | -22.3 | 38.62 | 21.59 | -28.8 |

predictors in terms of biological drivers of species abundance and catchability due to variability between species in retained variables and between presence-absence and abundance when present models, as well as due to the presence of spatial and temporal predictors that undoubtedly mask some of the environmental effects. This difficulty is also likely in part due to the inherent difficulty of directly associating abiotic and low-trophic-level biotic environmental predictors with behavior and abundance of higher-trophic-level pelagic species (e.g. Mondal et al. 2022), as well as the strong stochasticity of pelagic ecosystems (Paiva et al. 2013). Nevertheless, mixed layer depth (MLD) was included in all optimal GAMs of presence-absence and in optimal GAMs of abundance when present for the two top predator species, and a deeper MLD was consistently found to increase presence of bycatch species. A link between bycatch and MLD is logical given that MLD has long been assumed to be a driver of the vertical distribution of pelagic species (e.g. Kitagawa et al. 2000) and therefore their catchability in surface fisheries, though typically one would assume that a shallower MLD increases catchability of target species. We hypothesize that this seeming contradiction
could be due to the fact that we separately control for catch of target tunas in our models, thereby removing the impact of overall catchability. Furthermore, we only use data in this paper from "successful" fishing operations during which tuna were caught, so the general effect of shallow MLD facilitating catch may not be reflected in our (positive) catch data.

The results of this work have numerous consequences for management of PS bycatch species. First and foremost, the $\Delta$ models developed here provide the most accurate available approach to estimating bycatch per set for the assessed species. Whereas the bycatch-over-landings ratio approach typically used for reporting bycatch levels to RFMOs consistently explained none of the variability around the mean in bycatch levels per set, our models explained small to modest amounts of the variability. Unexplained variance at the scale of an individual set remains non-negligible, but uncertainty in annual total bycatch, an important result for management organizations, was estimated with a RMSE of $0.18-0.42$, which is acceptable for many management objectives. Above all, the approach provides a consistent and theoretically sound method of estimating prediction uncertainty, i.e. essential to identi-
fying significant trends in bycatch levels. Finally, though the objective of this work is to predict bycatch levels, the models developed here can be adapted (with some modification) to generate standardized abundance indices for evaluating the status of often data-poor bycatch species, such as silky sharks and other pelagic sharks (e.g. Kaplan and Tolotti 2023).

Our results also have important consequences for spatial management measures designed to reduce bycatch levels while minimizing impact of catch of target tunas. Previous work on spatial management of tropical tuna fisheries has found that static marine protected areas (MPAs) are likely an ineffective approach to management of Indian Ocean tropical tuna fisheries (Kaplan et al. 2014), whereas dynamic MPAs that target areas characterized by high bycatch and low catch of target species could be an effective approach to bycatch reduction for many large-scale industrial fisheries (Pons et al. 2022). Expected benefits of dynamic MPAs for tropical tuna PS fisheries varied, with non-negligible benefit estimated for the eastern Pacific Ocean, but little expected benefit for the Atlantic and Indian Oceans due to high covariability between catch and bycatch (Pons et al. 2022). Our results, indicating a positive relationship between target tuna catch and bycatch, support these conclusions. Furthermore, the value of dynamic MPAs is predicated on our capacity to predict future bycatch patterns at the level of individual space-time strata (e.g. $1^{\circ} \times 1^{\circ}$-month grid cells). The considerable unexplained variance in our models, even when aggregating in space and time, indicates that these types of models will likely be an ineffective basis for designing effective dynamic MPAs that depend on high accuracy in predictions to achieve significant reductions in bycatch.

Future avenues for improving predictions from statistical models of bycatch species include examining alternative model formulations and considering new predictor variables. Among the prior are using zero-inflated distributions and hierarchical models, both of which can in principle model presence-absence and abundance in a coherent framework. We initially modeled bycatch using zero-inflated GAMs, but we found that available zero-inflated distributions lacked sufficient flexibility to optimally capture our data and/or were not available for GAMs. In addition, splitting presence-absence and abundance into two models allowed us to understand each process individually, thereby providing additional insight. Though Bayesian hierarchical models are a powerful framework for modeling data driven by multiple processes, there are no fundamental reasons to believe that such a parametric approach would significantly improve predictive capacity over highly non-linear, "semi"-parametric approaches such as GAMs. Furthermore, our own work and numerous other studies have found that machine-learning approaches, such as RF models, are generally more effective at modeling multinomial data than parametric approaches (including both GAMs and Bayesian models). For these reasons, we consider that our $\Delta$ models using machine learning for modeling presence-absence and non-linear, parametric models for abundance represent the best available compromise among the constraints of predictive capacity, flexibility, and interpretability (e.g. as might be lacking in an approach based entirely on machine learning).
Among new predictor variables that could be used to model bycatch rates, we did not take into account information from previous nearby fishing operations that could be informative of local bycatch levels. This type of information has been used to develop "move-on rules" for benthic and demersal fisheries
(Dunn et al. 2015), but this possibility has not to our knowledge been explored for tropical tuna PS fisheries. Though an interesting avenue to explore, our models have a relatively large unexplained variance despite including both spatial and temporal predictors, alone and in interaction, suggesting that including even more fine-scale spatial and temporal information may have difficulty overcoming the large stochasticity of pelagic ecosystems. Perhaps more promising, our models only consider environmental predictors at the time and location of individual fishing sets, whereas, given the time needed to transmit abiotic and low-tropic-level biotic signals to higher tropic levels, space-time lags between environmental predictors and bycatch levels are to be expected (Lehodey et al. 2010). One promising statistical approach to assessing this possibility is via deep learning methodologies capable of analyzing large amounts of data to identify cryptic connections that might otherwise be difficult to identify (e.g. Sokolova et al. 2021).

Despite these avenues for future developments, our modeling approach currently represents the best available approach to predicting total bycatch in tropical tuna fisheries with incomplete observer coverage. As such, we strongly encourage that this methodology be used for estimating bycatch levels for management and scientific purposes.
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