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Abstract

Water and disaster risk management require accurate information about

hydrometeorological extremes. However, estimation of rare events using

extreme value analysis is hampered by short observational records, with large

resulting uncertainties. Here, we present a surrogate world setup that makes

use of data samples from meteorological and hydrological seasonal re-forecasts

to explore extremes for long return periods. The surrogate timeseries allow us

to pool the re-forecasts into 1000-year-long timeseries. We can then calculate

return values of extremes and explore how they are affected by the size of sub-

samples as method for estimating the uncertainty. The approach relies on the

fact that probabilistic seasonal re-forecasts, initialized with perturbed initial

conditions, have limited predictive skill with increasing lead time. At long lead

times re-forecasts will diverge into independent samples. The meteorological

seasonal re-forecasts are taken from the SEAS5 system, and hydrological re-

forecasts are generated with the E-HYPE process-based model for the

pan-European domain. Extreme value analysis is applied to annual maxima of

precipitation and streamflow for return periods of 100 years. The analysis

clearly demonstrates the large uncertainty in long return period estimates with

typical available samples of only few decades. The uncertainty is somewhat

reduced for 100-year samples, but several 100 years seem to be necessary to

have robust estimates. The bootstrap with replacement approach is applied to

shorter timeseries, and is shown to well reproduce the uncertainty range of the

longer samples. However, the main estimate of the return value can be signifi-

cantly offset. Although the method is model based, with the associated uncer-

tainties and bias compared to the real world, the surrogate approach is likely

useful to explore rare and compounding extremes.
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1 | INTRODUCTION

Extremes of precipitation and floods are among the most
damaging water-related hazards for society and ecosys-
tems (van Loenhout et al., 2020). Still, the fraction of peo-
ple living in flood-prone areas has increased in the last
decades (Tellman et al., 2021). The hazard is in many
places expected to become worse with a warming climate,
with a growing probability for changes in the frequency,
intensity and duration of many types of extreme events
including heavy precipitation, floods, droughts or heat
waves (Belusic et al., 2019; Pachauri et al., 2014; Reyer
et al., 2012; Seneviratne et al., 2012, 2021; Stott, 2016).
Although societies adapt to the more frequent extremes,
with return periods of a few decades, the largest conse-
quences remain for higher return periods. Further, the
damages may even be worsened by adaptation measures
to frequent extremes, such as bursting levees, if they were
built using too low design levels. Reliable and robust
information, that is, reduced uncertainty in the estima-
tion of hydrometeorological extremes is therefore essen-
tial for effective water and disaster risk management.

Disciplines working with risk analysis or engineering
often use return periods to define extreme thresholds
(Poschlod et al., 2020), which can be calculated by fitting
an extreme value distribution to the data (Coles, 2001).
However, many meteorological and hydrological esti-
mates of, for example, 100- or 1000-year return levels are
limited by relatively short observational data records of
only few decades, with resulting large uncertainties (van
den Brink et al., 2004, 2005). In cases where the variable's
distribution is homogeneous in space, one can increase
the sample by appending several spatially separated time-
series into a single longer timeseries. The independence
must of course be ensured between the spatial samples,
and this approach is sometimes called the station-year
method (Olsson et al., 2019). For precipitation, this may
be applicable for cases where translational invariance is
fulfilled, such as over relatively flat land regions (Olsson
et al., 2019; Overeem et al., 2008). Where precipitation is
affected by, for example, strong orographic lifting, land-
sea contrast and so forth, the method is not applicable.
Similarly, the station-year method is far from straightfor-
ward to apply to hydrological extremes, as they are
strongly affected by the characteristics of the catchment,
such as its location, size, surface properties, response
time and so forth. However, a detailed assessment of the
characteristics for each catchment can be worthwhile to
allow regionalization of the samples (Hosking &
Wallis, 1997). The issue is further exacerbated by observa-
tion issues with streamflow timeseries, as sedimentation
and other changes to the river may affect the rating curve

over time, causing inhomogeneity or discontinuities in
the streamflow records.

Several methods have been proposed to solve the sam-
ple issue by using model simulations to increase
the length of the timeseries. van den Brink et al. (2004)
proposed to use probabilistic seasonal re-forecasts to
increase the sample from a few decades to over 1000 years,
when investigating extreme storm surge levels in the
Netherlands. Similarly, Brunner and Slater (2022) made
use of extended range re-forecasts of streamflow using the
European Flood Awareness System (EFAS), and con-
cluded that the increase in sample size allowed reducing
the uncertainty bounds by on average 80% for the over
200 catchments studied. Global climate models have also
been used to produce single model large ensembles by
running several so-called realizations of the model, often
starting from different natural oscillations of a pre-
industrial quasi-equilibrium simulation. Such simulations
produce a large number of timeseries that can be
appended to feed the extreme value analysis with more
data (van der Wiel et al., 2019). For example, Poschlod
et al. (2020) used a single-model initial condition ensemble
with 50 members in order to assess the frequency of heavy
precipitation events over Europe, thus extending the his-
torical timeseries from 30 to 1500 years. In a series of stud-
ies, pooling of single model ensembles was performed
using the UNSEEN approach (UNprecedented Simulated
Extreme ENsemble) (Thompson et al., 2017). The different
studies explored extreme rainfall and summer heat waves
in the United Kingdom (Thompson et al., 2017; Thompson
et al., 2019) and drought hazards in China (Kent et al.,
2019), based on global climate models. (Kelder et al., 2020)
applied the UNSEEN approach to seasonal forecasts to
assess trends in extreme precipitation.

In this study, we investigate the uncertainty in
extreme value estimation of daily precipitation and
streamflow across Europe using the ECMWF SEAS5 seasonal
re-forecasts (Johnson et al., 2019) as well as re-forecasts from
the hydrological model E-HYPE (Pechlivanidis et al., 2020),
respectively. We pose the following scientific questions:
(1) How does the sample size of constructed timeseries
influence the robustness of precipitation and streamflow
extremes? (2) Can the uncertainty bounds be estimated
by common bootstrap methods? and (3) How do the spa-
tial characteristics of return values differ depending on
the sample size? To address these questions we construct
synthetic timeseries by pooling single seasonal forecasts and
forecast members into timeseries of several 1000 years; suit-
able for extreme value theory analysis. We employ the fore-
cast skill as an indicator of independence of the members.
Initial months of the forecasts with positive skill are excluded
from the pooling. We then fit a Generalized Extreme Value
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(GEV) distribution to annual maxima to derive return values
for daily precipitation and streamflow using different sample
sizes of the constructed surrogate timeseries.

2 | DATA AND METHODS

2.1 | Seasonal meteorological
re-forecasts

We use outputs of daily mean temperature and precipita-
tion for Europe provided by the ECMWF SEAS5 system
(Johnson et al., 2019). Our focus is on the re-forecast
period of 1993–2015, where SEAS5 provides 25 members
with perturbed initial conditions. Each re-forecast covers
215 days and are initialized from the 1st of each month,
thus always covering seven complete months. The data
are extracted from the ECMWF MARS archive directly to
a 0.5� regular grid. Analysis of precipitation extremes are
based on these original SEAS5 data, without any bias
adjustment applied.

2.2 | Hydrological seasonal re-forecasts

Hydrological seasonal forecasts are performed with ver-
sion 3.0 of the E-HYPE model (Hundecha et al., 2016),
with over 35,000 catchments across Europe. E-HYPE is
forced by daily precipitation and temperature, and was
set up and calibrated with the version 2.0 of the
HydroGFD reference data (Berg et al., 2021). The same
meteorological data is used to initialize the model until
the start of each re-forecast, starting from a continuous
historical simulation.

SEAS5 deviates from HydroGFD to an extent that
urges bias adjustment to fit with the calibration of
E-HYPE. Bias adjustment was performed with a modified
version of the Distribution Based Scaling (DBS) method
(Yang et al., 2010). The original version of DBS performs
bias adjustment by fitting a distribution (double gamma
for precipitation and normal for temperature) to the ref-
erence and the model data, and then producing a transfer
function that maps the model distribution to that of the
reference. The modification of DBS is to include all
the 25 members of SEAS5 in the model distribution fit by
first appending all members to a long timseries, rather
than performing the calibration of DBS separately for
each member. The reason is to retain variability between
the members. Further, the transfer function is derived
separately for each lead month and start month for the
forecasts. A detailed description of the seasonal hydrolog-
ical forecasts and the forecasting skill is available in

Pechlivanidis et al. (2020), and aspects of this are further
explored in the current paper.

The E-HYPE model performance has been explored
in several studies (Donnelly et al., 2016; Hundecha
et al., 2016, 2020). The main philosophy behind the
E-HYPE calibration is to regionalize parameters across
cluster regions based on catchment characteristics, to
allow a reliable performance also in ungauged basins.
Hundecha et al. (2016) present the current calibration of
E-HYPE, which is based on catchment physiographic
and climate descriptors to set parameters in a final clus-
tering of eight groups with similar character. Evaluation
using a subset of 538 stations which were divided into
calibration stations and independent validation stations
across Europe resulted in a median NSE of over 0.5 for
both calibration and validation data. Hundecha et al.
(2016) also explored the Q95 flows, and found generally
good performance across the stations, and no systematic
bias in relation to flow magnitude.

2.3 | Extreme value analysis

By applying extreme value theory, it is possible to calcu-
late return values of different return periods of precipita-
tion and streamflow by fitting extreme value distributions
to a sample of independent and identically distributed
events. In this study, we use the “block maxima” method
by selecting the maximum value of 1-year blocks
(Coles, 2001), for example, using calendar years. We note
that in some catchments the 1-year block is not always
sufficient—likely due to the extremes occurring around
the break point at the 1st of January, or due to long-term
memory effects that make extremes dependent. Sample
independence can be assured in several ways, such as
using multi-year blocks, a more flexible definition of the
dates of the 1-year block, or using a peak-over-threshold
approach. For the current analysis, the first option was
investigated with 2 and 5-year blocks, without significant
impact on the overall results presented here.

According to the Fisher-Tippett theorem, the distribu-
tion of the block maxima sample, χ, can be described
with the Generalized Extreme Value (GEV) distribution,
G, which is defined as:

G x;ξð Þ=
exp − 1+ξ x−μ

σ

� �� �−1
ξ

� �
,ξ≠ 0

exp − exp −
x−μ

σ

� �� �
,ξ=0

8
><
>:

ð1Þ

with μ, σ and ξ representing the location, scale and shape
parameters of the distribution. Note that G will be undefined
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unless 1+ξ ((x – μ)/σ)> 0 when ξ≠ 0. The parameter esti-
mation was explored with both maximum likelihood
(Jenkinson, 1955) and L-moments (Hosking, 1990). It
was found that the maximum likelihood estimation often
gave huge discrepancies for larger rivers where the esti-
mation did not converge. This issue is not apparent with
the L-moment estimator, while the results were similar
for other catchments and grid points. The analysis shows
the benefits of using L-moments, and as the results are
very similar for all timeseries where the maximum likeli-
hood did converge, we opted for using L-moments for all
calculations presented in the paper. Return values are
calculated by inverting Equation (1).

2.4 | Estimation of sample independence

The method of using seasonal forecasts as surrogate data
rests on the assumption that the data are physically and
statistically independent (van den Brink et al., 2004). The
chaotic development at weather scales means that precip-
itation typically becomes independent after around 5–
10 days, although large scale features may sometimes
have longer predictability with some impact on precipita-
tion (Kelder et al., 2020) and thus, to some extent,
streamflow. Streamflow forecasting is to a large extent
determined by the initial hydrological states (Musuuza
et al., 2023; Shukla & Lettenmaier, 2011), and can for
some catchments and seasons retain traces of the initial
state for days, weeks or even months. This implies that
the different forecast members will retain a dependence
with each other even though the meteorological drivers
have become independent.

Previous studies have explored the forecast member
independence of annual maxima using Spearman's rank cor-
relation with member-pairs of annual maxima time series.
Kelder et al. (2020) found independence after short lead
times of less than a few weeks for precipitation in the SEAS5
re-forecasts. Brunner and Slater (2022) explored streamflow
re-forecasts in a medium range forecast system and found
sometimes much longer lead times with some dependence,
in particular for catchments with snow-fed summer flood
regimes in the Alps and Scandinavia. They used a general
limit where the first 22 days' lead time is considered depen-
dent and removed from each forecast member.

Forecast skill is a measure of the added value of a
forecast, typically compared to climatology. This can
serve as a proxy to estimate the independence between
the members of a forecast ensemble. For example, a skil-
ful forecast can be interpreted as a dependence between
several of the forecast members on the initial states and
the evolution of the hydrology (Girons Lopez et al., 2021;
Pechlivanidis et al., 2020; Sutanto & Lanen, 2022).

Therefore, as a first step, the seasonal forecast skill for
precipitation and streamflow extremes is assessed with
the hypothesis that when the skill drops below a certain
level, we can assume independence between the fore-
casts. The skill of precipitation and streamflow forecasts
is assessed based on the Continuous Ranked Probability
Skill Score (CRPSS). Additionally, the skill of extreme
streamflow forecasts is assessed based on the Brier Score
Skill score (BSS). The skill assessment was applied to the
25 members for 1993–2015.

CRPSS offers an overall picture of forecast skill by
accounting for reliability, resolution and uncertainties
(Hersbach, 2010). The reference used in the evaluation
was HydroGFD for precipitation and for streamflow the
perfect forecast, that is, a historical simulation with
E-HYPE forced with HydroGFD. A benchmark is con-
structed for each forecast date by sampling 25 years from
the historical timeseries for the same dates as the refore-
cast excluding the forecasted year. The CRPSS was thus
assessed for each forecast initialisation month (January
to December) and each forecast horizon (weeks ahead),
as well as for the corresponding benchmark.

In addition, to confirm the skill assessment for
extreme streamflow forecasts, we applied the Brier Score
(Brier, 1950; Wilks, 1995) for high flows (defined as
weekly streamflows above the 90th non-exceedance
streamflow percentile). BS follows a strictly proper scor-
ing rule to measure the accuracy of the probabilistic fore-
casts, and is given by:

BS=
1
T

XT

t=1

P X tð Þð Þ− sgn refð Þð Þ2 ð2Þ

Here, sgn(ref) gives a binary value of 0 and 1, indicat-
ing whether the reference exceeds the event threshold
(0.9 in this study), P(X(t)) provides the probability of
exceeding the threshold from every model forecast at
time t.

The Skill Score (both BSS and CRPSS) is computed to
determine the added performance of the forecasts (Sfst)
with respect to a benchmark (Sben). In this study, the pre-
cipitation climatology serves as benchmark in the CRPSS
in precipitation, and the simulated streamflow climatol-
ogy serves as benchmark in the BSS in streamflow. The
skill is computed with the following formula:

SS=1−
Sfst
Sben

ð3Þ

The skill scores (BSS or CRPSS) range from −∞ to
1, with 1 indicating perfect skill and negative values indi-
cating superiority of the benchmark.
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BSS90, that is BSS for an event threshold of 0.9 of
high streamflow extremes, is examined only for time
steps within high streamflow periods to account for the
intra-annual variability of the hydrological response
between sub-basins, given Europe's strong hydro-climatic
gradient (Du et al., 2023). The high streamflow period is
defined by flows exceeding the upper tercile (66th percen-
tile) as terciles are one of the standard measures to clas-
sify streamflow conditions as above-normal, near-normal
or below-normal in operational applications. Detailed
steps are as follows:

1. Define high streamflow periods for each sub-basin
based on the upper tercile (66th percentile) from the
streamflow climatology in the reference simulation
(i.e., the historical simulation with E-HYPE forced
with HydroGFD). Weeks with streamflow higher than
the 66th percentile are considered as high streamflow
weeks.

2. Define the high streamflow event threshold as the
90th percentile of weekly mean streamflow from all
weeks in the reference simulation, and calculate BSfst
based on the threshold for each sub-basin, target week
and lead time.

3. Construct the benchmark system for each forecast
date by sampling 20 years from the historical time
series for the same dates as the re-forecast excluding
the current, previous and following year, to minimize
artefacts related to similar initial conditions; calculate
BSben accordingly.

4. Calculate BSS90 based on results from step 2 and
3. BSS within the high streamflow periods identified
in step 1 are pooled regardless of initialization month
and analysed as a function of lead weeks.

The skill of the forecasts deteriorates with time. We
argue that the lack of forecast skill, that is, after CRPSS
or BSS90 score become lower than 0, indicates indepen-
dent ensemble members—suitable for the present analy-
sis. We note that large scale features may lead to member
dependence even if the skill drops below zero. Here, the
use of randomly selected historical years should allow for
a benchmark whose members evenly represent large
scale configurations, and whose spread should thus
ensure independence. The CRPSS is influenced by the
forecast spread: for an unbiased forecast, a forecast
ensemble sharper (wider) than climatology will have a
positive (negative) skill. This condition of no bias is
ensured here by using model climatology for streamflow
and bias adjusted precipitations. In the case of the BSS90,
any deviation from the probability of being above the
90th percentile indicates that the ensemble spread

defers from the climatological spread, indicating some
dependence.

Moreover, observational uncertainty could partially
impact the results from forecast verification (Jolliffe, 2017),
particularly in regions where the reanalysis products lack of
accuracy, the monitoring weather networks lack of high
density and/or due to the representativeness error, that is,
the mismatch between gridded forecasts and the inter-
polated observations (Bouallegue et al., 2020). Here, we
are driven by operational limitations where a single prod-
uct is used to represent the meteorological information
and hence our investigation does not consider the aspect
of observational uncertainty assuming that the reference
dataset (HydroGFD) is “accurate”.

2.5 | Construction of surrogate
timeseries

Because the seasonal forecast form incomplete years, we
combine two or more individual seasonal forecast mem-
bers based on their start times into a sequence of com-
plete surrogate years. This is a valid approach since the
continuity of the timeseries is not required when sam-
pling daily extremes with block maxima. However, if
multi-day extreme events are analysed, care would need
to be taken to not split the days of maximum values
when pooling different forecasts to a one-year timeseries.
In practice, one would like to work with samples of 1, 2,
3, 4 or 6 months forecasts lengths, which can easily be
aggregated to yearly data needed for the block maxima
analysis. The pooling of individual seasonal forecasts to
surrogate years is done after assessing the independence
of the samples (see Section 2.4, Section 3.1). In this step
we determine how many lead months we need to exclude
from the forecasts before they are appended to yearly
timeseries. For example, if independence is achieved after
1 month or less, we remove the first month from the fore-
casts and pair it with forecasts starting half a year later to
form complete years (see Figure 1). When 4 months are
retained, three forecasts will form a complete year,
and so on.

The first step of merging forecasts to one surrogate
timeseries allows the record to be extended by a multi-
plier equal to the number of available months. This is
already a large increase from the original 23 years and
25 members, resulting, for example, in 3450 surrogate
years when working with samples of 6 months forecasts
lengths (23 years × 25 members × 6 months). In addition,
one could repeat the construction of the surrogate years
with different combinations, which can provide informa-
tion for further analysis of robustness. For example, the

KLEHMET ET AL. 1729
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annual maxima might be different depending on which
two timeseries were appended, which would affect a block
maxima, but not a peak-over-threshold approach to
extreme value analysis. Note that the re-combinations
were initially explored, but from the perspective of having
over 1000 years of data at disposal the results and conclu-
sions made in the paper did not change, and the analysis
was therefore left out.

2.6 | Robustness of the extreme value
estimation

To evaluate the robustness of return values for different
sample sizes, that is, the number of years in the time-
series, a random selection of years of 50, 100, and
500 years is made from the complete timeseries, for
example, from a timeseries of 3450 surrogate years (see
Section 2.5). The selection was repeated 100 times, which
is found sufficient to inform on the uncertainty intervals
and the median value of the selections. GEV fits are
made based on each selection and used for the analysis,
which consists of inspections of box plots for single cases,
and the inter-quartile range for spatial analysis.

In addition, the robustness is assessed from single
shorter samples, to simulate the case with a limited
observed timeseries. The robustness analysis is then per-
formed using bootstrap with replacement (Gilleland, 2020),
that is, to select a set of N annual maxima from an N year
timeseries, while allowing the same year to be selected
several times. The random selection is repeated until a
stable statistic is found. Three sets of bootstrap experi-
ments are performed starting from the original long

timeseries, where the respective shorter timeseries are
selected to avoid overlap within the same-length periods:
BS1 uses years 1–50, 1–100 and 1–500 of the main time
series, BS2 uses years 51–100, 101–200, and 501–1000,
and BS3 uses years 101–150, 201–300, and 1001–1500. A
set of 100 bootstraps are found sufficient for robust statis-
tics of the GEV fit and return value calculations.

3 | RESULTS

3.1 | Forecast skill and sample
independence

The forecast skill analysis for precipitation shows a very
sharp decline in the skill with time (not shown), which is
well known (Kelder et al., 2020). With some regional var-
iations and a slight dependence on the start month, inde-
pendence of precipitation forecasts can safely be assumed
from 2 to 4 weeks into the forecasts for most regions
across Europe. Such relatively homogeneous patterns
were expected and are likely due to the chaotic nature of
the atmosphere which leads to uncertainties within the
range of climatological records for horizons further than
10 days ahead. Therefore, we decided to exclude the first
month from each of the precipitation forecasts and work
with 6 month forecast lengths (instead of the full
7-month forecasts) when pooling to surrogate years.

Streamflow is more challenging, due to the longer
predictability scales. Figure 2 shows a summary of the
median BSS90 for all catchments, with fast declining skill
over the first 4 weeks, and then a gradually slower rate of
decline for longer lead times. The skill generally drops

FIGURE 1 Diagram of the

procedure to append re-forecasts to

construct the surrogate years.
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below 0.1 from lead week 8 (Figure 2), but this is more
uniformly observed across all catchments from lead week
16 (Figure 3).

Larger regions have zero or negative skill, and most
other regions have skill below 0.1. There are, however,
regions with higher skill, which roughly correspond with
regions of low runoff coefficient and a larger spring flood
or large base flow (Pechlivanidis et al., 2020). A few large
lakes have much higher remaining skill, which is likely
due to the large reservoirs and flow management. The
results are similar for the CRPSS (not shown).

Based on this result, we set a general lead time of
4 months after which we assume independence of the
individual members. This is larger than the limit of
22 days set by Brunner and Slater (2022), and can be con-
sidered a conservative choice for this pan-European
study. A more detailed assessment of single catchments
might lead to a less conservative choice and allow for a
larger sample. Removing the four lead months in each
forecast period for streamflow allows us to construct
a timeline with 1725 surrogate years (23 years × 25
members × 3 months), while removing only a single
month from the precipitation data results in 3450 surro-
gate years.

3.2 | Estimation of return periods for
different sample sizes

To investigate the robustness of the extreme value esti-
mation, we perform GEV fits to data of different record
lengths (see Section 2.6). Figure 4 presents selected
results from the experiment based on a set of 100 surro-
gates and sample sizes from 50, 100 and 500 years. We
focus first on the blue boxplots that show the effect of dif-
ferent sub-samples from the main timeseries. The median

of the return values for all sub-samples converges on that
calculated from the complete timeseries, which is a sign
that the number of random samples is sufficient. The
uncertainty is very large for the 50 year samples, which
would be considered a long timeseries had it been obser-
vations. Taking Vindelälven as an example, the range
around the median (about 285 m3 s−1) is about
±55 m3 s−1, which is about 20%—a substantial uncer-
tainty. A similar uncertainty is present for all cases. With
100 year samples, the spread is somewhat reduced, but
still substantial. However, at 500 years the uncertainty is
much better constrained with a range of about ±15 m3 s−1,
which is about 5%.

We simulate the access to only a single shorter record
using a bootstrap with replacement strategy, which is
shown as red boxplots for each of the record lengths, with
three completely separate selections of sub-periods.
Clearly, the sub-period strongly affects the median result
of the bootstrap, which is offset from the target value of
the complete timeseries. This is expected from the result-
ing large uncertainty shown in the blue boxplots. How-
ever, the uncertainty range of the boxplots is still similar
in magnitude to that of the blue boxes, although it varies
quite a lot between samples and case studies. That is, the
bootstrap based on a single shorter timeseries represents

FIGURE 3 A map of the skill level for streamflow in each

catchment for lead week 16.

FIGURE 2 Median BSS90 of streamflow for all catchments as

a function of the lead week into the forecast. The skill level at week

16 is indicated, see main text.
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the full range of uncertainty from a much longer record.
The issue of the offset from the target value remains,
which gives an error in the estimate of the return values.
There is further a large random component in the selec-
tion of the sub-samples, which is seen as the large offsets
between the different red boxplots for each single record
length.

3.3 | Spatial patterns of 100-year
return value

We now extend the analysis to all grid points and catch-
ments in Europe. For precipitation, Figure 5 shows
100-year return values in three rows for (i) randomly
selected single timeseries of different lengths, (ii) the
median of 100 samples for each timeseries, and (iii) the
interquartile range (IQR) of the samples relative to the
median and expressed as a percentage. In comparison
with Figure 4, the rows correspond to (i) any random

point along the boxplot whiskers, (ii) the median line in
the boxplot, (iii) the difference between the top and bot-
tom of the box divided by the median and multiplied
by 100.

Focusing first on the 50 year timeseries (left column
of Figure 5), the single return value estimates show a
generally consistent pattern with that seen for the
median of all samples. This means that there are spatial
features of the precipitation extremes that are more
prominent than the “noise” of the data. However, at any
given grid point, the return value can differ by tens of
mm/d, depending on the character of the single time-
series. This can lead to both over- and underestimations
in different regions. We note that the station-year method
is taking advantage of this fact, but requires careful selec-
tion of stations to remain in a spatial region with coher-
ent extremes. The relative IQR in the bottom row shows
that the range of values is rather homogeneous across
Europe at between 15% and 30% for the 50-year long time-
series. However, some regions with strong orography, such

FIGURE 4 100-year return values for precipitation (top row) and streamflow (bottom row) for three representative catchments in

Europe. The return values are presented as a function of the sample size, where each x-year long timeseries was sampled 100 times to derive

the confidence intervals shown as boxplots. The dashed lines mark the return value calculated from the complete timeseries (3450 years for

precipitation and 1725 years for streamflow). The boxplots are grouped by the length of the timeseries used and show the effect of random

sub-sampling from the complete timeseries (blue) and bootstrap from a fixed timeseries from three independent samples (BS; red colours).

The locations are at (latitude, longitude): NW-Sweden (65.95, 16.33), SW-Norway (62.10, 8.86), and NE-Spain (42.05, 2.19).
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as the coast of Norway and the Alps, have a systematically
lower relative IQR.

When timeseries of 100 years are sampled (middle
column of Figure 5), the single sample shows a reduced
spatial variability compared to the 50 year sample, and
looks more similar to the median of all samples. The rela-
tive IQR has been reduced by about half compared to the
50 year long timeseries. For the 500 year timeseries (right
column of Figure 5), the relative IQR is close to zero, and
there are only few visible differences between a single
sample and the median of all 100 samples. The 500-year
timeseries have yet less difference between the single
sample and the median, and the IQR is now reduced to
less than 10%.

Streamflow follows a very similar pattern as precipita-
tion, but with overall larger variability across the domain,
although the streamflow has been normalized by the
upstream catchment area to give units of mm/d instead
of m3/s (Figure 6). This larger spatial variability is due to
the vastly different volumes of water passing through the
different river basins and the various hydrological
regimes and catchment responses, and the figures convey
only the larger differences and not much nuances. The
relative IQR best conveys the uncertainty for each sam-
ple, with 10 to several 100% for the 50-year timeseries,
which are reduced to 0%–100% for the 100-year time-
series. At 500 years, the IQR is again reduced to less than
10%, as for precipitation. A region in eastern Europe, just
north of the Black Sea, stands out with markedly higher

FIGURE 5 100-year return values for precipitation obtained

from timeseries of 50, 100 and 500 years. Upper row: the 100-year

return values of a single randomly selected surrogate timeseries.

Middle row: the median of the 100-year return values of all

100 surrogate timeseries. Lower row: the interquartile range (IQR)

of the 100-year return values of all 100 surrogate timeseries relative

to the median.

FIGURE 6 100-year return values for streamflow normalized

by the upstream area obtained from the experiment of

100 surrogate timeseries selecting 50, 100 and 500 years. Upper

row: the 100-year return values of 1 surrogate timeseries is shown.

Middle row: the median of the 100-year return values of all

100 surrogate timeseries is shown. Lower row: the interquartile

range (IQR) of the 100-year return values of all 100 surrogate

timeseries is shown relative to the median.
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return values and IQR for streamflow. This is a region
with substantial anthropogenic influences, such as irriga-
tion, and thus poor performances of the E-HYPE model
(Hundecha et al., 2016), resulting in highly uncertain
streamflow and return periods.

Finally, we conclude again on the robustness that can
be achieved from bootstrapping within a single time-
series. As shown in Figure 4, the difference between the
median result can be substantial depending on the cho-
sen timeseries. There is no way around that, as one can-
not easily estimate this value from a short timeseries. We
focus instead on how well the bootstrap method describes
the uncertainty of the return value, in the form of the
IQR. Figure 7 shows the IQR from the surrogate method,
as before, and for the three bootstrap experiments. The
general pattern is similar between BS1–3 and the

surrogate method already for the shortest 50-year time-
series. However, the BS experiments are all both under-
and overestimating the IQR, depending on the region
and on the chosen timeseries. The differences are
reduced for the 100-year timeseries, and for 500-years
BS1–3 are generally underestimating the IQR by a few
percentage units. In a broad perspective, the bootstrap
method gives a good overview of the uncertainty range,
but the local deviations can be substantial.

4 | DISCUSSION

When using models as a replacement for observations to
estimate extremes, one is essentially substituting the
uncertainty in the observations to that of the model's

FIGURE 7 100-year return values

interquartile ranges (IQR) for streamflow

normalized by the upstream area obtained from

the experiment of 100 surrogate timeseries

selecting 50, 100 and 500 years. The top row

shows the results for the surrogate dataset, and

is identical to the bottom row of Figure 6. The

following three rows show results for the three

bootstrap experiments that use 100 bootstrap

samples from different timeseries.
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performance in realistically simulating extremes and
their frequency. The model needs to achieve at least a
basic accuracy in simulating extremes to be a plausible
replacement of observations. At the same time, the pre-
sented results indicate the substantial noise levels in the
extreme value estimations, which makes such evaluation
very challenging when only short timeseries of a few
decades are available.

The gain of using model surrogate timeseries is in the
long timeseries that can be constructed with the models.
This constitutes a huge advantage over observations, con-
sidering the rapidly widening confidence intervals of any
extreme value theory estimation outside the range of the
data records. With increasing attention to extremes, often
in the context of adapting society to current and a chang-
ing climate, there is a great need for this kind of back-
ground information about uncertainty.

The similarities between single small sample time-
series to the more robust large samples in the overall pat-
tern across large areas (on the order of several decades of
percent of the land mass of Europe) means that one can
expect noise levels to cancel out. A path forward in asses-
sing model performance in extremes is therefore to perform
analysis over large regions with accumulated statistics. This
is similar to the station-year method (Olsson et al., 2019)
mentioned above, or continent-scale analysis performed by,
for example, Guerreiro et al. (2018).

Independence between the ensemble members is
explored using skill metrics of the forecast system,
assuming independence when there is no skill.

This approach could be refined to pair different fore-
cast lengths together subject to the skill score of each grid
point and catchment. Furthermore, the CRPSS and
BSS90 skill metrics are applied to weekly averages. This
procedure certainly smooths the high extremes to some
extent.

The question whether large-scale atmospheric drivers
have a higher predictive skill in the SEAS5 forecasts than
precipitation or streamflow extremes itself and how this
affects the assumption of independent ensemble mem-
bers deserves further research. We have explored the
weather regimes of the SEAS5 re-forecasts in earlier
work, with emphasis on Sweden. In the study 12 weather
regimes were classified based on daily anomalies of mean
sea level pressure from ERA-Interim and optimized by
historical observed precipitation in Sweden and then pre-
dict the occurrence of those patterns from ensemble sea-
sonal forecast. We found essentially no correlations
between the ensemble members of the large scales on
day-to-day basis. However, some studies have indicated
predictability on certain weather regimes over the North
Atlantic and Europe, such as NAO+ and ENSO (Falkena
et al., 2021). This could affect the ensemble member

independence of precipitation and streamflow extremes
over Europe. Additional analysis along this reference and
with respect to the understanding of the connections
between hydrometeoroloigcal extremes and large-scale
weather patterns (Lavers et al., 2013) would be needed.
However, this analysis is beyond the scope of this paper.

A somewhat different approach for the independence
testing is applied in the UNSEEN studies following the
idea of the potential predictability (Kelder et al., 2020;
Lavers et al., 2014). Kelder et al. (2020) instead assessed
the dependency of data by applying a pairwise correlation
test between all ensemble members. The data were
resampled and data points were randomly selected from
all members, years and lead times to remove potential cor-
relations. Our independence testing of ensemble members
provides an alternative to the one in the UNSEEN
approach, with data that can generally be derived from
forecast evaluations.

The 23 years of the meteorological and hydrological
re-forecasts used in this study represent only part of the
present-day climate variability. For a full spectrum of
extreme value estimation under general climate condi-
tions one would need to include data of several decades,
if available (van den Brink et al., 2005). A viable option is
to make use of single model multiple realizations from
climate models, for example, CMIP6 (Coupled Model
Intercomparison Project Phase 6), where centennial cli-
mate simulations are performed with varying initial con-
ditions. Although of coarser spatial resolution, these
models allow for large ensembles across long historical
and future projections to assess extremes under different
climatic states, as well as natural variability thereof.
However, unless such ensembles include hundreds of
members, they do not reach the same number of samples
for a given historical period as the currently presented
use of seasonal forecasts. The optional use of a multi-
model ensemble from CMIP6 requires additional checks
to ensure that the included models share a sufficiently
similar distribution of extremes.

In this study, precipitation and streamflow extremes
are estimated separately. In a future development this
method can be extended to investigate multiple extremes
or compound events to account for the increasing risk of
interconnected extremes.

Further, the analysis is based on the GEV distribution
to determine extreme precipitation and streamflow esti-
mates. This might not be ideal for all regions. Various
processes affect especially streamflow such as regulations
included in the model. A naturalized hydrological model
could be used, but is generally not of interest for the users
of the forecasts. If specific regions and catchments are
investigated, one way forward could be to allow the
method to find best fits for alternative or extended
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distributions (Nascimento et al., 2016) or even mixed dis-
tributions (Gruss et al., 2020). However, here we wanted
to focus our analysis on the European scale, we therefore
had to sacrifice some detail in the distribution fits.

5 | CONCLUSIONS

We present a method to pool seasonal re-forecasts to gen-
erate synthetic timeseries with several 1000 surrogate
years suitable for extreme value analysis. The method is
evaluated on a pan-European scale using both meteoro-
logical and hydrological seasonal re-forecasts. The pair-
ing of seasonal forecasts ensembles used in this study
enables the record to be extended from the original
23 years (1993–2015) to 3450 and 1725 surrogate years for
precipitation and streamflow, respectively. The different
record lengths arise from the exclusion of 1 and 4 month
(s) from the full 7-month forecasts after assessing the
sample independence. We investigate the robustness of
return value estimates for precipitation and streamflow
using a 1-year block-maxima fitted to the GEV distribu-
tion. We do this by applying two approaches. In a first
step we assess the robustness of the GEV fits to data of
different record lengths. This investigation provides the
opportunity to identify the timeseries length needed to
obtain more robust extreme value estimates. In a second
step we assess the robustness to only a single shorter
record using a bootstrap with replacement to assess the
uncertainty. The main conclusions are:

• The forecast skill and testing of independence between
ensemble members for precipitation indicates some
regional variations and a slight dependence on the
start month. Independence can be assumed from 2 to
4 weeks into the forecasts for most regions across
Europe. The skill and independence analysis for
streamflow indicates a more complex pattern with
topographic and hydrological heterogeneities varying
with the month of forecast initialisation.

• Constructing long surrogate timeseries offers a clear
statistical advantage in the extreme value theory esti-
mation, particularly over short observed data records.
It provides a great potential in reducing the uncer-
tainty of return period estimates for both precipitation
and streamflow. The improvement is particularly visi-
ble for precipitation all over Europe from a sample size
of about 500 years. This increase in robustness is also
evident for streamflow.

• The more common approach of assessing uncertainty,
or confidence levels, with a bootstrap method shows
overall similar assessments of the range of possible
values, although it might severely under- or overestimate

at the local scale. Still, the best estimate of the return
value is still subject to the large uncertainty in the
timeseries sample, and the uncertainty range will be
equally offset.

With increasing use of seasonal forecasts in impact
modelling, the presented method may gain attention and
be useful to more robustly assess the current state of
extremes as background information to increase resil-
ience to floods or other natural hazards.

The larger sample sizes allow better assessments of
multiple extremes. The more robust return period esti-
mates of unprecedented extreme streamflow events may
be helpful in improving the risk estimation of hazards
associated with flooding and in designing risk manage-
ment options for decision-makers.
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