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A B S T R A C T   

Automatic monitoring devices placed at the entrances of honey bee hives have facilitated the detection of various 
sublethal effects related to pesticide exposure, such as homing failure and reduced flight activity. These devices 
have further demonstrated that different neurotoxic pesticide molecules produce similar sublethal impacts on 
flight activity. The detection of these effects was conducted a posteriori, following the recording of flight activity 
data. This study introduces a method using an artificial intelligence model, specifically a recurrent neural 
network, to detect the sublethal effects of pesticides in real-time based on honey bee flight activity. This model 
was trained on a flight activity dataset comprising 42,092 flight records from 1107 control and 1689 pesticide- 
exposed bees. The model was able to classify honey bees as healthy or pesticide-exposed based on the number of 
flights and minutes spent foraging per day. The model was the least accurate (68.46%) when only five days of 
records per bee were used for training. However, the highest classification accuracy of 99%, a Cohen Kappa of 
0.9766, a precision of 0.99, a recall of 0.99, and an F1-score of 0.99 was achieved with the model trained on 25 
days of activity data, signifying near-perfect classification ability. These results underscore the highly predictive 
performance of AI models for toxicovigilance and highlight the potential of our approach for real-time and cost- 
effective monitoring of risks due to exposure to neurotoxic pesticide in honey bee populations.   

1. Introduction 

Honey bees, as major pollinators of crops (Garibaldi et al., 2013) and 
wild plants (Hung et al., 2018), are frequently exposed to multiple 
pesticides that are present in nectar, pollen, and water sources (Johnson, 
2015; Poquet et al., 2016; Samson-Robert et al., 2014; Zioga et al., 
2020). In fact, pesticide exposure has been identified as one of the major 
stressors on honey bee health (Goulson et al., 2015; Siviter et al., 2021). 
Hence, there is a strong interest in studying the sublethal effects of 
pesticides. Unwanted, sublethal effects of pesticides on honey bees have 
led to the regulation and banning of certain chemicals (Sgolastra et al., 
2020). However, in order to improve pesticide risk assessment, one 
major challenge is to increase the ecological relevance of toxicity tests 
by assessing low-dose effects in free-flying bees (Barascou et al., 2021). 
This limitation has been partly circumvented by different remote 
sensing systems that have been used successfully to monitor the activity 
of foraging honey bees (Alaux et al., 2014; Barascou et al., 2022; Capela 
et al., 2022; Decourtye et al., 2011; Henry et al., 2012; Shi et al., 2020). 
These non-invasive remote sensing devices are based on detectors, 

placed at the hive’s entrance, that monitor the activity of hundreds of 
individually tagged bees, allowing the measurement of flight-related 
traits (Decourtye et al., 2011). 

The use of radio frequency ID (RFID) and optical bee counters (OC) 
that monitor the activity of individually tagged bees have allowed for 
the identification of several undesirable sublethal effects of neurotoxic 
pesticides on honey bees, including homing failure (Capela et al., 2022; 
Decourtye et al., 2011; Henry et al., 2012) and reduced flight activity 
(Barascou et al., 2022; Colin et al., 2019; Coulon et al., 2020; Prado 
et al., 2019; Shi et al., 2020). Interestingly, similar sublethal effects on 
flight activity have been identified for different neurotoxic pesticide 
molecules. For example, Colin et al. (2019) found that bees exposed to 
imidacloprid, a neonicotinoid pesticide, performed 28% fewer foraging 
trips than control bees (Fig. 1A). Prado et al. (2019) found that bees 
exposed to an organophosphate or a pyrethroid mixed with fungicides 
performed ~1.4 fewer flights per day than control bees (Fig. 1B). Bar
ascou et al. (2022) found that bees exposed to an insecticide from the 
sulfoximine group performed up to 33% fewer daily flights than controls 
(Fig. 1D). Coulon et al. (2020) found that honey bees orally exposed to 

* Corresponding author. 
E-mail address: aprado@unam.mx (A. Prado).  

Contents lists available at ScienceDirect 

Ecological Informatics 

journal homepage: www.elsevier.com/locate/ecolinf 

https://doi.org/10.1016/j.ecoinf.2024.102653 
Received 7 September 2023; Received in revised form 23 May 2024; Accepted 23 May 2024   

mailto:aprado@unam.mx
www.sciencedirect.com/science/journal/15749541
https://www.elsevier.com/locate/ecolinf
https://doi.org/10.1016/j.ecoinf.2024.102653
https://doi.org/10.1016/j.ecoinf.2024.102653
https://doi.org/10.1016/j.ecoinf.2024.102653
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ecoinf.2024.102653&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Ecological Informatics 81 (2024) 102653

2

thiamethoxam (neonicotinoid) exhibited a slower daily increase in flight 
duration, ~8 min less, compared to control bees (Fig. 1H). Thus, the 
reduction in honey bee daily activity could potentially be used as a 
general indicator of neurotoxins presence in the environment and, 
hence, as a toxicovigilance tool for real-time monitoring of colony 
health. Furthermore, the early identification of pesticide effects would 
benefit pesticide risk assessment, notably post-marketing authorization 
studies that monitor adverse effects linked to the use of pesticides. 

Machine learning coupled with big data technology has permeated 
agriculture to inform crop, livestock, and water management (Liakos 
et al., 2018). For example, previous studies have successfully used 
artificial intelligence to analyze and classify animal behavior (Klean
thous et al., 2022), and evaluate animal well-being (McLennan et al., 
2015). Furthermore, the use of neural networks or deep learning ar
chitectures has significantly increased for solving entomological prob
lems (Marinho et al., 2023;Peng and Wang, 2022; Tuda and Luna- 
Maldonado, 2020). For example, Convolutional Neural Networks 
(CNN) have been applied to the classification of fruit fly pupae as 
parasitized or healthy (Marinho et al., 2023) and the recognition of in
sect pest species (Peng and Wang, 2022; Tuda and Luna-Maldonado, 
2020). Regarding honey bees, recent studies have proposed deep 
learning-based image classification models for assessing individual bee 
health state (Berkaya et al., 2021) and CNN for evaluating colony health 
based on acoustical data (Troung et al., 2023). A more recent study has 
used OC at the entrance of beehives coupled with an artificial intelli
gence model that can classify returning bees as pollen foragers or non- 
pollen foragers to evaluate the effects of the neonicotinoid imidaclo
prid on bee foraging behavior (Wang et al., 2024). Here, we propose to 
use a similar approach based on OC data coupled with an artificial in
telligence model, but our goal is to classify bee flight performances and 
determine whether they are healthy or pesticide-exposed. This is the 
first time an artificial intelligence model has been used to detect the 
sublethal effects of pesticides based on flight activity data. Our approach 
is novel as it first integrates the activity data individually in a time series 
for a single bee and then uses the recurrent neural network for classi
fication (Fig. 2). This new technology could potentially provide real- 
time data to agricultural operations and environmental agencies for 
pesticide risk assessment. 

2. Methods 

Fig. 2 summarizes a series of processes in designing a deep-learning 
architecture that acts as a toxicovigilance tool. Subsequent sections will 
provide a comprehensive description of each section. 

2.1. Data collection 

Four previously published data sets of honey bee flight activity, three 
using optical bee counters (Barascou et al., 2022; Coulon et al., 2020; 
Prado et al., 2019) and one using RFID (Colin et al., 2019), were used to 
train and test the recurrent neural network that is detailed in the sections 
below. All four data sets include the activity (exit /entrance) of 
individually-tracked bees in relation to their age in days. In the optical 
bee counter studies, bees were individually marked with a data-matrix 
barcode (3 mm diameter) printed on laminated paper and glued on 
the thorax with epoxy glue (Sader®). The activity of barcoded bees was 
recorded using optical bee counters at the hive entrance (Alaux et al., 
2014). The optical bee counter consists of a camera that monitors the 
hive entrance and image analysis software that detects and registers the 
barcode. Prado et al. (2019) exposed bees to two common pollen-bound 
pesticide mixtures at field-realistic sublethal concentrations (209 con
trol and 391 exposed). One mixture combined four fungicides: cypro
dinil (540 ppb), fludioxonil (180 ppb), difenoconazole (38 ppb), dodine 
(34 ppb), and one neurotoxic pyrethroid insecticide, tau fluvalinate 
(310 ppb). The second mixture was comprised of three fungicides, 
cyprodinil (270 ppb), fludioxonil (250 ppb), and iprodione (65 ppb), 
and one organophosphate, chlorpyrifos (270 ppb). Coulon et al. (2020) 
exposed bees to two field-realistic concentrations of the neonicotinoid 
thiamethoxam (50 and 200 ppb; 224 control and 207 exposed), and 
Barascou et al. (2022) exposed bees to two field-realistic sublethal doses 
of sulfoxaflor, a sulfoximine neurotoxic insecticide (16 and 60 ng; 423 
control and 796 exposed). In the RFID study, Colin et al. (2019) exposed 
bee larvae to a trace concentration of the neonicotinoid imidacloprid in 
sugar syrup (5 ppb; 251 control and 295 exposed). Once in the adult 
stage, Radio Frequency Identification tags (RFID; Invengo Technology) 
were glued to the bees’ thoraxes. Hives were equipped with RFID 
antennae, which recorded bee activity. 

2.2. Data preparation and curation 

For the analysis of flight activity, exit-entrance sequences shorter 
than 1 min or longer than 240 min were excluded (not considered as true 
flights; Prado et al., 2019). For each bee, the daily activity was calcu
lated with two parameters: the total number of minutes spent outside 
and the total number of flights. The dropna function from the pandas V 
1.5.3 library was used to exclude missing values from the Colin et al., 
2019 dataset. All other datasets contained complete records. Next, nu
merical variables were standardized to a specific range using the Min
MaxScaler function of the scikit-learn V1.2.2 library. This normalization 
process ensures that each numerical variable contributes equally to the 
performance of the Deep Learning Model. 

Fig. 1. Common sublethal effects of pesticides on honey bee flight activity. A-E) Number of flights performed per day as a function of bee age. F-J) Duration of daily 
flight activity in minutes (total time spent outside daily) as a function of bee age. Data from Colin et al., 2019 (A and F), Prado et al., 2019 (B and G), Coulon et al., 
2020 (C and H), Barascou et al., 2022 (D and I). All datasets (E and J) were used to train a deep-learning model. 
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This study used the train_test_split function from the scikit-learn library 
(version 1.2.2), a function that facilitates randomized shuffling and di
vision of datasets into distinct training and testing subsets. Specifically, 
70% of the data was designated for training the classification model, 
while the remaining 30% was set aside for testing (Dobbin and Simon, 
2011). Individuals from the control and pesticide-exposed groups were 
evenly distributed between these subsets, guaranteeing a balanced 
representation of each class. The recurrent neural network (RNN) model 
was designed to incorporate three primary input parameters: the bee’s 
age, the daily number of flights, and the total time spent outside daily. 

Following data preparation, labels for both training and testing 
datasets underwent a transformation known as one-hot encoding, 
facilitated by the OneHotEncoder function from the scikit-learn library 
(version 1.2.2). This function converts categorical variables into a bi
nary matrix format. Each unique label in the original data is represented 
as a distinct binary column in the transformed output, where the pres
ence of a particular category is marked by a “1” and its absence marked 
by a “0”. In the context of the current study, a value of “1” was assigned 
to denote bees that have been exposed to pesticides, whereas a “0” value 
identified control bees (i.e., unexposed to such chemicals). 

The model was trained using varying disjoint subsets of the dataset in 
order to assess the number of recordings necessary to yield satisfactory 
classification metrics. These subsets corresponded to different time 
steps, namely 5, 10, 15, 20, and 25 days of flight activity recordings. 
Subsequent experiments included training the model with various 
combinations of datasets: 1, 2, 3, or all four datasets combined. These 
raw and curated versions of the datasets are readily accessible in the 
Code and Data Availability section. 

2.3. Deep neural network architecture 

The bee activity dataset comprises daily entries from individual bees, 
organized into discrete time series containing 5, 10, 15, 20, or 25 days of 
registers, as depicted in the input layer of Fig. 3. Each record within the 
dataset captures critical details such as the bee’s age, the total flights 
undertaken per day, and the cumulative duration spent outside the hive, 
collectively representing a sequence of bee flight performances. Given 
the structured nature of this data, this study urged a robust approach to 
handling time-series data effectively. Therefore, a recurrent neural 
network (RNN) with long short-term memory (LSTM) was selected for 
this study design (Malhotra et al., 2017; Rumelhart and Hintont, 1986). 
This decision leveraged the RNN with LSTM’s proven capability to 
process sequential datasets and discern temporal patterns, which are 
crucial for the real-time analysis required in toxicovigilance (Tealab, 

Fig. 2. Block diagram of deep-learning solution for the early detection of pesticide-exposed bees. The process consists of 1) Data collection, 2) Data preparation and 
curation, 3) Model training, and 4) Model validation and transfer learning. 

Fig. 3. Model architecture for predicting pesticide presence in bees using a 
Recurrent Neural Network. This framework integrates two Bidirectional Long 
Short-Term Memory (BiLSTM) layers. The model is designed to process three 
integrated features: the daily number of flights, the duration spent outside each 
day (measured in minutes), and the bee’s age. 
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2018). Additionally, the incorporation of bidirectional LSTMs (BiLSTM) 
helps in decoding sequences from both historical and future records, 
enriching pattern discernment in a time series (Hochreiter and 
Schmidhuber, 1997; Karim et al., 2019; Khan et al., 2021). 

In the proposed architecture, the model employs dual BiLSTM layers 
in its structure. Following each BiLSTM layer, dropout regularization is 
incorporated to mitigate the risk of overfitting. Specifically, this regu
larization method entails the random deactivation of 50% of the neural 
connections (Srivastava et al., 2014). After these first layers, the archi
tecture introduces a densely connected layer comprised of 128 neurons. 
This layer utilizes a Rectified Linear Unit (ReLU) activation function 
(Nair and Hinton, 2010). A mechanism was proposed to facilitate the 
classification of the processed sequences, as depicted in Fig. 3. The 
model harnessed the capabilities of the NVIDIA CUDA Deep Neural 
Network (cuDNN) library to enhance computational efficiency and 
reduce training duration, as presented by Chetlur et al. (2014). 

2.4. Model training and hyperparameters 

The model’s weights were randomly initialized using a specific 
integer seed to guarantee consistent reproducibility of results. Further
more, meticulous manual tuning of hyperparameters was conducted to 
achieve optimal model performance. The selected hyperparameters, 
which yielded the best performance metrics, are presented in Table 1. 

2.5. Model validation 

Two distinct validation methodologies were implemented. The first 
method involved partitioning the dataset into training and validation 
sets, with 70% of the data designated for training and 30% for valida
tion. This division was performed through random selection (Dobbin 
and Simon, 2011). 

In contrast, the second method, cross-validation, was used as a robust 
statistical technique for assessing how the model can perform on an 
independent dataset. This approach divides the dataset into K distinct 
subsets (folds). During each cross-validation iteration, one of these folds 
was held out as the validation set, while the remaining K- folds were 
combined to form the training set. The model was trained on the K-1 
folds and then validated on the remaining fold. This procedure was 
conducted K times, rotating the validation fold in each iteration and 
resulting in K unique pairs of training and validation datasets. A more 
accurate estimate of the model’s ability to generalize new data was 
obtained by averaging the performance across all K iterations. Such a 
cross-validation approach effectively enhanced the model’s perfor
mance. It reduced the likelihood of overfitting, ensuring that every data 
point has been included in the training and validation sets throughout 
the K iterations (Santos et al., 2018). 

2.6. Performance metrics 

Conventional metrics were used to evaluate the model’s perfor
mance, such as confusion matrices, accuracy, recall, precision, F1-score, 
Cohen Kappa, and the area under the ROC curve, some of which are 
defined below (Johnson and Khoshgoftaar, 2019).  

● Confusion Matrix 

A valuable and common performance metric within classification 
problems is the confusion matrix. This matrix compares predicted and 
true labels and contains four elements for binary classification problems. 
Those elements correspond to true positive (TP), true negative (TN), 
false positive (FP), and false negative (FN) predictions. These values are 
essential for identifying misclassifications and label-related mistakes 
predicted by the model.  

● Accuracy: Number of correct predictions over all predictions. 

acc =
TP + TN

TP + TN + FP + FN    

● Recall (sensitivity): Ratio between the true positives and the number 
of positives. 

recall =
TP

TP + FN    

● Precision: Ratio between true positives and the number of predicted 
positives. 

precision =
TP

TP + FP    

● F1-Score: Weighted average between precision and sensitivity. 

f1 =
2TP

2TP + FP + FN
=

precision*recall
precision + recall    

● Cohen Kappa: Measures the reliability and validity of the model 
predictions, typically used in imbalanced data sets. 

k =
2*(TP*TN − FN*FP)

(TP + FP)*(FP + TN) + (TP + FN)*(FN + TN)

● AUC (Area Under the Curve): The Area Under the Receiver Operating 
Characteristic (ROC) Curve compares the True Positive Rate (i.e., 
recall) and the False Positive Rate (Hand, 2001). 

2.7. Transfer learning 

The model was designed with reproducibility and transferability in 
mind to guarantee consistent results and facilitate model deployment 
across various platforms, including embedded systems. A universally 
accepted pre-trained model, saved in the HDF5 file format, can be 
accessed from the GitHub repository listed in the Data and Source Code 
Availability section. 

3. Results 

Models trained with bees’ life history traits (age, number of foraging 
trips and total amount of time spent outside per day) reached high ac
curacy values while classifying bees as control or pesticide-exposed 
(Fig. 4). When using each previously published dataset independently, 
accuracy values ranged from 91% to 99% after 100 epochs (Fig. 4A). Our 
results also show that combining two or more data sets increases accu
racy (Fig. 4B). To determine the number of recording days the model 
needed to reach high accuracy values, a series of models were trained 
with a maximum of 5, 10, 15, 20, and 25 days of records per bee 
(Fig. 4C). According to our results, high accuracy values are reached 
starting at fifteen days of recording (Fig. 4C & 5). 

Table 1 
List of hyperparameters utilized for training the Recurrent Neural Network 
model.  

Hyperparameter Value 

Optimizer ADAM (Kingma and Ba, 2017) 
Learning rate 0.003 
Batch size 32 
Epochs 100 
Dropout rate 0.5 
Loss function Binary Cross Entropy  
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Fig. 4. Accuracy of the training (red) and validation (blue) datasets. A) Accuracy of models for each previously published dataset. B) Accuracy of models trained with 
1–4 data sets combined. C)Accuracy of models trained with a maximum of 5, 10, 15, 20, and 25 days of records per bee (all four datasets combined). Values at the 
bottom of the graphs indicate the final validation accuracy. (For interpretation of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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Fig. 6 shows the confusion matrices for the model predictions using 
all datasets combined, which demonstrates an increased performance of 
the model when larger subsets are used (25 daily records per subset). 
Correct predictions are shown on the main diagonal. 

In addition, this model behavior can also be measured quantitatively 
using the Area Under the Curve (AUC) of the Receiver Operating 
Characteristic (ROC) curve, accuracy, precision, recall, and F-1 score 
(Sokolova and Lapalme, 2009). Fig. 7 and Table 2 illustrate how the 
model can improve performance by increasing the number of records in 
the disjoint sets, with AUC values ranging from 0.51 to 0.98, accuracy 
ranging from 0.68 to ~0.99, Cohen Kappa from 0.03 to 0.97, precision 
from 0.67 to 0.98, recall from 0.68 to 0.98, and F1-score from 0.58 to 
0.99. The model is particularly good at identifying true positives 
(pesticide-exposed bees classified as such), and even with only five re
cords (5 recording days), correctly classified 1394 out of 1413 pesticide- 
exposed bees (accuracy of 98.6%; Fig. 6). 

Fig. 8 underscores the predictive performance and scalability of the 
BiLSTM model as the number of time series increases. In Fig. 8A, a violin 
plot captures the variability and stability of the model’s performance 
across the different datasets. This visualization highlights the model’s 
consistent effectiveness, as evidenced by individual metric scores 
marked by red dots. Fig. 8B demonstrates that an increase in the time 
series leads to significant improvements in model precision and overall 
accuracy. Furthermore, Fig. 8C employs a Taylor diagram representing 
the model’s accuracy and consistency. This diagram shows that as the 
number of time series increases, the performance points approach the 
reference line of a perfect model, highlighting the model’s reliability and 
robustness. Collectively, these results confirm the BiLSTM model’s 
aptitude for detecting pesticide-exposed bees and showcase its potential 
for practical application in real-time environments. 

4. Discussion 

Within the current regulatory framework for pesticide risk assess
ment, pesticide registration applications must include data on the 
product’s fate in the environment, as well as its toxicity for non-target 
organisms. Regulatory authorities can then assess the risk presented 
by the pesticide and determine to what extent it is safe for human and 
environmental health. As part of this risk assessment procedure, OECD 
(Organization for Economic Co-operation and Development) and EPPO 
(European and Mediterranean Plant Protection Organization) require 
toxicological data on honey bees (Apis mellifera), one of the most 
important pollinators worldwide (Hung et al., 2018; Klein et al., 2007). 

Semi-field and field surveys can notably be performed for the mar
keting authorization (MA), but also in post-MA studies monitoring 
adverse effects linked to the use of pesticides (i.e. phytopharmacovigi
lance). For that purpose, automatic monitoring devices at the entrance 
of beehives, such as RFID or OC, have proved to be valuable tools for 
assessing the ecotoxicological effects of pesticides on honey bees. For 
instance, different studies have found that exposure to low doses of 
neurotoxic pesticides can have lifelong effects on honey bee physiology 
and behavior (Decourtye et al., 2003; Kairo et al., 2017; Karahan et al., 
2015; Zhang et al., 2020). While a variety of sublethal effects have been 
reported (i.e., hampered navigation, homing failure), reduced daily 
flight activity appeared to be a shared effect amongst different neuro
toxic pesticide molecules (Barascou et al., 2022; Colin et al., 2019; 
Coulon et al., 2020; Karahan et al., 2015; Prado et al., 2019; Shi et al., 
2020). In terms of the ecological services provided by honey bees, the 
reduction in the daily flight activity after pesticide exposure likely 
translates to fewer flowers being visited per day and, hence, a decrease 
in pollination. 

Therefore, to protect honey bees and the pollination services they 
provide, having adequate tools for pesticide risk assessment and tox
icovigilance in the field are paramount. Ideally, such tools should be 
able to inform us about the presence of harmful levels of pesticides in 
real time to assess pesticide risk as conditions change. In this paper, we 
proposed monitoring and analyzing in real-time, time-series data of 
honey bee flight activity to fill this gap. Neural Networks (NNs) have 
been extensively used to classify time-series data (Azad et al., 2018; Koh 
et al., 2021; Yao et al., 2019). Artificial intelligence approaches have 
spread into agricultural operations and are now used to classify animal 
behavior, identify unhealthy individuals, and guide livestock manage
ment (Kleanthous et al., 2022). CNNs have even been used to classify 
pesticides based on their chemical structure as potentially hazardous to 
honey bees (Wang et al., 2020). The use of artificial intelligence to 
monitor beehives and inform management practices is not novel but is 
still in its infancy (Cecchi et al., 2020; Troung et al., 2023). Sensors 
coupled with artificial intelligence models have been used to monitor 
hive weight, sounds emitted by the bees, temperature, humidity, and 
CO2 inside the beehive, as well as weather conditions outside the hive 
(Cecchi et al., 2020; Troung et al., 2023). Here, we used a similar 
approach but within a context of toxicovigilance by coupling time-series 
data of individual bees from OC (flight activity) to an artificial intelli
gence model, in order to classify bees as healthy or pesticide-exposed. 

In the domain of time-series analysis, BiLSTM networks have 
significantly enhanced the ability to decipher intricate patterns within 

Fig. 5. Accuracy of models trained with a maximum of 5, 10, 15, 20, and 25 records per bee.  
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Fig. 6. Confusion matrices using all datasets for disjoint subsets of A) 5 days of records, B) 10 days of records, C) 15 days of records, D) 20 days of records, and E) 25 
days of records per bee. 
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sequential data. Their bidirectional processing capability captures in
formation from past and future data points, providing a comprehensive 
view of bee activity sequences. This detailed perspective is crucial for 
detecting subtle variations in bee behavior caused by pesticide exposure, 

which traditional methods may overlook. The resilience of BiLSTM 
networks against the vanishing gradient problem allows them to retain 
long-term behavioral dependencies, a critical advantage over other 
neural architectures like Gated Recurrent Units (GRUs), which, while 
streamlining information flow, may miss crucial temporal variations. 
BiLSTM networks provided here a robust way to discern and predict the 
subtle effects of pesticides. 

The model architecture in this study included two BiLSTM layers, 
complemented by a dropout regularization technique to mitigate over
fitting and ensure a reliable generalization of unseen data. A classifi
cation layer of 128 neurons allowed the model to identify intricate 
patterns within the time-series data. This configuration proved to be 
effective in accurately predicting the effects of pesticides. Indeed, this 
model categorized bees with an accuracy exceeding 98%. It has been 
trained and validated across four distinct datasets, demonstrating high 
validation accuracies and its ability to generalize effectively the 

Fig. 7. Area Under the ROC curve of all datasets for disjoint subsets of A) 5 days of records, B) 10 days of records, C) 15 days of records, D) 20 days of records, and E) 
25 days of records per bee. Increasing the number of recurring records increased the AUC metric. 

Table 2 
Performance metrics for the model were obtained by averaging the results from 
cross-validation tests across the four combined datasets.  

Number of time- 
series 

Accuracy Cohen 
Kappa 

Precision Recall F1- 
score 

5 0.6846 0.0397 0.67 0.68 0.58 
10 0.7685 0.4396 0.76 0.77 0.76 
15 0.9220 0.8168 0.92 0.92 0.92 
20 0.9744 0.9407 0.97 0.97 0.97 
25 0.9898 0.9766 0.99 0.99 0.99  
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predictions. As depicted in Fig. 4-B, integrating multiple datasets further 
enhanced the model’s stability and predictive reliability, achieving up to 
99.08% validation accuracy. These findings reflect the model’s robust 
learning dynamics, emphasizing its potential for real-time monitoring of 
pesticide effects. In particular, the number of time series significantly 
influenced the performance metrics of the BiLSTM model. As shown in 
Fig. 6, the confusion matrices revealed an improved ability of the model 
to differentiate between control and pesticide-exposed bees as the 
dataset size increased from 5 to 25 days of records. Notably, a significant 
reduction in false positives indicated a marked increase in the model’s 
precision for correctly classifying unexposed bees. This improvement is 
also mirrored in Fig. 7, where the ROC curves display a progressive 
enhancement in the Area Under the Curve (AUC) metrics; starting at an 
AUC of 0.515 with just five records, the model’s discrimination 
increased to 0.986 with 25 records. 

Despite these advancements, a limitation remained in the two-week 
minimum of data recording required for the detection of pesticide ef
fects. This lag between the exposure time and the symptom detection 
(reduced flight activity) is due to honey bee biology. Honey bees start 
their first orientation flights at around six days of age (Capaldi et al., 
2000), and the average age at which bees start foraging is highly vari
able but has been estimated at ~20 ± 7 days (Prado et al., 2020). 
Accordingly, our model’s results follow honey bee life history traits as its 
accuracy jumps suddenly at the two-week mark when bees switch to 
predominantly foraging each day (Fig. 1). Healthy bees exhibit more 
substantial increases in daily activity compared to neurotoxic pesticide- 
exposed bees, and the artificial intelligence model we have developed 
can detect differences in the sequences of the daily time spent outside 
and the daily number of flights for healthy or exposed bees. Employing a 
pre-trained model with transfer learning could however effectively 
address this lag-time issue in the detection of effects by significantly 
reducing the model’s adaptation time to new data and enhancing its 
applicability in real-world scenarios (see Data and Source Code Avail
ability section). 

The proposed model is efficient and an excellent candidate for 
implementation into embedded systems because of its simplicity and 
size. Consequently, this technology can be quickly adopted into various 
contexts, such as MA and phytopharmacovigilance studies. Incorpo
rating this classification model into a monitoring system (RFID or OC) 
would create a cutting-edge device that could analyze honey bee flight 
performances and assess the risk due to exposure to pesticides in real- 
time. The classification model could be embedded in a small computer 
coupled to the monitoring device and bee flight data could be curated 
and fed to the RNN model in real-time. The model could then make its 
predictions on hundreds of tagged bees and provide the user with an 
estimate of the percentage of bees exposed to neurotoxic pesticides. The 
utility of such a device should however be first validated using experi
mental set-ups, including RFID and OC technologies on a variety of 
neurotoxic pesticides. 

The behavior of honey bees inside the hive is currently being studied 
using barcoded bees, automated monitoring devices, and artificial in
telligence models to identify specific behaviors like trophallaxis (food 
exchange) (Gernat et al., 2023). In a recent study, artificial intelligence 
successfully distinguished flight events performed inside flight cages by 
either healthy or neurotoxic pesticide-exposed bumblebees (Chatzaki 
et al., 2023). However, to our knowledge, this study is the first to pro
pose an artificial intelligence model to detect pesticide-exposed bees 
using their daily foraging activity in field conditions. 

5. Conclusion 

In response to the pressing need for practical tools to assess the 
ecological impacts of pesticides, our research introduces a pioneering 
approach using a BiLSTM-based artificial intelligence model. This model 
significantly improves our ability to detect the sublethal effects of 
neurotoxic pesticide exposure by monitoring honey bee flight activity in 

Fig. 8. Comprehensive evaluation of predictive model performance across 
multiple metrics and time series. A) Violin plot for the distribution of the per
formance metrics: Accuracy, Cohen Kappa, F1-score, Precision, and Recall (the 
time-series data 5, 10, 15, 20 and 25 are represented by red dots). B) Bar plot 
across different performance metrics and numbers of time series data points 
(ranging from 5 to 25 days of records per bee) C) Taylor plot representing the 
standard deviation ratio to the maximum, cosine of accuracy correlation, and 
the number of time series data points (colour-coded). (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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real-time. Employing advanced neural network architectures to analyze 
complex time-series data has enabled precise classifications of bees as 
pesticide-exposed or healthy, based on their behaviors. Our findings 
highlight that the model’s accuracy increases substantially with the 
volume of temporal data used for training, achieving a near-perfect 
accuracy with extensive datasets. Integrating this AI model into 
broader ecological monitoring initiatives could represent a significant 
advancement in environmental toxicology, offering a cost-effective, 
efficient method to detect neurotoxic pesticides in the environment 
and potentially helping pesticide management and conservation efforts. 
In conclusion, this model addresses urgent needs in honey bee protec
tion by pioneering the use of AI tools in ecological and agricultural 
research. 
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