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Abstract. We present a Stochastic Weather Generator described based on a multisite Hidden Markov Model (HMM) and

trained with French weather stations data. It generates correlated precipitation, with a special focus on seasonality and the

correct reproduction of the distribution of dry and wet spells. The hidden states are viewed as global weather regimes, e.g., dry

all over France, rainy in the north, etc. The resulting model is fully interpretable; it can even approximately recover large-scale

structures such as North Atlantic Oscillations. The model achieves very good performances, specifically in terms of extremes.5

Its architecture allows easy integration of other weather variables. We show an application where the model is trained on future

climate scenarios, allowing easy comparison and interpretation with the historical data in terms of parameter evolution and

extremes.

1 Introduction

1.1 Context10

The current climate change context necessitates for industrials a careful analysis of the resilience of their assets under future

climate conditions, to anticipate possible adaptation needs. Such analyses imply the estimation of future extreme hydromete-

orological conditions, for example, the frequency of long-lasting dry spells for hydropower or nuclear generation. Such needs

have been highlighted by some parliamentary missions in France (Christophe and Pompili, 2018), asking to quantify the impact

of hydro-stress on nuclear power generation. Quantifying the impacts of future hydro-meteorological conditions on crops is15

also important for farmers’ strategies (see (Pascual et al., 2017) and references therein).

Climate models, global as well as regional, are powerful tools to simulate the climate system and project its possible evolution

under different forcing scenarios. However, because they are computationally expensive, they do not allow performing numer-

ous simulations. In practice, these weather scenarios, once generated, are made available on a public repository; see for instance

the French national project DRIAS (Soubeyroux et al., 2021) (where one can find around thirty projections, see Sect. 8 for de-20

tails); however, for more accurate risk assessment purposes, more scenarios may be needed and one may face a problem of data

augmentation (how to resample easily new scenarios). Furthermore, even though progress has been made in terms of spatial

resolution and process modeling, they still do not accurately enough reproduce local extremes. Therefore, stochastic weather

1



generators are still widely used in impact studies. The recent IPCC working group 1 report of the 6th assessment (Arias et al.,

2021) clearly states that: “Methodologies such as statistical downscaling, bias adjustment and weather generators are beneficial25

as an interface between climate model projections and impact modeling and for deriving user-relevant indicators”. Whereas

climate models represent the physics governing the climate system evolution, stochastic weather generators are calibrated to

best reproduce the statistical properties of the climate variables, in terms of distribution, spatial and temporal correlations, or

intervariable dependence for multivariate models.

Generating statistically coherent weather series in time and space is a hard problem. Mathematically speaking, they are30

multivariate time series that are far from being independent and identically distributed. In crude terms, today’s weather is

strongly influenced by what happened yesterday and also correlated with its surroundings. Moreover, the weather conditions

change throughout the year and with climate change. Additionally, extreme events at both ends of the spectrum like extreme

precipitation or intense heatwaves have to be well reproduced. The purpose of this paper is to build a parametric model able to

quickly simulate a very large ensemble of multisite and mutually consistent weather variables so that very rare combinations35

can be reached.

In addition, weather simulation models are essential tools for climate stress testing, see (Ranger et al., 2022) for instance.

By providing accurate forecasts and detailed scenarios, they enable decision-makers to anticipate climate challenges and take

proactive measures to protect societies and ecosystems. In a world increasingly affected by climate change, the effective use of

these models is essential to build resilience and ensure a sustainable future; thanks to the good interpretability properties of our40

model’s parameters (unlike a pure generative model based on neural networks like in (Goodfellow et al., 2014)), we are able

to parameterize precipitation scenarios by taking climate change factors into account, see subsection 8.3. See (Miloshevich

et al., 2024) for a comparison between Stochastic Weather Generator and Deep Learning models in the context of extremes

heatwaves sampling.

1.2 Background literature45

Many weather generators are devoted to the generation of precipitation time series, since precipitations are a crucial variable

for many impact studies in agriculture or hydrology, for example, see (Wilks and Wilby, 1999; Ailliot et al., 2015a) for reviews.

Stochastic Weather Generator’s (SWG) development dates from the 1980s, with the model proposed by (Richardson, 1981)

to generate long samples of precipitation, minimum and maximum temperature and solar radiation. Today, many approaches

have been proposed.50

The authors of (Cowpertwait et al., 2007) base their model on the generation of storm cells whose occurrence follows a Poisson

process, during which rain cells occur as a secondary Poisson process. Other generators are based on meteorologically defined

weather types (dry, wet or atmospheric variables). These types are identified through classification of the rainy and non-rainy

days separately for each season, and the number of weather types is chosen according to a model selection criterion (BIC for

instance). The authors of (Vrac et al., 2007) proposed such a model used for precipitation downscaling with weather types55

identified a priori through classification either of precipitation data or of exogenous atmospheric variables. Such inference

work is delicate since not only one has to select the relevant weather types, but also one has to infer their stochastic properties
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(in addition to the stochastic properties of precipitation conditionally to weather types).

To circumvent these difficulties, Hidden Markov Models (HMM) introduce the weather types as latent variables (Ailliot et al.,

2009; Sansom and Thomson, 2010): the states form a latent Markov chain and the observations are independent conditionally60

on the states. Such models are very flexible since the determination of the states is data-driven instead of depending on ar-

bitrarily chosen exogenous variables. Furthermore, they allow nonparametric state-dependent distributions, and then, using a

few parameters, they can model complex time and space dependence. We may recall that it is not surprising from probabilistic

point-of-view to use latent variables for modeling complex dependencies, since we know that general exchangeable random

variables can be realized as a mixture of product distributions (for some latent distribution) thanks to the De Finetti theorem65

(Diaconis and Freedman, 1980); in our setting, exchangeability is not a priori satisfied but still, this case is still inspiring from

modeling dependencies.

Time-homogeneous HMMs are generally used for multisite generation, either of rainfall occurrences (Zucchini and Guttorp,

1991) or of the whole rainfall field (Evin et al., 2018). In (Kirshner, 2005), the author has proposed an overview and tests

different options for multivariate emissions, from conditional independence to complex dependence structures, going through70

tree structures. The authors of (Ailliot et al., 2015a) have offered a more recent overview of weather type-based stochastic

weather generators, including HMMs. Because the behavior of weather variables depends much on the season or on the time

of the day, it is easy to believe that allowing non-homogeneity of the HMM likely gives better results. Therefore, extensions to

time-nonhomogeneous HMMs have also been proposed, for instance to introduce a diurnal cycle (Ailliot and Monbet, 2012;

Ailliot et al., 2015b). Combining HMM and weather types variables is also possible, see for instance (Hughes and Guttorp,75

1994a, b; Hughes et al., 1999).

In (Touron, 2019a) the author has designed a multivariate (temperature and precipitation) single-site weather generator based

on nonhomogeneous HMM to take the seasonality as well as possible trends in climate variables into account. Focusing on

precipitation, different models use the nonhomogeneous HMM (Hughes and Guttorp, 1994a, b; Hughes et al., 1999; Bellone

et al., 2000). (Holsclaw et al., 2016) used a Bayesian HMM for the climate downscaling of multisite precipitation in South and80

East Asia, while (Kroiz et al., 2020) proposed a daily precipitation generator based on HMM to study the Potomac River Basin

in Eastern USA over the wet season months. In this last study, Gaussian Copula are used to improve the spatial correlation.

1.3 Our contributions

We present a seasonal model based on a Hidden Markov Model that we name Seasonal Hierarchical Hidden Markov Model

(SHHMM) to generate spatio-temporally realistic weather series, here precipitation. As in (Touron, 2019b), we consider a fully85

nonhomogeneous model where all parameters change periodically within the year. However, it is multisite as in (Evin et al.,

2018; Kroiz et al., 2020), hence, the hidden states will be used to reproduce spatial patterns. In order to do that correctly, rather

than having continuous emission distribution (rain amount) in the HMM like (Kroiz et al., 2020), we first focus discrete rain

occurrences, as in a Bernoulli mixture. Training hidden state models with binary variable such as wet/dry is well established

in Machine Learning classification techniques, see (Bishop, 2006). Discrete emission distributions might sound like a simpli-90

fication compared to what is done in the literature where the rain amount R is directly express as a mixture of an atomic and
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continuous distribution (Touron, 2019a; Kroiz et al., 2020; Holsclaw et al., 2016), or using censored Gaussian (Ailliot et al.,

2009; Baxevani and Lennartsson, 2015) or in the context of Markov Switching Models (Ailliot and Monbet, 2012; Ailliot

et al., 2015b; Monbet and Ailliot, 2017; Ailliot et al., 2020). However, we show in this paper how our approach produces fully

interpretable hidden states relevant not only for rain occurrence. This is made possible by our assumption described in Sect. 2.295

that forces the hidden states to learn spatial correlations. Note that at smaller scales (or for a denser station distribution), this

assumption might not be valid and other methods, often less interpretable, are needed. For example, in (Evin et al., 2018), au-

thors use pair correlations and Gaussian transform to learn the spatial rain occurrences correlations at the scale of Switzerland,

while (Dawkins et al., 2022) uses copulas to model the spatial correlations for 42 stations in the Greater Anglian region.

More complex HMM are also proposed, trained on multivariate weather variables with the risk of being increasingly difficult100

to train, and with loss of interpretability. See (Pohle et al., 2017; de Chaumaray et al., 2023) for discussions on how imperfect

parametric emission distributions can influence, e.g., overestimate the number of hidden states. For example, extreme precipi-

tations are often outside the reach of standard parametric rain distributions, here these types of events could disproportionally

assign the weather regimes.

Moreover, the discrete/continuous nature of precipitation is also not well suited for the inclusion of previous day history.105

To circumvent this issue and correctly reproduce the distribution of dry and wet spells, our model includes (see Sect. 2.3)

an additional hierarchical Markov dependence as describe in (Cappé et al., 2005, Section 2.2.3), also called Auto Regressive

HMM (Kirshner, 2005, Section 3.1.1) by some authors.

Finally, our model also includes the rainfall amounts, which are added to the SHHMM and conditionally to the hidden states.

In this case, this hidden states act as exogenous variables, as in (Vrac et al., 2007) for the rain amount variables.110

The combination of interpretability, Bernoulli mixture, plus nonhomogeneous hierarchical Markov dependence and modular

structure where extra layers benefit from the hidden state as exogenous variable is new. Moreover, it performs very well in terms

of dry and wet spells distributions, even extreme ones. These properties are indeed important for the desired application to the

study of extreme dry sequences and their possible change in the future due to climate change in the context of hydropower or

nuclear power generation.115

We end the paper with two applications highlighting the importance of Stochastic Weather Generators. SWG can estimate

climate variability by sampling many trajectories. We show how this can be used to compare climate models (used in IPCC

reports) more accurately than with a single historical trajectory. We also train our model on climate change scenarios and

analyze the evolution in terms of parameters and extremes.

The model and its code are available in the Julia package StochasticWeatherGenerators.jl (Métivier, 2024). It120

contains a reproducible step-by-step tutorial in its documentation describing all the data loading, training process and simula-

tions of the model describe in this paper. Most figures of this paper are exactly reproduced using the tutorial.

1.4 Organization of the paper

The paper is designed to offer an incremental construction of the model, with validation as it goes along. In Sect. 2, we describe

step-by step the construction of the SHHMM model. We explain in Sect. 3 the procedure to infer and select the model. The125
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Sect. 4 is entirely dedicated to the interpretation of the model parameters, in particular the trained hidden states are interpreted

as Global Weather Regimes for France and will be compared to the North Atlantic Oscillations. In Sect. 5 we show simulations

results for the spatio-temporal rain occurrence sequences with a special focus on extreme dry/wet sequences. The actual rain

amounts are then added on top of the previous model in Sect. 6 and then tested in simulations in Sect. 7. In Sect. 8, we train

our model with data from climate models on a reference historical period and on future climate change scenarios and discuss130

the results.

1.5 Notations used in the paper

For a positive integer M , we set [[1 :M ]] := {1,2, . . . ,M − 1,M}. If Θ is a finite set, |Θ| denotes its cardinality. We make the

distinction between t for a day and n for a date, see Subsection 2.2. The number of days is T = 366.

2 Hidden Markov Chain Modeling135

In this section, we design the various statistical models studied in the work.

2.1 Data

The data are extracted from the European Climate Assessment & Dataset (Klein Tank, 2002). We focus only on stations in

France. Among the 72 French (+2 from Belgium and one from Luxembourg) weather stations, 31 stations have 100% valid

data from Jan. 1st 1956 to Dec. 31st 2019, i.e., a 64-year range and, 23376 data rows. We select S = 10 of these stations, well140

spread in all of France: these weather stations are indexed with s ∈ S := {1, · · · ,S}. The station repartition will be justified in

Sect. 2.2 where the conditional independence hypothesis is presented. We show on Fig. 1 all the selected stations; in addition,

we report in the heatmap scale of the historical maximum of consecutive days without rain – dry spell – at each location.

One of the goals of our modeling is to reproduce similar records. Only in Sect. 8, we will investigate how our model (and its

parameters) evolves when historical data are replaced by future projection data according to some RCP scenarios.145

The N = 23376 consecutive weather observations are labeled with n ∈ D := [[1,N ]]. The first weather observable under

study is the Multisite Rain Occurrence (MRO in short)

Y (n) := (Y
(n)
1 , . . . ,Y

(n)
S ) ∈ I := IS

s (1)

at date n, where each Y
(n)
s ∈ Is := {dry,wet} where dry means no rain and wet means nonzero rain, i.e., above 0.1mm of

daily cumulated rain.150

The next subsections are devoted to the design of the model for the evolution of the MRO. The actual nonzero rain amount

will be added on top of the model after it is trained in Sect. 6. Our approach relies on Hidden Markov Model: generally

speaking, it is made of a hidden component {Z(n) : n≥ 1} (that should be inferred) and of an observed one {Y (n) : n≥ 1}
(here the MRO). All processes are discrete-time processes. See (Cappé et al., 2005) for a general account about Hidden Markov

Models.155
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Figure 1. The 10 selected stations with their respective dry spell historical records over the period 1956-2019.

2.2 Seasonal Hidden Markov Model (SHMM), model C0

For the sake of clarity, we start with a simplified model, which will be extended hereafter. Consider first the hidden component

Z, common to all stations s ∈ S: it can take discrete values in K := [[1 :K]] which will be later interpreted as climate states for

the region of interest, here France. We will thus refer to this variable as a Global Weather variable, as often done in the literature

(Holsclaw et al., 2016; Kroiz et al., 2020). The time-evolution of {Z(n) : n≥ 1} follows a nonhomogeneous Markov Chain160

on the state space K, with initial distribution ξ = (ξ1, · · · , ξK), i.e. ξk = P
(
Z(1) = k

)
, and transition matrix Qn ∈RK×K for

n≥ 1,

Qn(k,k
′) = P(Zn+1 = k′ | Zn = k) . (2)

To fit the climate context, we assume that the transition matrix Qn is a T -periodic function of n with T = 366, i.e. Qn+T =Qn;

we will thus refer to the Markov Chain as Seasonal Markov Chain. In that case, we will distinguish between the label day of165

the year t ∈ T := [[1 : T ]] and the label full date n used to denote the position in the sequence. At each n corresponds one t,

but for each t there are as many n as the number of periods in the sequence: the matrices Q depend on time only through the

day t.

Next, we design the model for the time-evolution of the MRO Y . The intuition behind the choice of well spread stations is

that local weather variables Y conditionally to global weather variables Z are independent. In addition, we assume that the170

conditional distribution of Y (n) does not depend on the past of Y and is also periodic. All is summarized in the following

assumption.
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(H-C0) Z evolves as Seasonal Markov Chain with period T = 366. Conditionally to the process {Z(n) : n≥ 1}, the spatial

components Y (n)
1 , . . . ,Y

(n)
S are independent and, furthermore, the conditional distribution of each Y

(n)
s only depends on

Z(n). This is a Bernoulli distribution describing the probability of rain at station s and date n, conditionally to Z(n) = k:175

it is denoted fk,n,s (called emission distribution) and assumed T -periodic, i.e. fk,n+T,s = fk,n,s, and thus represented

as

fk,t,s(ys) = P
(
Y (n)
s = ys | Z(n) = k

)
= λk,t,s1ys=dry +(1−λk,t,s)1ys=dry (3)

for some parameters λk,t,s ∈ [0,1].

The above model for
{(

Z(n),Y (n)
)
: n≥ 1

}
is referred1 to C0 and called Seasonal Hidden Markov Model (SHMM), with180

period T , initial distribution ξ· = P
(
Z(1) = ·

)
, transition matrix Qt, and emission distributions fk,t,s. This SHMM terminology

is borrowed to (Touron, 2019a).

If T was equal to 1, this SHMM would be a regular homogeneous HMM. The SHMM chain is illustrated on Fig. 2.

· · ·

· · ·

Z(n−2)

Y (n−2)

Z(n−1)

Y (n−1)

Z(n)

Y (n)

· · ·

· · ·

Qt−3 Qt−2 Qt−2 Qt

fk,t−2 fk,t−1 fk,t

Figure 2. A Seasonal Hidden Markov Process (ξ,Qt,fk,t)k∈K,t∈T

A few remarks before going further.

– This model accounts for leap years: for instance, the date n= 59+366 = 425 corresponds to Feb. 28, 1957, i.e., to day185

t= 59 while the next date n= 426, March 1, 1957, is day t= 61. All Feb 29 are labeled with t= 60. With this conven-

tion, the estimation of parameters for t= 60 will be performed with 3 times less data than for other dates: nevertheless,

it will have a quite minor impact on the procedure because of the time-smoothing of parameters exposed in Subsection

2.4.

– The annual periodicity of the distributions Qt and ft,k,s is questionable. On the one hand, for obvious reasons of sta-190

tistical inference, it is not possible to try to estimate as many distributions (parameterized by n ∈ D) as there are data

available, which leads to the reasonable assumption of annual stationarity as in (Touron, 2019b). On the other hand,

annual stationarity is probably not accurate considering climate change. In our methodology, the calibrated parameters
1the index m= 0 in C0 referring to the no-dependence of Y in its past
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should be understood as valid over the data horizon used. We will see in Sect. 8 that shifting the data period into the

future (using climate projection under different RCPs) will cause some parameters to evolve. Let us mention some tests195

in (Touron, 2019b, Chapter V) showing that the effect of climate change on precipitation is not easily identifiable (unlike

for temperatures), supporting the stationarity hypothesis of our model.

As a consequence of the spatial independence assumption in 2.2, the conditional likelihood of the MRO at date n is given

fk,t(y) := P
(
Y (n) = y | Z(n) = k

)
=
∏
s∈S

fk,t,s(ys). (4)

This probability depends on n only through the day t. This assumption forces the model to learn spatial features (and spatial200

dependence) through the hidden states.

Later in this paper, we show (see Fig. B2) that this SHMM produces in general shorter dry or wet spells than the ones

observed, suggesting that the Markovian dynamics of the Global Weather Variable Z is not enough to stochastically explain

the temporal evolution of the MRO Y . Indeed, Z is a Global Weather Variable over all France and does not take into account

the local dynamics of rain occurrence Y (n)
s , i.e. that in addition to being influenced by the global weather, local weather should205

also be dependent on the local previous day’s MRO Y (n−1),Y (n−2), · · · . Hence, it makes sense to define the dynamics of the

MRO conditionally to several previous days. This is the raison-d’être of the next models Cm, m> 0.

We end this section with another set of remarks considering our model assumptions, that will also apply for Cm>0 models.

– The conditional independence hypothesis (2.2) is a fundamental hypothesis for our model. Indeed, as described in the

introduction, this choice forces the model to learn spatial correlation exclusively through the hidden state. Allowing con-210

ditional dependence, e.g., as in (Zucchini and Guttorp, 1991, Eq. (22)), increases dramatically the number of parameters

to fit and can lead in an extreme case to all correlations being learned by the conditional probability with irrelevant hid-

den states. In practice, this hypothesis can be checked a posteriori, see Fig. 13 and is valid for stations being far enough

apart.

– The choice of Bernoulli mixtures as emission distribution for MRO and then the addition in Sect. 6 of rain amount215

might look like an unnecessary two steps model. Indeed, traditionally, models directly consider emission distribution

of rain amount at once. In this case, as suggested in (Pohle et al., 2017) the parametric choice of the rain distribution

might strongly influence the model selection by overestimating the number of hidden state K. The choice of Bernoulli

distributions for binary variables is however exact, suggesting that our model will likely pick a smaller number of hidden

states, i.e., more interpretable.220

2.3 Seasonal Hierarchical Hidden Markov Model (SHHMM), model Cm with m > 0

To reproduce better the dry and wet spell distributions, we consider additional local conditioning. Different length of this

additional local conditioning Y
(n)
s | (Z(n),Y

(n−1)
s ,Y

(n−2)
s , · · · ,Y (n−m)

s ) will correspond to different models Cm (with some

memory parameter m= 1,2, · · · ). Intuitively, models with history Cm>0 should display better temporal persistence than the
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C0 model, i.e., consecutive day sequence statistics should be replicated better. On the other hand, these models Cm>0 require225

more parameters to be fitted for the same number of data, thus one should expect statistically less accurate estimates if m is

too large.

Given m> 0, we introduce the history variable

H(n) := (Y (n−1),Y (n−2), · · · ,Y (n−m)) ∈H(m) := Im

and its local analog H
(n)
s := (Y

(n−1)
s ,Y

(n−2)
s , · · · ,Y (n−m)

s ) ∈H(m)
s := Im

s . The following hypothesis Cm summarizes the

model.

(H-Cm) Z evolves as Seasonal Markov Chain with period T = 366. Conditionally to the Global Weather process {Z(n′) : n′ ≥ 1}230

and to the history of local weather H(n), the spatial components Y
(n)
1 , . . . ,Y

(n)
S are independent and, furthermore,

the conditional distribution of each Y
(n)
s only depends on Z(n) and H

(n)
s . This emission distribution is a Bernoulli

distribution describing the probability of rain at station s and date n, conditionally to Z(n) = k and H
(n)
s = hs: it is

denoted fk,n,s,hs , assumed T -periodic, and represented as

fk,t,s,hs(ys) := P
(
Y (n)
s = ys | Z(n) = k,H(n)

s = hs

)
= λk,t,s,hs1ys=wet +(1−λk,t,s,hs)1ys=dry, (5)235

for some parameters λk,t,s,hs ∈ [0,1] depending on n only through the day t, the hidden state k and on the m previous

day observations value hs at station s.

As a consequence, and similarly to (4),

fk,t,h(y) := P
(
Y (n) = y | Z(n) = k,H(n) = h

)
=
∏
s∈S

fk,t,s,hs
(ys) (6)

The Cm>0 models are defined like SHMM by (ξ,Qt,fk,t,h)k∈K,t∈T ,h∈H(m) where the law of the first observations ξ· =240

P
(
H(1) = ·,Z(1) = ·

)
where H(1) = (Y (0), . . . ,Y (1−m)) is added.

Regarding the usual terminology of Hidden Markov Chain, the model C0 is a standard (periodic) HMM ((Cappé et al., 2005,

Section 2.2)) since the observed variables {Y (n) : n≥ 0} are independent conditionally on the hidden variables {Z(n) : n≥ 0}.

For other models C1, C2, · · · , because of the dependence with respect to previous days through Y (n−1),Y (n−2), · · · , we are

rather in the presence of Hierarchical HMMs as described in (Cappé et al., 2005, Section 2.2.3) (also named Auto Regressive245

HMM (Kirshner, 2005, Section 3.1.1)): conditionally to {Z(n) : n≥ 0}, the MRO process {Y (n) : n≥ 0} evolves as a Markov

chain with memory m.

This is a significant difference with other precipitation models in the literature, like (Touron, 2019a; Holsclaw et al., 2016;

Kroiz et al., 2020) and we will use the denomination SHHMM for Seasonal Hierarchical Hidden Markov Model to denote

Cm>0. We illustrate a m= 1 day memory SHHMM in Fig. 3. Note that some authors have already considered similar (time250

independent) hierarchical HMM models, e.g., (Kirshner, 2005, Section 6.1.1). However, the combination of discrete (Bernoulli)

emissions, seasonality (see Sect. 2.4) and interpretability (see Sect. 4) is something new as far as we know.

9



· · ·

· · ·

Z(n−2)

Y (n−2)

Z(n−1)

Y (n−1)

Z(n)

Y (n)

· · ·

· · ·

Qt−3 Qt−2 Qt−2 Qt

fk,t−2,h fk,t−1,h fk,t,h

Figure 3. Illustration of a Seasonal Hierarchical Hidden Markov Model with one-day memory m= 1.

2.4 Hypothesis and modelling of the time-regularity of parameters

The previous models C0 and Cm>0 depend on the T -periodic functions (Qt,fk,t,h)k∈K,h∈H(m) . A quick inspection of the

number of scalar parameters to estimate at each day t ∈ T gives255

– K(K − 1) coefficients for the transition matrix Qt,

– K ×S× 2m coefficients for Bernoulli distribution parameters λk,t,s,hs for all k,s,hs.

For S = 10, K = 4, m= 1, it gives 92 scalar parameters, which is larger than the number of available data at each day t (64

for usual days and 16 for the Feb 29). On the one hand, estimating the parameters by maximizing the observed likelihood

independently at each day t ∈ T is conceptually simple. On the other hand, the estimated parameters would suffer from a high260

variance as there are too few data at each day t. Therefore, in the inference procedure that will be exposed in Sect. 3, a time-

regularity constrain will be imposed. This procedure (detailed later) will be essential to recover interpretable and meaningful

results.

Let us argue in more details. Intuitively, the timescale of variation of the model parameters should be in the order of magni-

tude of a month (30 days). Hence, once fitted, the parameters should evolve as a smooth function of day t. The advantages of265

imposing a smoothing are multiple:

1. This corresponds to the physical intuition.

2. It helps to overcome the lack of data at each day t, indeed time-regularization implies that the data from neighboring

days t− 1, t+1, t− 2, t+2, . . . are somehow accounted when making inference at day t.

3. It can help with model selection of weather regime number K: very large K models will overfit the data, exhibiting270

apparently very good performance. However, once calibrated the time-regularity is poor (jumps...), which is against the

physical intuition.
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4. In terms of identifiability of the model, it is well known that HMM are identifiable up to relabelling of the hidden states.

In the case of SHMM, the model is not identifiable up to the relabeling of hidden states at each day t (Touron, 2019a).

Thus, it is very likely that a naive likelihood optimization routine gives quite different parameters on consecutive days,275

whereas for obvious interpretability reasons, we seek a smooth evolution as a function of the day t of the calendar year.

In practice, there are two possible approaches to account for time-regularity of the estimated parameters:

– Optimize then Smooth: Once all the parameters for all days are estimated independently, after some adhoc labeling pro-

cedure of the hidden states on each day t, perform a time-denoising procedure (kernel method, least-squares regression,

...) with some meta-parameters.280

– Smooth then Optimize: assume some parametric form to parameters as a function of the day t ∈ T , see Eqs. (7)-(8) below,

and directly infer new parameters without worrying about smoothness and day-to-day relabeling. The final SHMM or

SHHMM is then only identifiable up to a global relabeling common to all t.

According to some tests that are not reported here, we have observed that the second approach gives much better results

in terms of regularity and variance and is much more robust. We adopt this approach from now on. Thus, each parameter285

(Qt,λk,t,s,hs
)k∈K,s∈S,h∈Is

is composed with the trigonometric polynomial as follows: given some coefficients c0, c1, . . . , set

Pc(t) := c0 +

Deg∑
j=1

(
c2j−1 cos

(
2π

T
jt

)
+ c2j sin

(
2π

T
jt

))
, (7)

for some degree Deg. For all k ∈ K the transition matrices are given by

Qt(k, l) =
ePck,l

(t)

1+
∑K−1

l=1 ePck,l
(t)

for 1≤ l < K, Qt(k,K) =
1

1+
∑K−1

l=1 ePck,l
(t)

, (8a)

and the Bernoulli parameters in (3)-(5) by290

λk,t,s,hs =
1

1+ ePck,s,hs
(t)

. (8b)

The parametrization of Qt corresponds to the log-ratio transformation well-known in Compositional Data Analysis (Pawlowsky-

Glahn and Buccianti, 2011). These definitions ensure 0< λk,t,s,hs < 1, 0<Qt < 1 and
∑

l∈KQt(k, l) = 1, ∀t ∈ T and ∀k ∈
K. A model with high degree Deg will be able to capture shorter and shorter sub-seasonal/monthly/sub-monthly/etc. phenom-

ena.295

A quick inspection of the number of parameters (the coefficients c) gives (for S = 10, K = 4, m= 1, and Deg = 1 corre-

sponding to roughly 4 seasons) 92× 3 = 276 scalar parameters (for all t ∈ T ) instead of 92× 366 = 33672 in the previous

day-by-day parametrization. The gain is quite significant. However, the maximization step has no analytical solutions: the

subsequent numerical optimization is heavy due to the fact that now, (Qt,λk,t,s,hs)k∈K,s∈S,h∈Is depends on each other for

different t ∈ T . The resulting parametric problem is of lower dimensions, but more complex to solve than the T individual300

problems.

In the sequel, we denote by θ all the coefficients appearing in Eqs. (7)-(8) and that are to be optimized:

θ := {ck,l ∈R2Deg+1, ck,s,hs
∈R2Deg+1 : k ∈ K, l ∈ [[1 :K − 1]],s ∈ S,hs ∈ Is}. (9)

11



2.5 Identifiability

For the inference problem to make sense, the model must be identifiable. Latent models are known to be only identifiable up305

to label swapping. Moreover, Bernoulli mixtures are known to be non-identifiable (Gyllenberg et al., 1994). However, they

are identifiable under a weaker notion of generic identifiability up to label swapping if the following condition holds (Allman

et al., 2009, Corollary 5)

2⌈log2(K)⌉+1≤ S. (10)

Generically identifiable (Allman et al., 2009) implies in particular that the set of points for which identifiability does not hold310

has measure zero. Hence, for the applications, this notion is enough. For our application, we explore K being at most 8 so that

S ≥ 7.

In (Touron, 2019a, Theorem 1), the identifiability up to label swapping of Seasonal Hidden Markov Model is proven under

the following assumptions

1. For 1≤ t≤ T , the transition matrix Q∗
t are invertible and irreducible315

2. The matrix Q∗
1 . . .Q

∗
T is ergodic, and its unique stationary distribution ξ∗ is the distribution of Z1

3. For each t ∈ [[1,T ]], the K emission distributions (ν∗k(t))k∈{1,...,K} are linearly independent.

The star ∗ denote the set of true parameter. The irreducibility and ergodicity are satisfied under the parametric assumption

for Qt since all the matrix coefficients are strictly positive. The invertibility of the Qt is proved to hold up to a negligible

set of parameter (Touron, 2019a, Section 2.4.1) for our parametric choice. The second condition can be shown using that the320

coefficients of Qt are strictly positive, so those of Q∗
1 . . .Q

∗
T also, therefore Q∗

1 . . .Q
∗
T is irreducible and aperiodic. To prove

that the third assumption is satisfied in our case, we use the equivalence (Yakowitz and Spragins, 1968, Theorem Section 3)

between linear independence of K emission distributions (νk)k∈K and the identifiability of the mixture
∑

wkν
∗
k,t for some

weights (wk)k∈K. Together with the condition Eq. (10), it follows that the model Cm=0 is generically identifiable up to a global

relabeling. For higher order models Cm>0, the local memory (autoregressive properties) of the emission distribution prevents325

from directly applying the previous results, however one can expect similar condition to holds true.

3 Fitting the SHHMM and selecting the hyper-parameters

In (Touron, 2019a), the authors also prove that the maximum likelihood estimator is a consistent estimator for the Seasonal

HMM, i.e. Cm=0. Proving the consistency for the hierarchical model Cm>0 is outside the scope of this paper, however we will

still use the maximum likelihood estimator to infer the model parameters.330

Maximizing the likelihood of a latent model is usually done with Expectation Maximization (EM) algorithm. See (McLach-

lan and Krishnan, 2007) for a general review on the EM algorithm and its extensions. To maximize the loglikelihood of the

SHHMM, we will use a heterogeneous version of the Baum-Welch algorithm, which is a special kind of EM algorithm for
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Hidden Markov Models. The detail of the algorithm can be found in the Appendix D. A known issue of EM algorithms is that

they can converge to local maxima. As we will illustrate, a naive random initialization of the algorithm without a good guess335

will likely either land in some meaningless local maxima – even if multiple random initial conditions are tried– and/or to take

a very long time to converge.

Hence, before fitting SHHMM with the Baum-Welch algorithm, we will first find a crude estimator of the SHHMM by

solving many simpler subproblems by the procedure described below.

3.1 Initialization: The Slice Estimate340

The idea is to first treat the MRO observations of each day of the year t ∈ T separately. This procedure is in fact similar to the

“Optimize then Smooth” procedure described in Sect. 2.4. On each day t, the emissions distributions {f̃1,t, · · · , f̃K,t} form a

mixture model that can be fitted with a standard EM algorithm.

Once this is done, we relabel the hidden state at each day t to ensure some continuity in the estimated parameters θ̃k,t,h,s.

Finally, by identifying the most likely a posteriori states on each date n, we obtain an estimated sequence, {z̃(n) : n ∈ D}345

which we use to fit the transition matrices Q̂(t). The whole procedure is described in Appendix E. In Appendix E7, we show

the gain in terms of likelihood and number of iteration when using the Slice Estimate compared to random initialization.

3.2 Baum-Welch algorithm for SHHMM

In the previous section, we provided an estimate SHHMM that we will use as a starting point in the Baum-Welch algorithm.

The algorithm alternates between Estimation (E) and Maximization (M) steps to converge to a local maximum of the observed350

likelihood defined for the SHHMM (ξ,Qt,fk,t,h)k∈K,t∈T ,h∈H(m) with m≥ 1 (see Sect. 2.3) by

L
(
y(1:N);θ

)
= P

(
Y (1:N) = y(1:N)

)
=

∑
z1,...,zN∈KN

ξz1,h1
fz1,t1

(
y(1) | h(1)

) N∏
n=2

Qtn(zn−1,zn)fzn,tn

(
y(n) | h(n)

)
, (11)

where for sake of simplicity we assume that h1 is known, so that ξz1,h1 = P
(
Z(1) = z1,H

(1) = h1

)
= P

(
Z(1) = z1

)
. Note

that this is the case in practice as we have a few extra data to define h1. We briefly detail each steps of the EM algorithm in355

Algorithm 1, more details can be found in Appendix D.

Note that at M-step, the maximization can be done independently for the transition matrices and emission distributions

(and initial distributions). However, since we enforce the coefficients θ(i) to be periodic functions of the day of the year t, the

maximization step cannot be done explicitly even for simple Bernoulli emission and is thus done numerically.

In all our numerical applications, the stopping criterion is ϵatol = 10−3. The loglikelihood at convergence is typically for the360

settings K = 4, m= 1, Deg = 1 and the historical data L(θ̂(istop))≃−117127 i.e. ϵatol/|L(θ̂istop)| ∼ 10−8. We also check that

this stopping criteria is relevant for the θ parameters as we have max(|θ(istop) − θ(istop−1)|)≃ 10−3 where the max is taken as

the largest difference between two iterations over all the parameters θ in Eq. (9).
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Algorithm 1 EM Algorithm for SHHMM Cm

Result: A SHHMM (ξ,Qt,fk,t,h)k∈K,t∈T ,h∈H(m) with parameters θ̂(istop).

Initialization:

An initial set of parameters θ(0) is given, as mentioned, we use the Slice Estimate SHHMM described in Sect. 3.1.

Step (i > 0):

E-step: Compute the smoothing probabilities

πθ(i)

n|N (k) = Pθ(i)

(
Z(n) = k | Y (1:N)

)
and πθ(i)

n,n+1|N (k, l) = Pθ(i)

(
Z(n) = k,Z(n+1) = l | Y (1:N)

)
under the current parameter

θ(i). These probabilities can be computed using the Forward-Backward procedure (Appendix D).

M-step: Maximize the function R(θ,θ(i)) = Eθ(i)
[
logL

(
Y (1:N),Z(1:N);θ

)
| Y (1:N)

]
with respect to θ.

Stop:

The iterations stop at i= istop when L(θ̂(i+1))−L(θ̂(i))< ϵatol.

To avoid being trapped in a local minimum, we run the algorithm 10 times with initial conditions randomized around the

initial state θ(0) provided in Sect. 3.1, see Appendix E6 for more details. We then select the maximum likelihood amongst the365

different runs.

3.3 Hidden state inference: The Viterbi Algorithm

Once the SHHMM parameters are found θ̂, the most likely hidden states of the observed data sequence {ẑ(n) : n ∈ D} can be

inferred with the Viterbi algorithm (Viterbi, 1967). The Viterbi algorithm is straightforward to adapt for periodic hidden chain.

3.4 Model Selection370

We introduced three hyperparameters to our model: the local memory length m= 0,1,2, · · · , the number of hidden states

(weather regime) K = 1,2,3,4, · · · and the degree Deg = 0,1,2, · · · of the trigonometric expansion Eq. (7). In particular, the

number of hidden states K must be large enough to reproduce spatial correlations but low enough to avoid overfitting and loss

of interpretability. In principle, we could use different ms at each station s ∈ S , as well as different degree Deg for each type

of variable and station (transition matrix coefficient, Bernoulli parameter, etc.). In this model, we fix m and Deg to be the same375

for all stations and variables.

In the literature several methods have been used to assess the best hyperparameters of more or less HMM, information

criterion coefficients like the BIC, cross-validations see (de Chaumaray et al., 2023) and reference therein. From a theoretical

point of view, no result guarantees the quality of these estimators for SHHMM. To select the hyperparameter K, we use the

Integrated Complete-data Likelihood (ICL) criterion, as it favors non overlapping hidden states and show better good empirical380

performances with HMM (Celeux and Durand, 2008; Pohle et al., 2017). It is defined as LC(y
(1:N),z(1:N);θ) = P(Z(1:N) =

z(1:N),Y (1:N) = y(1:N);θ) which is in practice not accessible. The estimate L̂C(y
(1:N), ẑ(1:N); θ̂) = P

(
Z(1:N) = ẑ(1:N),Y (1:N) = y(1:N); θ̂

)
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uses the fitted parameter θ̂ and the decoded Viterbi most likely hidden state sequence (ẑ(n))n∈D. The ICL is then computed as

ICL(m,Deg,K) = log(L̂C(y
(1:N), ẑ(1:N); θ̂))− log(N)

2
|θ̂|. (12)

The optimal {m,Deg,K} set is obtained by maximizing ICL(m,Deg,K). In Fig. 4, we see that K = 4, m= 1, Deg = 1385

maximizes the ICL. Hence, for the rest of the paper unless specified otherwise, we will choose these parameters.

Figure 4. ICL for different values of the hyperparameters. The model K = 4, m= 1, Deg = 1 is the maximizer.

4 Interpretability: Making Sense of the Hidden States

One of the main messages of this paper is to show that the resulting hidden states are fully interpretable, both spatially and

temporally. In particular, forcing conditional independence, see Eqs. (4), (6), forces all spatial correlations to be in the hidden

states. We describe in this section different points of view to give a sense of these hidden states that we also refer to as weather390

regimes.

In the following, all plots and interpretations are done for the model Cm=1 with K = 4 and Deg = 1 which was the model

selected in Sect. 3.4.
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4.1 Spatial features

The hidden states have been introduced to give correlated rain events across France. Hence, we expect the hidden states to form395

some spatial patterns specific to the French weather, typically the south is generally dryer than the north.

4.1.1 Rain probability

In Fig. 5, we show the rain probability given the hidden state k and that the previous day was dry, averaged over the year. The

-5° -1° 3° 7°

44°

47°

50°

52°
Z = 1

-5° -1° 3° 7°

Z = 2

-5° -1° 3° 7°

Z = 3

-5° -1° 3° 7°

Z = 4

ℙ
( Y

=
R

a
in

∣Z
=

k,H
=

1
)

0.0

0.5

1.0

Figure 5. Yearly mean rain probability T−1∑
t∈T λk,t,s,h for m= 1 and h= dry, i.e., the probability of rain at a location s, conditionally

to the hidden state Z = k ∈ [1,K = 4] and to a previous dry day.

Z = 1 state corresponds to a high probability of rain over all France, Z = 2 correspond to a rainy climate in the north and drier

in the south, Z = 3 is more or less the opposite, while in the state Z = 4 the probabilities of rain are low all over France. The400

trained model satisfactorily recovers known regional features of the French climate. For higher order models K > 4, the spatial

features are more and more specific to peculiar scenarios, e.g., rainy only in Bastia. It can also be a signal of overfitting.

4.1.2 Pressure maps and North Atlantic Oscillations

In Fig. 6, we show how the weather regimes are relevant in terms of pressure map. We consider the Mean Sea-Level pressure

(MSP) from the Reanalysis ERA5 hourly data on single levels (Hersbach et al., 2020) from 1979 to 2017. The pressure map is405

averaged over all winter days DW =D∩{December,January,February} conditionally to the hidden state (inferred before via

the Viterbi algorithm, see Sect. 3.3) giving a pressure anomaly map ∆MSE = Et∈DW (MSP(t) | ẑt = k)−Et∈DW (MSP(t)) at

each longitude and latitude. The geographical area where the pressure maps are computed is (longitude ∈ [80° W,40° E] and

longitude ∈ [25° N,80° N]). It is much larger than France and corresponds roughly to the North Atlantic area. The results are

shown on Fig. 6.410

The four maps clearly show four distinct regimes. These regimes can be compared with the well-known regime over the

Europe-North Atlantic sector, among which the North Atlantic Oscillation (NAO). These are large scale weather regimes

over the North Atlantic Ocean responsible for most of the climate variability (Woollings et al., 2010). There are various

definitions of the regimes of the North Atlantic weather based on the pressure at some northern and southern weather stations.
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Figure 6. Winter (Dec-Jan-Feb) Mean Sea Level Pressure (Pa) anomalies (difference) between the average of all winter days in Z = k state

and the average of all winter days.

For comparison, we have in mind the four Euro-atlantic regimes defined in (Cassou, 2004, Figure 7). They display the same415

differential pressure map over winter months for a similar area. In (Cassou, 2004), the four regimes are NAO−, Atlantic Ridge,

Blocking, NAO+. The two NAO regimes correspond to the reinforcement or attenuation of the Icelandic low and Azores high,

leading to a strengthened or weakened westerly flow over France. The two other regimes correspond to different deviations of

this flow, having different consequences for the French weather, depending on the season. In our model selection, we found

the same number of hidden states K = 4, see Sect. 3.4. The states defined by the SHHMM (Fig. 6) looks similar to the Euro-420

Atlantic regimes ((Cassou, 2004, Figure 7)) both in terms of order of magnitude of the mean pressure anomalies (∼ 10hPa)

and patterns. It is remarkable that these large scale structures over Mean Sea Level Pressure are recovered with a model only

trained over S = 10 stations all located in France with only dry or wet observations. Note that the large structure recovered

resembles the traditional Euro-Atlantic regimes, however they are more centered toward France and slightly more intense there

due to the training data. Keeping this limitation in mind, one can suggest the following “mapping” between the Euro-Atlantic425

regimes and hidden states.

– Z = 1 Rainy regime: depression all over France. It is similar to the NAO− state.
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– Z = 2 Intermediate states rainier in the north: dipole of depression and anticyclone respectively in the north and south.

It could be compared to the Atlantic Ridge state.

– Z = 3 Intermediate states rainier in the south: dipole of anticyclone and depression respectively in the north and south.430

It could be compared to the Blocking state.

– Z = 4 Dry regime: anticyclone all over France, similar to the NAO+ state.

4.2 Seasonality

The SHHMM, transition matrix and emission distributions have periodic coefficients varying across the year. A consequence

is that the hidden states are not fixed in time but can also vary. We expect variations to be smooth enough so that climate state435

Z = k has a similar interpretation during the whole year.

4.2.1 Transition Matrix

We display, in Fig. 7, the 16 coefficients of the transition matrix Qt. The “dry” state Z = 4 is the state where the probability

Figure 7. Temporal variation of the transition matrix Q(t) for the SHHMM K = 4, Deg = 1 and m= 1.

to stay in the same state is the highest. Hence, we expect longer global dry sequences than the other regimes. Probability to

remain in the same state is the lowest in states Z = 2 and Z = 3, hence, these can be seen as transitional states. Moreover,440

state Z = 4 has a very low probability to switch directly to state Z = 1 (and vice versa) confirming that an intermediate state
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is required for this to happen. This makes sense with the intuition that a dry day all over the country is rarely followed by a

wet day all over France. During some seasons, e.g., summer (Jun, Jul, Aug, Sep), state Z = 2 will prefer to transition to a dry

state Z = 4 rather than the wet state Z = 1. This is the opposite situation in the rest of the year. Again, this is consistent with

the fact that during summer we expect the state Z = 1 being less frequent.445

4.2.2 Rain probability

We plot, in Fig. 8, the rain probabilities in function of the station and climate variable Z = k. In almost all stations, the extreme

Figure 8. Estimated λk,t,s,h probability for m= 1 and h= dry, i.e., the probability of rain at the location s, conditionally to the hidden state

k ∈ [[1,K]] and to a previous dry day. The stations are sorted by latitude from the northernmost (top left) to the southernmost (bottom right)

states Z = 1 (4) are where it rains most (less) often. As we noticed in Fig. 5, states Z = 2 and 3 are different in the north and

south.
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4.3 Mean Rain Amount450

Even if the model training does not involve any rain amounts R
(n)
s , the hidden states Z = k should still be meaningful for

these. In Fig. 9, we plot the daily mean rain amount R(t)
k,s > 0 for each station and climate state k. The values obtained are

smoothed with periodic moving averaged of time window ±15 days, see Appendix C for the definition. The “rainy” weather

regime k = 1 is at almost every location and all year long, the state where it rains the most. Similarly, the “dry” regime k =K

is where it rains the least. Interestingly, the intermediate regimes, k = 2, k = 3, are rainier in the north at different seasons.455

Southerner stations have a different behavior as expected.

Figure 9. Daily mean strictly positive rain quantity R> 0 (mm) at every station per kth-component. We smooth the results as in (C1). We

use the model C1, K = 4 to get a posteriori the most likely state associated with each date n, see (E3).

4.4 Weather regime spells

To illustrate the dynamics of the weather regimes, we show in Fig. 10 for different years the Viterbi estimated hidden states (ẑ)

(see Sect. 3.3). As previously noticed, dry and wet spells last longer in general than in other states. For historical events such

as the drought of summer 1976, we observe a long dry sequence (27 days in a row in state Z = 4 starting from June 3rd). The460

famous 2003 heat wave from August 1st to August 15th also corresponds to a 15 day’s dry spell.
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Figure 10. Estimated hidden states sequence for a selection of years. Each color corresponds to a hidden state, Z = 1 is blue, Z = 2 is green,

Z = 3 is purple and Z = 4 is orange.

5 Simulations: Multisite Rain Occurrence

Now that the model is fully inferred and interpreted, we will test its validity. To do so, we will sample multiple i.i.d. realizations

of the training period 1956 to 2019 and compare several spatio-temporal statistics with the historical data.

5.1 Simulations Algorithm of the SHHMM465

We first sample the hidden states (z(n) : n ∈ D) according to the nonhomogeneous periodic transition matrix Qtn and initial

distribution ξ, then we draw the MRO (y(n) : n ∈ D) from the conditional emission distributions f
z(n),tn,s,h

(n)
s

. The procedure

is summarized, in Algorithm 2.

In the simulations, we choose the initial date as January 1, 1956. Our final date is Dec 31, 2019 so that the total simulated

range is 64 years which corresponds to our data set span. We choose ξ = (1,0,0,0), i.e., z(1) = 1 i.e., a rainy weather regime470

because it was a rainy day all over France on that day. We assume that the MRO prior to the first simulation day yn=m−1:0
ini are

observed and use them as input to draw y
(1)
s ∼ f

z(1),t,s,h
(1)
s

.
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Algorithm 2 Simulation of the SHHMM

Result: Sequence hidden states z(n), sequence of MRO y(n)

z(n=1) ∼ ξ

for n ∈ D do

z(n) ∼Qtn(z
(n−1), ·)

end for

y(n=m−1:0) = yn=m−1:0
ini

for n ∈ D do

for s ∈ S do

y
(n)
s ∼ f

z(n),tn,s,h
(n)
s

(·)
end for

end for

5.2 Results

In the following, we will use M = 103 i.i.d. realizations of the SHHMM over a 64-year span and compare its statistics with

the 64 -year observed sequence.475

5.2.1 Dry/Wet state sequence

The dry spell sequences are of particular interest to estimate risk associated with droughts. We show the observed dry (wet)

spells in Fig. 11 (and 12) at all the stations and compare it to the simulated spells for the M realization. When the historical

distribution is contained in the simulations’ envelope, we may conclude that the model does a good job to reproduce the dry

(wet) spells: note that this works systematically well, except for La Hague station at a few data points. It borders the Channel480

sea and is the northernmost station. Hence, it is not completely surprising that m= 1 local memory might not be enough to

reproduce correctly its spells. At this station, a higher m might be required.

For the sake of comparison, in Appendix B, we show and discuss the distribution obtained using the memoryless Cm=0

model to highlight the gain of the model Cm=1 in both the center and the tails of spell distributions, see Figs. B1 and B2. We

note that even though wet spells are in general much shorter than dry spells, having m= 1 is necessary to reproduce accurately485

the wet spells.

5.2.2 Spatial correlations

We compare in Fig. 13 the observed and simulated S(S−1)/2 correlation coefficients between all sites cor({Y (n)
s }n∈D,{Y (n)

s′ }n∈D)

for all s ̸= s′ ∈ S . Most correlations are well reproduced, showing that the conditional independence hypothesis 2.2 (or 2.3) is

empirically valid.490
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Figure 11. Dry spell distribution (in number of days) at every station and for a time range D of the historical data (blue) and of the

M = 103 simulated wet spell distribution. The gray envelope covers the full range (q0,100) of the simulations, while the red envelope

covers the interquartile range (q25,75) and the line is the median. Simulations are obtained over the same time range D and using the model

K = 4, Deg = 1 and Cm=1.

6 Modeling: Precipitations Amount

In this section, we attach to the model an add-on, a multisite precipitation amount generator. The procedure is done without

modifying or re-training the original model. In fact, other variables such as Temperature, Solar Irradiance etc. could be attached

similarly to what will be presented in this section. To do so, one only needs a generator for new variable e.g., AR(1) model for

temperature, and allow its parameters to depend on the weather regimes Zn = k and to evolve smoothly (as in Sect. 2.4) with495

the day of the year t. Our hypothesis is that the new variable has some dependence on both the weather regime and the season.

We discussed in Sect. 4, various spatiotemporal interpretations of the weather variable, thus it makes sense to consider how

this global variable is relevant for other weather variables. Hence, the resulting add-on generator should generate a variable

at least partially correlated with the original SHHMM. This makes the model very modular, allowing easy extensions without

affecting its original performances and interpretations. Figure 9 highlights the rain amount dependence to the weather regime500

k and seasonality. This principle is applied in this section to build an add-on rainfall generator.

The Multisite Rain Amount (MRA in short) is denoted as

R(n) := (R
(n)
1 , . . . ,R

(n)
S ) ∈ RS

+. (13)
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Figure 12. Wet spell distribution (in number of days) at every station and for a time range D of the historical data (blue) and of the

M = 103 simulated wet spell distribution. The gray envelope covers the full range (q0,100) of the simulations, while the red envelope

covers the interquartile range (q25,75) and the line is the median. Simulations are obtained over the same time range D and using the model

K = 4, Deg = 1 and Cm=1.

Figure 13. Observed pair correlations cor({Y (n)
s }n∈D,{Y (n)

s′ }n∈D) for all s ̸= s′ ∈ S compared with the correlations computed from the

simulations (we average the M = 103 pair correlations of our simulations). The mean square error (MSE) with all correlation pairs is

displayed on the figure.
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Building directly an MRA generator is hard because of the ambivalent probabilistic nature of rain, being neither a discrete nor

a continuous variable. Here we can just focus on strictly positive rain amounts R> 0 because the SHHMM directly tells when505

R= 0 or R> 0.

To train the rain amount generator, we will use the hidden states Z(n) = ẑ(n) found in Sect. 3.3. The schematic of the

resulting model is shown in Fig. 14.

· · · Z(n−2)

Y (n−2)

R(n−2)

Z(n−1)

Y (n−1)

R(n−1)

Z(n)

Y (n)

R(n)

· · ·
Qt−3 Qt−2 Qt−2 Qt

fk,t−2,h fk,t−1,h fk,t,h

gk,t−2 gk,t−1 gk,t

Figure 14. SHHMM Model with rain amounts. gk,t denotes the MRA generator with respect to the weather regime k and day of the year t.

6.1 Marginal rain distributions

The rain amount generator we use to fit the marginal distributions Rs > 0 at each station is a mixture g(r) of two exponential510

distributions, with density

g(r) = w
e−

r
ϑ1

ϑ1
+(1−w)

e−
r
ϑ2

ϑ2
. (14)

This choice is widely adopted in the literature e.g., (Kirshner, 2005; Touron, 2019b; Kroiz et al., 2020) and has only three

parameters denoted by γ = {ϑ1,ϑ2,w}. It is flexible enough to be used for different climate types and locations. Other popular

choices such as Gamma (Kroiz et al., 2020; Holsclaw et al., 2016) or heavy tails distributions (Baxevani and Lennartsson,515

2015; Naveau et al., 2016; Tencaliec et al., 2020) could be used at specific locations s or weather regimes k when needed. Note

that these heavy tail rainfall distributions are notoriously hard to estimate (Evin et al., 2016), so we will not consider them in

the present paper. See (Chen and Brissette, 2014) for a review of univariate precipitation models. For example, precipitations

in the south of France are less frequent than in the north but more intense, leading to extreme events which are better described

with heavy-tailed distributions. In the simulation part Sect. 7, we show that despite being light-tailed, this choice of generator520
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g(r) trained w.r.t. weather regimes and seasonality is able to reproduce well both the bulk and the tails of most observed rain

distribution.

As in Sect. 2.4, the parameters of the mixture are periodic functions γ(t) = {ϑ1(t),ϑ2(t),w(t)}, where ϑ1or2(t) = eP1 or2(t) >

0, w(t) = 1/(1+ ePθ(t)) where the P functions are trigonometric polynomials (see Eq. (7)).

To fit the mixtures gk,t,s for each station s and hidden state k we use the classical EM algorithm. The maximization step525

has to be performed with numerical optimization as in Sect. 3. Note that, optimization can be done separately for each weather

regime k and station s.

6.2 Multisite Distribution: Gaussian Copula

After training, the marginal distributions at each hidden state, and site gk,t,s, we now focus on generating correlated Multisite

Rainfall Amounts (MRA). To generate multisite rain occurrences (MRO), we used the conditional independence with respect530

to the hidden state (and possibly local history). For a vector of Bernoulli (dry/wet) random variables, this was enough to well

approximate the observed correlation matrix (see Fig. 13). However, for a vector of non-discrete random variables, such as rain

amounts, mixtures of conditionally independent distributions typically underestimate the joint distribution (Holsclaw et al.,

2016). It means that despite the hidden states carrying some part of the MRA correlations, we have to add correlation through

another way. A classical approach is to use copula (Nelsen, 2006). Amongst the various families of copula, the Gaussian copula535

is the easiest to train and manipulate and has been used for weather models (Pandey et al., 2018; Kroiz et al., 2020). In this

paper, we will thus train and use Gaussian copula conditionally to the hidden states to generate multisite (strictly) positive rain

amounts.

Let (ρs,s′)s,s′ be the correlations between a pair of stations s, s′ for joint rainy events, i.e., (ρs,s′)s,s′ =Cor(Rs|Rs >

0,Rs′ |Rs′ > 0). To reproduce the correct observed (Pearson) correlation (ρ)s,s′ , we train a Gaussian copula. A Gaussian540

Copula takes a correlation matrix Σ(G) = {ρ(G)
s,s′}s,s′∈S2 and the marginal distributions gs as an input. The matrix Σ(G) is not

directly observed, but for elliptic copula, there is a relationship between the correlation ρ(G) and the Kendall (rank) correlations

(Fang et al., 2002, Theorem 3.1),

ρ(G) = sin
(π
2
ρKendall

)
. (15)

Hence, to compute ρ(G), we use the observed Kendall correlation ρKendall which is preserved under monotonic transformation,545

such as quantile and CDF functions.

We estimate the correlation matrices Σ(G)
k = {ρ(G)

k,s,s′}s,s′∈S2 conditionally to the hidden state Z = k. Indeed, we expect and

observe that the weather regime impacts the correlation. For the driest state Z =K rain event should be largely independent, in

the rainy state precipitation should be correlated. We actually enforce the conditional independence when k =K i.e., diagonal

covariance matrix. This choice is also motivated by the lack of observations of joint rain events in state k =K.550

In this work, we also assume for simplicity, that the correlation matrices have no seasonality dependence, i.e., independent on

the day t. Moreover, we also do not model local temporal correlations for rain amounts. This shortcoming could be overcome

using for example spatiotemporal covariance matrix (Benoit et al., 2018).
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6.2.1 Simulation procedure

To simulate the rainfall amounts, we first simulate the SHHMM chain (z(n),y(n) : n ∈ D), see Algorithm 2. Then for all the555

stations where rain is predicted, S(n)
wet = {s : Y (n)

s = wet, ∀s ∈ S}, the rain amounts R(n)
s > 0 are generated conditionally using

the Gaussian copula with marginal gz(n),tn,s and correlation matrix Σ(n) = {ρz(n),s,s′}s,s′∈(S(n)
wet )2

.

Remark In Appendix A, we show visually and with an approximate χ2 test that the Gaussian copula model is a valid model

for most station pairs. Note that this Gaussian copula can underestimate joint extreme rain amount (Renard and Lang, 2007)

e.g., for close stations. In that case other copula might be used, as in (Dawkins et al., 2022) for example, but will not be explored560

in this paper.

7 Simulations: Multisite Rain Amount

In this section, we will test the full multisite model combining the SHHMM and the rain amounts. We will test how marginal

distributions, influence of seasonality over quantiles and correlations across stations are recovered by the model. Note that all

previous results of the MRO simulations, see Sect. 5, are still valid since the addition of rain amount is done “on top” of the565

SHHMM.

In the simulations, we use the parameters obtained in Sect. 3.4: m= 1 local memory, K = 4 hidden states and Deg = 1 order

of trigonometric polynomial. We use the SHHMM transition matrix and Bernoulli emission distributions obtained in Sect. 3.2

and the rain amount marginal and copula obtained in Sect. 6.

7.1 Correlations570

We first compare the spatial correlation of MRA over the 64 years of data, i.e., for all pairs of stations s and s′ we estimate

Cor(Rs,Rs′). The results are shown in Fig. 15 (left), where observed correlations are compared to simulations. In Fig. 15

(right), we perform a similar comparison for the symmetric tail correlation (or upper tail dependence) (Nelsen, 2006) defined

by

(ρT )s,s′(q) =
(
(ρT )s|s′(q)+ (ρT )s′|s(q)

)
/2 (16)575

with (ρT )s|s′(q) = P
(
R> F−1

Rs
(q) |Rs′ > F−1

Rs′
(q)
)
,

for q ∈ [0,1]. The tail correlation indicates how extreme events are correlated at different stations. We observe a good match for

most stations, however for stations with larger tail correlation ≳ 0.2 the tail correlation is underestimated by the simulations.

This can be an indication that the Gaussian copula is not enough for these pairs of stations. Improvement using Student copula

(which manipulation is less easy but more capable to generate tail dependence) is a possibility that should be explored in future580

work.
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Figure 15. Comparison of the multisite correlation (left) and symmetric tail correlation (16) with q = 0.95 (right) from the observed and

simulated data. The correlations computed from simulations are averaged over M = 103 realizations.

7.2 Rain Amounts

7.2.1 Distribution of precipitations

We show the nonzero rain amount distributions Rs > 0 at each station s (accumulated across the 64 years of data) in Fig. 16.

It shows the historical distributions (blue) and 103 realizations of our generator (gray). The model reproduces the bulk of the585

distributions as well as the tails. Even for some stations in the south (Toulouse, Marignane, Bastia) where the precipitation PDF

has heavier tails, our model is able to capture extremes. This might be due to the seasonal training of the marginals Eq. (14)

allowing the distributions to be more extreme in late summer when heavy storms are common. However, at some stations like

Luxembourg, it can generate extremes twice as large as the current maximal value observed, which might be questionable.

7.2.2 Precipitations during the year590

To test the seasonality of the model, we show the quantiles 0.1,0.5,0.9 of the accumulated monthly amount at every location.

This type of figure checks how our model performs regionally, over a 30-day period and in different regimes (very dry month,

median and rainy month). Most observed points are located in the envelope of our M = 103 simulations.

8 Application to climate change projections

So far, we have trained and validated the SHHMM model using historical data. Using the same hyperparameters as found in the595

model selection, see Sect. 3.4, we can train the model on other data sets. In this section, we show how the Stochastic Weather

Generator developed in this paper can be used to study climate change impacts. The focus of the paper is not to perform an in
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Figure 16. Distribution of the nonzero precipitation amount R> 0 (mm/m2) at every station and for all years T . Historical data (blue line).

The gray envelope covers the full range (q0,100) of the M = 103 simulations, while the red envelope covers the interquartile range (q25,75)

and the line is the median.

depth analysis, but rather to show as a proof of concept how SWG could be useful in that context. To this end, we will train the

model with projection data made available by climate model institutes participating in the scientific projects coordinated in the

IPCC framework (Arias et al., 2021). A new Coupled Model Intercomparison Project is launched for each new IPCC cycle,600

and each participating institute run the newest versions of their global climate model or earth system model under prescribed

radiative forcing conditions. Because these simulations are global and present biases compared to local observations, we will

use the downscaled and bias adjusted projections provided by the French climate service DRIAS. It is based on a selection of

regional projections made in the international CORDEX initiative based on CMIP5 global projections (projections made in the

framework of the 5th IPCC assessment report).605

8.1 DRIAS data

We use the DRIAS website (Soubeyroux et al., 2021) that aggregates different regional (European) projections forced by some

chosen global projections made by different institutes. DRIAS-2020 provides thirty climate projections (2006-2100) with 3

scenarios (RCP2.6, RCP4.5 and RCP8.5) and twelve historical simulations (1951-2005). These simulations are further down-
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Figure 17. (0.1,0.5,0.9)–quantile of the cumulated monthly mean rain amount mm/month in (orange, gray, light blue) respectively.

Historical data (dark blue). For each quantile we show the envelope of the M = 103 simulations, and in darker colors the [25,75] percentiles

and the median.

scaled and bias adjusted over France using the ADAMONT method (Verfaillie et al., 2017) with SAFRAN reanalysis (Vidal610

et al., 2010) covering France with 8km resolution for many daily variables. We select the closest grid points to the S = 10

considered stations and extract the precipitation amount. The exact grid point choice should not matter too much, since the

reanalyzed simulations are smoothly interpolated. Since these physical models tend to overestimate the frequency of light rain

amounts R, we set to R= 0 all amounts smaller than 0.1mm to match what is done at the experimental weather stations.

8.2 Direct comparison of model on the reference period615

Climate models provide historical simulations (1951-2005) to be able to validate models against observed data. Because a

model does not simulate the same interannual variability as observed, the evaluations are based on the statistical properties of

the variables rather than on their chronology. For example, in Fig. 18, we compare the monthly rain quantiles computed as in

Sect. 7.2 obtained from the historical climate simulations and from the SHHMM simulations (the same as previously trained

on historical observation). We use here two climate models Aladin (CNRM-ALADIN63 - CNRM-CERFACS-CNRM-CM5)620

and IPSL (IPSL-WRF381P - IPSL-IPSL-CM5A-MR) as an example. Using a SWG allows a better sampling of the natural

climate variability because it is possible to run much more realizations than can be done with climate models. This sample

can then be used to check how climate model simulations are positioned. For example at Lille station, in July for the 0.9

quantile we observe that the historical point at ≃ 120mm/m2 (blue) is far from the two climate models (orange and green)

at ≃ 100mm/m2. However, when looking at the predicted statistical envelope, the climate models are exactly at the median625
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Figure 18. Same as Fig. 17 with added monthly rain quantile for the model Aladin (CNRM-ALADIN63 - CNRM-CERFACS-CNRM-CM5)

and IPCC (IPSL-WRF381P - IPSL-IPSL-CM5A-MR) on the reference period 1952 to 2006.

while the historical observation is actually an extreme value. When comparing the two climate models, we observe that the

IPSL model produces more points outside the statistical envelope than the Aladin model, suggesting that the model may present

stronger biases.

We can perform the same comparison task on dry spell distributions with the Aladin model, see Fig. 19. Again the SWG

samples allow to compare the climate model within the predicted variability. At a lot of stations e.g. Marignane, Orly and630

Toulouse the result are within the interquartile range. However, we can also observe that in the tails the climate model is

always under or equal to the historical curve. This raise the question if climate model are able to produce yet unseen extremes.

8.3 Training on RCP scenarios

Once the comparison has been made for the historical period, in this section, we will study how the spatial rainfall may evolve

in the future, by fitting the SHHMM on climate model projections under different RCP scenarios. The RCP scenarios are635

designed to represent differentiated trajectories of greenhouse gas and aerosol emissions that drive climate change until the end

of the century (and beyond in some cases). To do so, we select the data over a 64 years range, here 2032-2096, which simplifies

the statistical comparison with the 64 years range of the historical data we considered.

In Fig. 20 the transition matrix obtained when training on historical and IPSL-RCP8.5 data are compared. The aim here is

only to highlight the ability of the SHHMM to be used in climate change conditions, not to conduct an impact study, that’s why640

only one climate model is used. The two matrices are still close, which tells that the hidden states of our model are robust to

parameter evolutions. However, we can observe interesting differences. For example, Q3→3 and Q1→1 are significantly larger
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Figure 19. Same as Fig. 11 with the dry spell distribution of Aladin (CNRM-ALADIN63 - CNRM-CERFACS-CNRM-CM5) on the reference

period 1952 to 2006.

in summer months. Weather regime 1 and 3 were interpreted as rainy all over France and heavy rain in the south respectively.

This means that the IPSL model under RCP8.5 projects longer stretches of heavy rain. Figure 21, shows the analog of Fig. 17

with simulations from the trained SHHMM model with IPSL-RCP8.5 data and in blue the historical data. It clearly shows that645

the IPSL model under RCP8.5 scenario projects rainier periods. In fact, it is known that the regional climate model EURO-

Coordinated Regional Downscaling Experiment used in all DRIAS models present this type of bias (Boé et al., 2020; Vautard

et al., 2021). In particular, summer periods are consistently rainier, even for the 0.1-quantile of the monthly mean rain amount.

This example shows how the proposed SWG can be used to analyze and compare models: either directly interpreting the

coefficients changes, or sampling from the fitted model to study extreme behaviors.650

9 Conclusions

In this paper, we define a multisite Stochastic Weather Generator for precipitation named Seasonal Hierarchical Hidden Markov

Model (SHHMM). Even though it is based on a Hidden Markov Model introduced for weather applications in the 90s, we

propose an original training method based on two important assumptions (a) the conditional independence for the Multivariate

Rain Occurrence (MRO) variable (see Eqs. (4)-(6)) and, (b) imposed smooth seasonal evolution of most model parameters (see655

Sect. 2.4). The assumption (a) forces the model to learn spatial correlations leading to fully interpretable hidden states (weather
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Figure 20. Temporal variation of the transition matrix Qt trained on historical data (plain line) and on RCP8p5 from IPSL-WRF381P data

(dashed line) for the period 2032-2096.

regimes). This is different from what is usually done, where hidden states and correlation coefficients are trained together for

continuous variables. Thanks to the discrete nature of MRO and the station locations, we checked the validity of hypothesis (a),

see Fig. 13. The other assumption (b) is natural and has been introduced before in (Touron, 2019a), it stabilizes training i.e.,

removes a lot of identifiability issues that occur while training non-homogenous HMM and leverages for the relatively small660

number of observation year. To facilitate the training, we also introduced in Sect. 3.1 a naive estimate for the SHHMM that is

used as the initial state of the Baum Welch Expectation Maximization algorithm (see Sect. 3.2). To capture more of the local

weather i.e., station wise, we introduced a hierarchical dependence of Rain Occurrence with their past weather, allowing better

temporal correlations. The model selection was performed using the Integrated Complete-data Likelihood criteria, leading in

particular to the selection of four hidden states interpreted extensively as France wise Weather Regimes in Sect. 4. In particular,665

we were able to showcase how the hidden states found are similar to the four Euro-Atlantic weather regimes commonly defined

in meteorology. The model was extensively tested with simulations. Its performances in terms of reproductions of dry/wet spells

and precipitation amount is very good even in the distributions tails. Moreover, the model structure allows very easily to add

other weather variable on top of the HMM without modifying the hidden states. In fact, new variables like rain amounts benefits

from the trained hidden states and are adjusted with respect to them. Eventually, we showed how this generator can be used670

with climate change models. One can evaluate climate models on the reference period by comparing them to the estimated

climate variability obtained with many simulations of the SWG as in Figs.18 and 19. This approach can give more relevant
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Figure 21. (0.1,0.5,0.9)–quantile of the cumulated monthly mean rain amount mm/month in (orange, green, light blue) respectively.

Historical data (dark blue) and M = 103 realization of the model trained under with the RCP8p5-IPSL-WRF381P data for the period 2032-

2096. For each quantile we show the envelope of the M simulations, and in darker colors the [25,75] percentiles and the median. Note that

the color palette has been slighly modified w.r.t. Fig. 17 to highlight that these envelope are obtained with simulations from the the model

trained on a RCP scenario.

result than only comparing the climate models to the single historical observation. Additionally, training the SWG model on

future climate projections is also interesting, either to interpret model parameters changes, see Fig. 20, or to resample from

these future scenarios to better estimate variability and extremes, see Fig. 21.675

Many small improvements could be considered, such as different models for rain amount or local memory at different

locations to account for regional specificities. In fact, even the station locations and number could be optimized to satisfy

better hypothesis (a). A temporal correlation with previous rain amount is also possible with spatiotemporal correlation matrix

(Benoit et al., 2018). Extending the model with new weather variables such as temperature on top of the current model (and

its hidden states) is the next major challenge to be considered. Indeed, if the Weather Regimes found here are surely relevant680

for temperature, evapotranspiration, solar radiations etc., they are also probably not enough to fully correlate all variables.

Moreover, the problematic of downscaling (Vrac et al., 2007; Holsclaw et al., 2016) i.e., having finer resolution (denser station

distributions) around an area of interest should be tackled with a similar spirit i.e., new stations are fitted and correlated on

top of the current model. Finally, application to study climate change projections e.g., comparison and exploration of extremes

should be explored in depth and is left for further work.685
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Data availability. The data for the weather stations are extracted from the European Climate Assessment & Dataset website https://www.

ecad.eu/. In Sect. 8, the data from the climate models and scenarios are requested on the French DRIAS website https://www.drias-climat.

fr/commande. The Reanalysis ERA5 hourly data on single levels (Hersbach et al., 2020) from 1979 to 2017 dataset used in Fig. 6 was

requested on the Copernicus website https://cds-beta.climate.copernicus.eu/datasets/reanalysis-era5-single-levels?tab=download. The data

were downloaded at the end of the year 2021.690

Code and data availability. The code, to build, fit and use SHHMM, is available as a Julia package (Métivier, 2024). The package is numeri-

cally efficient and maintained to favor easy usage by others. The data EC&D rain data of the S = 10 weather stations are directly available on

the GitHub repository of the package. A tutorial build through continuous integration, i.e., ensuring compatibility and reproducibility, allows

one to reproduce exactly, step by step most of the figures of this work. The whole tutorial, including loading, downloading the station data,

training, simulating and generating the figures, take only ≃ 500s to execute on a regular laptop. Note that the package offers the option to695

use parallel (distributed) computing during the training phase to speed up significantly computations. For sake of storage space, the datasets

extracted from DRIAS and ERA5 are not on the package repository, hence neither are the associated figures. Figures. 4 and E1 are the longest

to obtain, as they require training multiple models.

Appendix A: Gaussian Copula

To check the Gaussian copula approximation for the joint rain events between station pairs, we transform our data into an700

empirical bivariate distribution with Normal margin to test its quantiles against the one of a true bivariate normal distribution.

Note that these checks are mostly qualitative since we apply the procedure to time series, meaning we are outside the i.d.d.

framework where these kinds of tests are valid.

In detail, given a pair of stations (s,s′) and a hidden state Z = k, we consider the joint positive rain amount Rs,s′,k =

(Rs > 0,Rs′ > 0) | Z = k for all dates n, so we can remove the superscript n. We first have to transform the observations to705

pseudo observation, i.e. Rs,s′,k ∈ R2
+

η−→ (us,k,us′,k) ∈ [0,1]2. There are several possible transformations η e.g., the estimated

marginal CDF or ordinal ranking. We use the latter one as done in the package Copulas.jl (Laverny and Jimenez, 2024),

that we use for all our Copulas simulations. This pseudo observations are then transformed to Normal distributions using the

transformation Xs,s′,k = (ϕ−1(us,k),ϕ
−1(us′,k)) where ϕ−1 is the quantile function of the standard Normal distribution. For

a vector x ∈ Rn and a n×n-correlation matrix ΣM , the squared Mahalanobis distance is defined, as710

DM (x) = x⊺Σ−1
M x. (A1)

We use the correlation coefficients ρ
(G)
s,s′,k obtained in Sect. 6.2 to build the 2× 2-matrix ΣM and compute the Mahalanobis

distance for all samples. For a true bivariate normal distribution, the distribution of DM follows a χ2(ν)-distribution with

ν = 2 degree of freedom. In Fig. A1, we compare the quantile of the χ2(ν = 2)-distribution with the DM (Xs,s′,k) for two

pairs of stations and each hidden state Z = k. Note that we simplify the analysis, considering only one covariance matrix715

instead of the four fitted in Sect. 6.2. The correspondence is good even for close pairs. It means that Gaussian copulas are
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Figure A1. Three examples of qq-plot to test the Gaussian copula hypothesis. It is shown the squared Mahalanobis distances between stations

pairs vs. χ2(ν = 2) distribution. A good match means that the Gaussian copula hypothesis to generate pairs (Rs > 0,Rs′ > 0) | Z = k is

well satisfied.

adapted when stations are far enough apart. For Z = 1, i.e., the rainiest weather, only 3 out of 45 station pairs fail the one-sided

Kolmogorov-Smirnov test with 95% confidence level that compares the theoretical χ2(ν = 2) distribution with the observed

squared Mahalanobis distance. These are the pairs Bourges-Orly, Lille-Orly and Lille-Luxembourg which are amongst the

closest pairs, e.g., see Fig. A1 (left). Interestingly, for a slightly bigger distance, the pair (334 km) Orly-La Hague passes the720

test, see Fig. A1 (middle). This clearly indicates anisotropy in the correlation repartition. For other weather regimes Z > 1, the

Gaussian copula hypothesis also works well in most stations with enough data.

Appendix B: Comparison with memoryless model Cm=0

In Sect. 2.2 and 2.3 we defined respectively model Cm=0 and Cm>0. We later selected Cm=1 using the ICL criteria, see Figure. 4.

We show here the performances of the Cm=0 model in terms of dry/wet spell on Figs. B1 and B2. The observed distribution is725

shown, while the M = 103 simulation quantile envelope are displayed. These figures are to be compared with the Figs. 11 and

12 produced by the Cm=1 model. In the bulk of the spell distributions i.e., short spells with higher probability, the difference is

important (note that the log scale tends to minimize visually the effect), e.g., Embrun and Marignane for the dry spells and all

wet spells distributions. This indicates that the model Cm=0 without local memory overestimate very short wet spells (and dry

spell in a lesser measure). At some stations it also underestimates the longer spells (tails) e.g., Bastia for wet spells.730
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Figure B1. Dry spell distribution (in number of days) at every station and for a time range D of the historical data (blue) and the M = 103

simulated wet spell distribution. The gray envelope covers the full range (q0,100) of the simulations, while the red envelope covers the

interquartile range (q25,75) and the line is the median. Simulations are obtained over the same time range D and using the memory less model

K = 4, Deg = 1 and Cm=0.

Appendix C: Periodic moving average

We define the periodic moving average used in Fig. 9. Given a T -periodic observable X(t) for t ∈ T , the associated moving

average X̄(t) is given by

X̄(t) =

h=H∑
h=−H

K
(

h

H

)
X(t+h)∑h=H

h=−H K
(

h

H

) , (C1)

where t ∈ [[1,T ]], X(t±T ) =X(t) and K is a kernel. In the paper, we choose the window size H = 15 with the kernel is the735

Epanenchikov kernel K(u) = 3
4 (1−u)21|u|≤1 and T = 366.

Appendix D: Baum-Welch algorithm for Seasonal Hierarchical HMM

We use the same model Cm>0 as described in Sect. 2 and will describe the inference procedure using the Baum-Welch algorithm

for Seasonal Hierarchical HMM (SHHMM).
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Figure B2. Wet spell distribution (in number of days) at every station and for a time range D of the historical data (blue) and the M = 103

simulated wet spell distribution. The gray envelope covers the full range (q0,100) of the simulations, while the red envelope covers the

interquartile range (q25,75) and the line is the median. Simulations are obtained over the same time range D and using the memory less model

K = 4, Deg = 1 and Cm=0.

We recall that θ stands for all the SHHMM (ξ,Qt,fk,t,h)k∈K,t∈T ,h∈H(m) model parameters (see Sect. 2.3). To fit the model,740

we must find the θ maximizing the observed likelihood,

Lθ

(
y(1:N)

)
= Pθ

(
Y (1:N) = y(1:N)

)
=

∑
z1,...,zn

Pθ

(
Y (1:N) = y(1:N),Z(1:N) = z(1:N)

)
=

∑
z1,...,zn

Lθ

(
y(1:N),z(1:N)

)
=

∑
z1,...,zn

fzN ,tN

(
y(N) | h(N)

)
Pθ

(
Y (1:N−1) = y(1:N−1),Z(1:N) = z(1:N)

)
=

∑
z1,...,zn

fzN ,tN

(
y(N) | h(N)

)
QzN−1,zN (tN )P(Y1:N−1,Z1:N−1 = z1:N−1)745

=
∑

z1,...,zN

ξz1,h1
fz1,t1

(
y(1) | h(1)

) N∏
n=2

Qzn−1,zn(tn)fzn,tn

(
y(n) | h(n)

)
, (D1)

where the index zn ∈ [[1,K]] for all n ∈ D.

The Baum-Welch algorithm is an iterative Expectation Maximization, where the likelihood is increased sequentially, i.e., at

a step (i) of the algorithm Lθ(i) ≤ Lθ(i+1) .
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Let us detail the procedure and show that the classical element of the Baum Welch algorithm for a (homogeneous) HMM750

proof remains valid when considering a SHHMM. The first step is to consider the conditional expectation of the loglikelihood

of the parameter θ, Lθ, with respect to the parameter at step (i), θ(i),

R
(
θ,θ(i)

)
= Eθ(i)

[
logL

(
Y (1:N),Z(1:N);θ

)
| Y (1:N)

]
=

K∑
k,l=1

N−1∑
n=1

πθ(i)

n,n+1|n(k, l) logQtn(k, l)+

K∑
k=1

N∑
n=1

πθ(i)

n|N (k) logfk,tn(y
(n) | h(n))

+

K∑
k=1

πθ(i)

1|n (k) logξk. (D2)755

where we recall the smoothing probabilities under the current parameter θ(i),

πθ(i)

n|N (k) = Pθ(i)

(
Z(n) = k | Y (1:N)

)
, ∀n ∈ [1,N ], (D3a)

πθ(i)

n,n+1|N (k, l) = Pθ(i)

(
Z(n) = k,Z(n+1) = l | Y (1:N)

)
, ∀n ∈ [1,N − 1]. (D3b)

These probabilities can be computed using the Forward-Backward procedure which is also valid for Periodic Hierarchical760

HMM.

The E and M steps alternate as follows:

1. Initialization. We initialize the algorithm with an initial HMM of parameter θ(0).

2. E-step: Compute R(θ,θ(i)), it corresponds here to get the smoothing probabilities for the current parameter θ(i).

3. M-step: Maximize R(θ,θ(i)) with respect to θ. Due to the sum expression of R, this step can be done independently for765

each parameter θ = (ξ,Q,f). In particular, one can update the emissions distributions ft,k(yn | hn) independently of the

transition matrix. If we don’t assume a periodic parametric form for the transition matrices, we can maximize explicitly

each Qt independently.

4. Step E and M are repeated alternatively until the observed likelihood has converged to a local maximum.

D1 Fundamental inequality of the EM algorithm770

To prove that increasing R(θ | θ(i)) also increases the observed likelihood Lθ

(
Y (1:N)

)
we first rewrite the observed likelihood

as

logLθ

(
Y (1:N)

)
= logLθ

(
Y (1:N),Z(1:N)

)
− logLθ

(
Z(1:N) | Y (1:N)

)
. (D4)
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The conditional expectation of Lθ with respect to the current parameter θ(i), for all θ,θ(i) gives

Eθ(i)

[
logLθ

(
Y (1:N)

)
| Y (1:N)

]
= logLθ

(
Y (1:N)

)
= Eθ(i)

[
logLθ

(
Y (1:N),Z(1:N)

)
− logLθ

(
Z(1:N) | Y (1:N)

)
| Y (1:N)

]
=R

(
θ,θ(i)

)
−
∑

Z(1:N)

Pθ(i)

(
Z(1:N) | Y (1:N)

)
logPθ

(
Z(1:N) | Y (1:N)

)
=R

(
θ,θ(i)

)
+R

(
θ,θ(i)

)
.

(D5)775

The Gibbs’s inequality ensures that R
(
θ,θ(i)

)
≥R

(
θ(i),θ(i)

)
, so that we obtain

logLθ

(
Y (1:N)

)
− logLθ(i)

(
Y (1:N)

)
≥R

(
θ,θ(i)

)
−R

(
θ(i),θ(i)

)
. (D6)

Hence, when we maximize (or increase) R
(
θ,θ(i)

)
with respect to θ we also increase the observed loglikelihood.

D2 Smoothing and filtering probabilities

The smoothing probabilities can be expressed as780

πn|N (k) = Pθ

(
Z(n) = k | Y (1:N) = y(1:N)

)
=

Pθ

(
Z(n) = k,Y (1:N) = y(1:N)

)
Pθ

(
Y (1:N) = y(1:N)

)
=

Pθ

(
Z(n) = k,Y (1:n) = y(1:n)

)
Pθ

(
Y (n+1:N) = y(n+1:N) | Z(n) = k,Y (1:n) = y(1:N)

)
Pθ

(
Y (1:N) = y(1:n)

) (D7)

=
αn(k)βn(k)∑K
l=1αn(l)βn(l)

, (D8)

with

αn(k) = Pθ

(
Z(n) = k,Y (1:n) = y(1:n)

)
, (D9a)785

βn(k) = Pθ

(
Yn+1:N = y(n+1:N) | Z(n) = k,Y (1:n) = y(1:n)

)
= Pθ

(
Y (n+1:N) = y(n+1:N) | Z(n) = k,Y (n−m+1:n) = y(n−m+1:n)

)
.

(D9b)

Similarly,

πn,n+1|N (k, l) = Pθ

(
Z(n) = k,Z(n+1) = l | Y (1:N) = y(1:N)

)
(D10)

=
αn(k)βn+1(l)ftn+1,l(y

(n+1) | h(n+1))Qt(k, l)

Pθ

(
Y (1:N) = y(1:N)

) . (D11)790

D3 Forward-Backward procedure

The forward α, backward β variables are computed iterativelyα1(k) = fk,t1(y
(1) | h(1))ξk,

αn(k) = fk(y
(n) | h(n))

∑K
l=1Qt−1(l,k)αn−1(l), for 1< n≤N,

(D12a)
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βN (k) = 1,

βn(k) =
∑K

l=1 ftn+1,l(y
(n+1) | h(n+1))Qt(k, l)βn+1(l), for 1≥ n <N.

(D12b)795

Appendix E: Initialization of the HMM fitting: The slice estimate algorithm

In Sect. 3.2, we use the slice estimate to initialize the Baum Welch algorithm with parameters θ(0). We detail in this Appendix

the inference of this slice estimate. Indeed, a random choice of θ(0) into the Baum Welch algorithm could lead to bad local

maxima or longer convergence time.

E1 The EM algorithm for the emission distributions800

The 64 years of data provides on each day t a sample of size 64, considered independent and identically distributed. Hence,

for each t ∈ T , independently of each other, we use a standard EM algorithm to fit the emissions’ distribution {f1,t, · · · ,fK,t}.

For a given date t e.g., February 28, the samples will consist of all Feb 28 from the data set, i.e., from year 1956 to year

2019. The ensemble of date n corresponding to the same day t is denoted Nt. To enrich each of these small datasets, we add

the observations of every t± 6,12 day to each Nt (with periodicity T = 366). These additional days should come from very805

similar distributions as the one from date t, as assumed by the smoothness assumption, see Sect. 2.4, but also be far enough

to be considered as independent samples. For our current dataset, each day t has for samples all the dates n with associated

tn ∈ {t, t± 6, t± 12} which gives |N+
t |= 320 samples for each2, where we denote by N+

t the enriched dataset.

On a day t, the mixture probability writes for an observation vector, y = (y1, · · · ,yS) with history h= (h1, · · · ,hS) as

ft(y | h) = P
(
Y (n) = y |H(n) = h

)
=

K∑
k=1

P
(
Z(n) = k

)
P
(
Y (n) = y |H(n) = h,Z(n) = k

)
810

=

K∑
k=1

πk,t

S∏
s=1

P
(
Y (n)
s = ys |H(n)

s = hs,Z
(n) = k

)
=

K∑
k=1

πk,t

S∏
s=1

fk,t,s(ys | hs)

where we use the conditional independence, see Sect. 2.3, and denoted the weight P
(
Z(n) = k

)
by πk,t. The parameters to fit

are the mixture weights πk,t and the Bernoulli parameters λk,t,h,s for k ∈ K, s ∈ S and h ∈ Ic
s . We denote with a hat and tilde

the estimated parameters π̂k,t and θ̃k,t,h,s.

E2 Algorithm815

The different steps, Expectation (E) and Maximization (M) of the algorithm are standard. The mixture to fit is composed

of products of Bernoulli distribution conditionally on the history vector h. The same mixtures appear a lot in classification

problems, for example for digits reconnaissance (Bishop, 2006, Section 9.3.3.).

2Except for February 29 (and Feb 17, 23 and March 6,12)
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E3 Random initialization

We choose randomly 10 random initial parameters (π
(0)
k,t ,λ

(0)
k,t,h,s), run the algorithm and select the converged point with the820

largest observed likelihood, defined as

ℓslice(y | h; θ̃k,t,s,h, π̂k,t) = log

 Nt∏
n∈N+

t

P
(
Y (n) = y(n) |H(n) = h(n)

) (E1)

=
∑

n∈N+
t

log

(
K∑

k=1

π̂k,t

S∏
s=1

f̃k,t,s(y
(n)
s | h(n)

s )

)
, (E2)

where f̃k,t,s denotes the distribution with the estimated parameters θ̃k,t,s,h.

E4 Ordering the Hidden States825

A mixture distribution is identifiable up to relabeling of its components, meaning the mixture defined by (πk,λk,t,h,s) cannot

be distinguished from the mixture (πσ(k),λσ(k),t,h,s) where σ is a permutation of K. In our case, we need to ensure that the

parameters evolve coherently with t so that labels k always refer to the same hidden states. To do so, we select one reference

station in our study, Bourges, and for all t ∈ T relabel as follows:

– Model C0: Sort the probability of rain for k ∈ {1, · · · ,K} from the lowest to the largest at the reference station Bourges830

θ̃k=(1),t,s=Bourges > θ̃k=(2),t,s=Bourges > · · ·> θ̃k=(K),t,s=Bourges.

– Model Cm: Sort the probability of rain for k ∈ {1, · · · ,K} conditionally to the driest history variable hdry = (dry, · · · ,dry)
from the lowest to the largest at the reference station Bourges

θ̃k=(1),t,s=Bourges,hd
> θ̃k=(2),t,s=Bourges,hd

> · · ·> θ̃k=(K),t,s=Bourges,hd
.

This sorting provides a natural interpretation to each hidden state: k = (1) corresponds to a “rainy” climate where the prob-835

ability of rain is the largest in Bourges and hopefully in the rest of the métropole (continental France). The k = (K) state

corresponds to a “dry” climate where the probability of no rain is the largest.

The choice of Bourges to extract the hidden variable is heuristically justified by the fact that this station is located roughly

at the center of the geographic area under study, and its parameters θ̃k,t,s=Bourges,hd
are well separated for different k.

E5 Transition matrices840

To finish the SHHMM inference, we estimate the transition matrices Q(t). To do so we will first infer the filtered probability

of all hidden states given the model and observations using f̃k,t and π̃k,t,

γ
(n)
k = P

(
Z(n) = k | Y (n) = y(n),H(n) = h(n)

)
=

π̃k

∏S
s=1 f̃k,t,s(y

(n)
s | h(n)

s )∑K
l=1 π̃l

∏S
s=1 f̃l,t,s(y

(n)
s | h(n)

s )
. (E3)
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The maximum a posteriori estimator is, then

z̃(n) = argmaxk∈{1,··· ,K} γ
(n)
k . (E4)845

This yields the sequence of hidden states {Z(n) : n ∈ D}. The transition matrices can be estimated by counting the number of

transitions on a day t from a state k to l divided by the total number of transitions from k,

Q̃kl(t) =

∑
n∈Nt

1z̃(n)=k,z̃(n+1)=l∑
n∈Nt

∑K
l=11z̃(n)=k,z̃(n+1)=l

. (E5)

E6 Multiple random initialization

To prevent the EM procedure to reach an irrelevant local minimum, we run 10 time the algorithm with added noise around the850

initial state. For each coefficient c ∈ θ(slice), we randomize as crand = c(1+σZ), where we take σ = 0.5 and Z ∼N (0,1).

E7 Slice Estimate Initialization VS. Naive Random Initialization

We show her the improvement given by the Slice estimate compare to pure random initialization. The loglikelihood obtained

with this initialization is compared with 10 pure random initialization, where all the βrand ∼N (0,0.5). The relative improve-

ment is plotted in Fig. E1. It is greater than 104 in 21 out of 36 models shown here and equal for the other cases, including the855

small models with K = 2 and 3 where inference is easier. Note that even an improvement of a percent can lead to quite different

Figure E1. Relative improvement (Lslice−Lrand)/|Lslice| of the final loglikelihood obtained with random or slice initialization. The slice

estimate always gives better or equal loglikelihood.

models, in particular regarding interpretability of the hidden states. This can be seen in the model selection Fig. 4, where the

difference between models is typically of the order of a percent or less. Furthermore, the number of step for the Algorithm 1 to

converge istop is smaller in most cases, e.g. for 3≤K ≤ 6 and for the best selected models the mean of i(rand)stop − i
(slice)
stop ≃ 226.
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