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Modelling flash flood propagation in urban areas

Abstract This paper reports on the numerical modelling of flash flood propagation in

urban areas after an excessive rainfall event or dam/dyke break wave. A two-dimensional

(2-D) depth-averaged shallow-water model is used, with a refined grid of quadrilaterals and

triangles for representing the urban area topography. The 2-D shallow-water equations are

solved using the explicit second-order scheme that is adapted from MUSCL approach.

Four applications are described to demonstrate the potential benefits and limits of 2-D

modelling: (i) laboratory experimental dam-break wave in the presence of an isolated

building; (ii) flash flood over a physical model of the urbanized Toce river valley in Italy;

(iii) flash flood in October 1988 at the city of Nı̂mes (France) and (iv) dam-break flood in

October 1982 at the town of Sumacárcel (Spain). Computed flow depths and velocities

compare well with recorded data, although for the experimental study on dam-break wave

some discrepancies are observed around buildings, where the flow is strongly 3-D in

character. The numerical simulations show that the flow depths and flood wave celerity are

significantly affected by the presence of buildings in comparison with the original flood-

plain. Further, this study confirms the importance of topography and roughness coefficient

for flood propagation simulation.
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List of notations
A Cell area

Cr Courant number

c Average wave celerity

di,j Distance between the midpoint of the edge (i, j) and one of the adjacent edges

E x-Component of flux vector (Eq. 2)
�Err Average relative error

F Flux vector ¼ EðUÞ;GðUÞ½ �
g Gravitational acceleration

G y-Component of flux vector (Eq. 2)

H Flow depth

I Cell index

i, j Index for the edge between the cells i and j
Ks Strickler coefficient for flow resistance calculations (Eq. 3a, b)

l Edge length

n Time index

Ni Set of neighbour cells of a cell

n Edge outside normal unit vector

P Transformation matrix (Eq. 7)

RMSE Root mean square error

S Source term vector ¼ S0 þ Sf

S0 Bottom slope vector

Sf Energy losses vector

t Time

u Flow velocity in the x-direction

U Vector of conservative variables = [h, hu, hv]T

U L, U R Values of U at the left- and right-hand sides of an edge, respectively

Ux, Uy Slopes of U over a cell in the x-and y-directions, respectively

a(x), a(y) x- and y-Components of the normal unit vector n
v Flow velocity in the y-direction

x, y Cartesian co-ordinates

zb Bed elevation

zw Water surface elevation

zw
* Average water surface elevation over a cell

Dt Computational time step

g, n Local coordinates

q Partial derivative

r. Divergence operator

| Posing that

1 Introduction and background

Flash floods can occur in urban areas after short-lasting severe rainfalls, causing substantial

economic and social impacts (e.g. loss of human life, damage to property, disruption of

services). Dam or dyke break, overloaded drainage systems, impervious ground surfaces

and steep bottom gradients strongly contribute to urban flash floods. These latter are

expected to increase due to persisting urbanization in flood-prone areas (Nirupama and
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Simonovic 2007) and global climate change (IPCC 2001), which would increase the

frequency and intensity of extreme rainfall events. In the past years, public awareness

to extreme flood events increased, and water authorities would expect more information on

flash-flood hazard conditions in urban areas. This problem may be dealt with through field

observations, hydraulic modelling studies, or some combination of the two. In the absence

of field observations, numerical modelling of flash-flood propagation may be used to

explore extreme flood hazards (IMPACT 2004; Ikeda et al. 2008).

Many numerical models, mostly based on 1- or 2-D approaches, were developed to

compute overland flows in urban areas. One-dimensional models are reasonably conve-

nient to simulate flood propagation in straight streets, except near-street intersections

where the flow is typically highly perturbed, and strongly 2-D or even 3-D (Neary et al.
1999). To compute the branching of the flow discharge at intersections, conceptual

schemes and analytical relations were used (Nania et al. 2004). The main advantage of 1-D

models is that they require less data, less computation time and computer memory than 2-D

models. However, 1-D models ignore the details of hydraulic processes occurring at

intersections and, more generally, in the extremely intricate network of streets and open

spaces. Moreover, most 1-D models do not take into account flow paths around individual

buildings, unless the layout and geometry of 1-D surface flow paths and ponds are gen-

erated automatically using advanced GIS tools (Djordjevic et al. 2007). Most published

1-D modelling studies concerned urban flooding caused by moderate rainfall and overflow

of rivers or sewage system (Chowdhury 2000; Inoue et al. 2000; Mark et al. 2004;

Djordjevic et al. 2005), but only few studies dealt with urban flash flooding attributed to

high rainfall intensities and high flow velocities (Paquier et al. 2003; Lhomme et al. 2006).

To enhance the quality of urban flood hazard assessment, modellers generally support

2-D models (Ishigaki et al. 2004), as they are appropriate to simulate overland flow using a

refined representation of topography and local hydraulic effects (e.g. complex flow patterns

and abrupt hydraulic transitions). Two-dimensional models can provide data essential for

risk assessment, such as flow depth and velocity vector at every grid point, which can be

directly incorporated into mapping routines and/or GIS systems without interpolation.

However, they require a lot of input data and a detailed bathymetry. Also, the use of

complicated algorithms to treat source terms in the water governing equations often results

in an excessively long computation time (Yoon and Kang 2004). Similar to 1-D models,

most published 2-D numerical studies looked at scenarios of slowly rising flooding

(e.g. Hsu et al. 2000; Aronica and Lanza 2005; Oberle and Merkel 2007). Only few

2-D numerical studies dealt with urban flash flooding (e.g. Paquier et al. 2003; Haider

et al. 2003; Zerger and Wealands 2004; Mignot et al. 2006a, b).

Concerning urban modelling of flash floods, very few numerical models were successful

in providing reliable results (Yu and Lane 2006), due to the absence of field measurements

for model calibration and validation, the uncertainties associated with input data, and the

extent of impervious surfaces as well as the complexity and variability of flow regimes. In

this study, the extent to which a 2-D hydraulic model (Rubar20 code) can be applied to

simulate flash flood propagation in urban areas is investigated. Laboratory tests were used

for the assessment of model’s accuracy, while two field cases were employed to investigate

the effect of roughness and topography on flood propagation.

More in detail, a description of the 2-D numerical model Rubar20 is provided in Sect. 1.

Section 2 is devoted to the validation of the model using various laboratory experimental

cases, including a dam-break flow in the presence of an isolated building, and a flash flood

event over the urbanized Toce river valley (Italy). In Sect. 3 the model is applied to

simulate the catastrophic flood event that occurred in October 1988 at Nı̂mes (France), and

3



the flooding that occurred at Sumacárcel (Spain) in October 1982 after the failure of the

Tous dam. Model predictions are compared to measurements in terms of flow depth and

velocity. Finally, conclusions are drawn with the aim of providing some guidance to

optimize 2-D flood modelling in urban areas.

2 Description of the modelling methodology using Rubar20 code

2.1 Governing equations

The 2-D model Rubar20 relies on the depth-averaged shallow-water equations. Disre-

garding the Coriolis, wind and viscous forces, these equations can be written in

conservative and vector form as:

oU

ot
þr:F ¼ S ð1Þ

where t = time, U = vector of conservative variables, F ¼ F Uð Þ ¼ E Uð Þ;G Uð Þ½ � = flux

vector and S = source terms vector. U, E, G are defined as:

U ¼ h; hu; hv½ �T; E ¼ hu; hu2 þ g
h2

2
; huv

� �T

; G ¼ hv; huv; hv2 þ g
h2

2

� �T

ð2Þ

and S ¼ S0 þ Sf , with S0 as the bottom slope (Eq. 3a) and Sf as the energy losses due to

the bottom and wall shear stress. Sf is computed using the Manning–Strickler law (Eq. 3b).

S0 ¼ 0;�gh
ozb

ox
;�gh

ozb

oy

� �T

ð3aÞ

Sf ¼ 0; g
u
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

K2
s h1=3

; g
v
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 þ v2
p

K2
s h1=3

" #T

ð3bÞ

where x and y = Cartesian co-ordinates, h = flow depth, u and v = x- and y-components

of the velocity, g = gravitational acceleration, zb = bed elevation and Ks = Strickler

coefficient.

2.2 Grid mesh

A refined grid mesh with quadrilaterals and triangles was adopted to represent the urban

area topography; the buildings were modelled as solid boundaries. The use of this grid

provided various possibilities to adapt the model to particular details of urban topography,

such as intersections and other structural features.

2.3 Numerical scheme algorithm

The non-linearity of the flux vector F may lead to spontaneous hydraulic discontinuities

having real physical meaning (e.g. hydraulic jumps, steep fronts, bores). Therefore, Eq. 1

was solved using an adaptation of the Monotonic Upstream Schemes for Conservation

Laws (MUSCL) finite-volume method, which is a second-order accurate Godunov-type

scheme (VanLeer 1979). This robust scheme is shock capturing, and describes the

hydraulic discontinuities accurately (e.g. shock waves over initially dry bed, and transition
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between subcritical and supercritical flows). Thus, it is particularly appropriate for simu-

lating flood propagation in urban areas (Mingham and Causon 1998; Guinot and Soares-

Frazão 2006).

In the model, the space is discretized into computational cells over which the average

value of U is computed at each time step (Fig. 1). The average value of U over the cell i at

the time level n is denoted by Un
i . The numerical scheme includes the following steps:

1. The slope of each component of U (i.e. h, hu and hv) is computed at the time level n,

at every grid cell i, in both x- and y-directions using the least squares method. Slopes

are limited by a non-linear function called ‘‘minmod limiter’’ in order to avoid the

generation of non-physical oscillations near discontinuities (Hirsch 1988). This

function is defined using the total variation diminishing (TVD) property. The slopes

of U over the cell i at the time level n in x- and y-directions are denoted by Un
xi

and

Un
yi

, respectively.

2. Values of Un
i;j at the middle of the edge (i, j) between cells i and j are computed at the

time level n using the slopes obtained during the first step. Two values are obtained:

UnL
i;j is calculated from the cell i and UnR

i;j is calculated from the cell j, with L and R as

indexes referring to the left and right sides of the edge (i, j), respectively.

3. On the basis of the slopes calculated in the first step and using an Euler time

discretization U
nþ1=2L
i;j and U

nþ1=2R
i;j are computed as:

U
nþ1=2L
i;j ¼ UnL

i;j � 0:5Dt
oE

oU
Un

xi
þ oG

oU
Un

yi

� �
þ 0:5Dt Sn

i ð4Þ

U
nþ1=2R
i;j ¼ UnR

i;j � 0:5Dt
oE

oU
Un

xj
þ oG

oU
Un

yj

� �
þ 0:5Dt Sn

j ð5Þ

where Dt = time step, and Sn
i = value of the source terms vector S over the cell i at the

time level n.

Fig. 1 Sketch illustrating the
finite volume discretization
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4. Since values of U
nþ1=2
i;j at the middle of the edge (i, j) are generally different when

computed from both left and right sides, a 1-D Riemann problem is considered at the

time level n ? 1/2 in the direction normal to the edge (i, j). The initial data at the time

level n ? 1/2 is characterized by the two states U
nþ1=2L
i;j and U

nþ1=2R
i;j . The Riemann

problem is solved in an approximate way using the well-known Roe-type

linearization (Alcrudo and Garcia-Navarro 1993), thus obtaining one single value

of U
nþ1=2
i;j .

5. The value of Unþ1
i over the cell i at the time level n ? 1 reads:

Unþ1
i ¼ Un

i �
Dt

Ai

X
j2Ni

Pi;j F
nþ1=2
i;j li;j þ Dt S

nþ1=2
i ð6Þ

where Ai = area of the cell i, li,j = length of the edge (i, j), F
nþ1=2
i;j = average value of F in

the direction normal to the interface (i, j) between the time levels n and n ? 1, Ni = set of

the neighbouring cells of the cell i, S
nþ1=2
i = average value of S over the cell i between

time levels n and n ? 1, and Pi;j = matrix that accounts for the coordinate change from

the global coordinate system (x, y) to the local coordinate system (g, n) attached to the edge

(i, j). Pi;j is expressed as:

Pi;j ¼
1 0 0

0 a xð Þ
i;j �a yð Þ

i;j

0 a yð Þ
i;j a xð Þ

i;j

2
64

3
75 ð7Þ

where ai,j
(x) and ai,j

(y) = x- and y-components of the normal unit vector ni;j to the edge (i, j)
(oriented positive from cell i towards cell j).

2.4 Second member terms

The computation of the bottom slope source term S0 (Eq. 3a) was not a trivial task, as the

vertices of each cell do not usually lie on the same plane (Valiani et al. 2002). Various

techniques were proposed in the literature to compute S0 (Hubbard and Garcia-Navarro

2000). For example, Caleffi et al. (2003) split the cell in four sub-cells, and computed the

bed slope over the cell as the weighted average of the slopes of the sub-cells. Bradford and

Sanders (2002) assumed that bed slope varies bilinearly, and applied a 2 9 2 Gauss

quadrature to discretize S0. In Rubar20, a much more simple method was adopted.

The term S0 was treated as a flux so that a horizontal water surface remains horizontal.

Noting with zw the free-surface elevation, after some algebraic manipulation S0 can be

written as:

S0 ¼

0

� gh
ozb

ox
¼ o

ox

1

2
gh2

� � ����
zw¼const¼z�w

� gh
ozb

oy
¼ o

oy

1

2
gh2

� � ����
zw¼const¼z�w

2
6666664

3
7777775

ð8Þ

in which zw
* denotes the average water level in one cell, computed over the same interval as

for the average flow depth h. Integrating over an arbitrary cell i of area Ai, and applying the

Gauss theorem, Eq. 8 becomes:
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Z
Ai

S0dA ¼

0

�
X
j2Ni

1

2
g zbi;j

� zbi

� �
hi;j þ hi

� �
a xð Þ

i;j li;j

X
j2Ni

1

2
g zbi;j

� zbi

� �
hi;j þ hi

� �
a yð Þ

i;j li;j

2
6666664

3
7777775
; ð9Þ

where zbi
= average bed elevation over the cell i, computed at the gravity centre of the

cell, zbi;j
= bed elevation at the middle of edge (i, j), hi = average flow depth over the cell i

and hi,j = flow depth in the middle of (i, j).
The friction term S

f
(Eq. 3b) was assessed at the centre of the cell using a partially

implicit scheme (Paquier 1995), in order to avoid numerical instabilities when rapid

changes in flow depth or velocity occur.

2.5 Flooding/drying algorithm

During the computations, a cell was considered dry as long as the water volume in the cell

induced a flow depth in the cell lower than a minimal value (0.001 mm in the present

computations). In such case, the flow depth and velocity components in the cell were set to

zero. Detailed numerical simulations showed that the mass conservation was satisfied

within a cumulative error of the order of 10-4% (Paquier 1998).

2.6 Stability of the numerical scheme

As the scheme is explicit, stability and convergence require that the time step is limited.

The following Courant condition was used for each grid cell i:

Dt�Cr min
ij

di;jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

i;j þ v2
i;j

q
þ ci

ð10Þ

where Cr = Courant number (0 \ Cr \ 1), set at 0.5 in the present computations,

ci ¼
ffiffiffiffiffiffi
ghi

p
= average wave celerity over the cell i, and di,j = distance between the mid-

point of the edge (i, j) and one of the adjacent edges, calculated along the inward normal to

the edge (i, j) (Fig. 1).

3 Model testing with laboratory data

As dynamic measurements during urban flash floods are rarely available, laboratory data

were selected to validate the model. The data sets employed in this analysis derive from the

broader study of urban flood propagation undertaken during the EU funded IMPACT

project (IMPACT 2004).

3.1 Dam-break wave in presence of an isolated building

3.1.1 Description of the experiment

The purpose of this laboratory experiment was to investigate the effects of a single building

on dam-break wave propagation. The experiment was carried out in the laboratory of the
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Civil and Environmental Engineering Department at the Université Catholique de Louvain

(UCL) in Belgium (Soares-Frazão and Zech 2007). The flume was horizontal, 35.80 m

long and 3.6 m wide, with a partly trapezoidal cross-sectional shape near the bed (Fig. 2).

A 1-m-wide rectangular gate was located between two fixed walls. A 0.80 9 0.40 m

rectangular building making an angle of 64� with the channel axis was fixed 3.40 m

downstream from the gate. Initially, the water was set at rest in the 0.4-m-deep reservoir

behind the gate, whilst a 0.01-m-thin water layer was set in the downstream reach.

The flume had a smooth concrete bed, with a Strickler coefficient of approximately

100 m1/3 s-1 (Soares-Frazão and Zech 2007). To simulate the dam-break wave, the gate

was pulled up in approximately 0.25 s. The duration of the experiment was 30 s. Six

gauges were used to measure the water level at different locations with a time step of

0.01 s (Fig. 2). The surface-velocity field was measured using a Voronoı̈ imaging tech-

nique (Capart et al. 2002). A complete description of the laboratory experiment and

available measurements can be found in Soares-Frazão and Zech (2007).

For the numerical simulations, the spatial domain was uniformly discretized using a

space step of 0.05 m, resulting in 42,000 quadrilaterals and triangles. Two numerical

simulations were performed: in the first simulation, the presence of the building was

ignored; in the second simulation, the building was considered as an impervious area. The

influence of the building on the dam-break wave propagation was therefore investigated.

Simulations were carried out on a 3.2-GHz Intel EMT64 cluster station; the CPU time was

about 3 h.

3.1.2 Global comparison

Figure 3 compares the measured and computed velocity fields at 1, 5 and 10 s after the dam

break. At t = 1 s, both computed (with and without building) and measured wavefronts

form an elliptical shape downstream of the dam and reach the position x = 2.2 m; this

indicates that the calculated and measured flow waves move in the downstream direction

approximately at the same celerity. At t = 5 s, a noticeable impact of the building on the

flood propagation can be appreciated (Fig. 3a, b), particularly in the vicinity of the obstacle.

Indeed, velocities are reduced and more complex flow patterns can be observed: the

hydraulic jumps, formed by the reflection of the wavefront against the building and the

sidewalls of the channel, can be identified as the limits between high velocities upstream

Fig. 2 Dam-break wave in presence of an isolated building. Sketch illustrating the experimental set-up and
position of the gauging points (G1–G6) where the flow depth was measured. Full description of the
experiment is given in Soares-Frazão and Zech (2007)
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from the building and an area of water almost at rest. Also, a wake zone appears just behind

the building. At t = 10 s, velocities decrease; the lateral jump and wake zone remain but

attenuate slightly, whilst the hydraulic jump formed by the reflection against the building

propagates slowly in the upstream direction. The overall agreement between the model

predictions and measurements is generally satisfactory when the building is taken into

account: the flow structures appear both on the experimental data and the numerical pre-

dictions, at the same positions and with almost the same dimensions. However, some

discrepancies in the velocity magnitude can be noted, particularly near the building and

sidewalls, probably because of some additional local head losses caused by the reflection of

the wave against the building and sidewalls, not accounted for in the numerical model.

3.1.3 Flow depth at selected gauges

Comparisons between the computed and measured flow depths at gauges G1, G4, G5 and

G6 are presented in Fig. 4 (see Fig. 2 for gauge locations). The computed flow depths are

Fig. 3 Dam-break wave in the presence of an isolated building. Computed and measured velocity fields
immediately downstream of the gate at 1, 5 and 10 s after the dam break. a Measured. b Computed with
building. c Computed without building. Note that measurements are not available for x [ 6 m. The origin of
the axes is taken at the centre of the gate, with positive x-direction towards the downstream end of the
channel
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markedly increased at G1 and G4 when the building is taken into consideration, because of

the backwater effects in front of the building and sidewalls. Similar increase can be

observed at G5, except for the early times of the flooding (t \ 5 s) when the incoming

water is partly blocked by the building. At times t [ 20 s, the influence of the building is

limited in the downstream part of the channel (gauge G5), which suggests ignoring the

building effects if only far field is of interest. The flow depth in the reservoir (gauge G6) is

not influenced by the building, because the flow immediately downstream of the gate is

supercritical.

Comparisons of the computed flow depths with the recorded data show that better

agreement is obtained when the building is taken into account. At most of the gauge

positions, acceptable estimates are obtained for the mean flow depth. The model repro-

duced the flow depth oscillations (G1, G4 and G5) reasonably well, although their

amplitude and period were not accurately simulated. Finally, the flow depth in the reservoir

(gauge G6) is reasonably well predicted. The root mean square error RMSE over the

experiment duration (30 s), calculated as the 2nd moment of the difference between

measured and computed flow depths at G1, G4, G5 and G6, is 0.011 m for the case with

building, and 0.023 m for the case without building.

It is not surprising that some discrepancies between numerical predictions and exper-

imental data were obtained. Indeed, the flow was highly 3-D near the building and the

assumption of the hydrostatic pressure distribution in the governing equations was seri-

ously compromised during the early times of the wavefront propagation and when water

was strongly reflected against the building and the sidewalls. Also, the Manning–Strickler

formula used to express the bottom friction may be inadequate for dam-break waves since

it was originally derived for uniform-flow conditions (Soares-Frazão and Guinot 2007). All

these aspects may explain the discrepancies between the computed and observed flow

depths, particularly the amplitude and period of the flow depth oscillations recorded by the

gauges, which were not accurately reproduced by the model.

Fig. 4 Dam-break wave in presence of an isolated building. Measured and computed flow depths at gauges
G1, G4, G5 and G6. For gauge locations see Fig. 2
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3.2 Physical model of the urbanized Toce river valley

A physical model of a city located within a narrow flood plain was built at ENEL (Milano,

Italy) under the EU funded CADAM (1999) and IMPACT (2004) projects to study extreme

flood events (Testa et al. 2007). A 5-km reach of the Toce river valley in Italy was scaled

down 100 times to give the dimensions of 50 9 13 m in the physical model. Cubic con-

crete blocks of 0.15 m length were implemented in the upstream reach of the scaled model,

according to two distinct configurations: aligned or staggered (Fig. 5). In order to separate

the effects of the valley topography from those caused solely by the urban district, two

masonry walls were placed parallel to the model main axis, thus providing a channelling

effect. The domain was initially dry and various inflow discharge hydrographs were tested.

Water levels were measured with 0.2 s time step at 10 locations by means of gauges

indicated by numbers 1,2,…,10 in Fig. 5.

In the computations, only the 7-m-long region located at the upstream end of the

physical model was simulated. The numerical grid was composed of 18,400 cells, with an

average grid size of 0.03 m. The Strickler coefficient was set to 62 m1/3 s-1, as recom-

mended by Testa et al. (2007). The measured inflow hydrographs for both configurations

are shown in Fig. 6. These two flow discharge hydrographs are quite similar, although

some differences can be observed for the flow peak. For both configurations, critical flow

regime was assumed on the downstream boundary. Numerical runs lasted about 1.7 h on a

3.2 GHz Intel EMT64 cluster station.

Figure 7 shows snapshots of the simulated water surface elevation. Regardless of the

city configuration, the urban district induced a reduction of the available flow section,

which resulted in the formation of strong hydraulic jumps upstream of the buildings and in

complex flow features (e.g. wake zones behind the buildings) inside the urban district

(Fig. 7, t = 11.2 and 12 s). As water progressed further downstream into the city, the flow

became much more uniform, and the hydraulic jumps propagated in the upstream direction

until their intensity decreased with time according to the inflow discharge (Fig. 7,

t = 20 s).

The computed stage-time hydrographs at gauges 4, 5, 6 and 10 are compared with

measurements in Fig. 8. The overall trend of stage-time hydrographs was well reproduced

although the model tended to overestimate the flow depth for the staggered layout case.

The most significant differences were obtained at the gauges located close to the down-

stream end (e.g. gauge 10), where the boundary condition was difficult to determine. The

flow was indeed so variable that the flow regime varied between subcritical and super-

critical conditions along the downstream limit of the model, mainly because of the

Fig. 5 Physical model of the urbanized Toce river valley. Topography of the valley and locations of the
square blocks and gauging stations in the a aligned and b staggered configurations (from Testa et al. 2007).
The contour line spacing is 0.005 m
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presence of wake zones behind the buildings. The root mean square error RMSE at stations

4, 5, 6 and 10 is 0.01 and 0.014 m for aligned and staggered configurations, respectively.

Assessing the influence of the arrangement of buildings on the flood propagation is an

important subject for field studies. Then, an additional numerical simulation was per-

formed for the staggered city layout using the inflow discharge hydrograph corresponding

to the aligned layout case (Fig. 6). Generally, the aligned city layout exhibited less

resistance to the flood propagation than the staggered one, thus inducing high flow velocity

in the urban district. In terms of flow depth, the tendency was not the same because the

second and fourth rows of buildings in the staggered city layout acted as important

Fig. 7 Physical model of the urbanized Toce river valley. Computed water elevation surface at different
times. a Aligned layout. b Staggered layout

Fig. 6 Physical model of the urbanized Toce river valley. Measured experimental inflow hydrographs for
aligned and staggered configurations, used as upstream boundary conditions in the numerical simulations
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obstacles to the flow, thus increasing flow depth and decreasing velocities upstream of the

buildings. A comparison was made in terms of flood intensity expressed by the product

flow depth times velocity at t = 13.6 s (this time corresponds to the peak values in the

urban district). As shown in Fig. 9, results suggested that the staggered arrangement

appears to induce a condition of higher severity, particularly inside the urban district.
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Fig. 8 Physical model of the urbanized Toce river valley. Measured and computed flow depths at gauges 4,
5, 9 and 10. a Aligned layout. b Staggered layout. For gauge locations see Fig. 5
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4 Application to field cases

4.1 The October 1988 flood event in the city of Nı̂mes

Among the numerous floods that hit France during the last 20 years, the event that occurred

on 3 October 1988 at the city of Nı̂mes was one of the most severe and dramatic (Fig. 10).

The flood was caused by a heavy rainstorm that delivered 350 mm of precipitation in 3 h

over the basin located immediately upstream of the city. The underground drainage system

was rapidly saturated, and water flowed all over the streets, reaching in some locations a

depth of 4 m, and causing ten casualties and damage of 50 million euros (Duclos et al.
1991). Desbordes et al. (1989) estimated the return period of this event to 150–250 years.

Fig. 9 Physical model of the urbanized Toce river valley. Maps of flood intensity at t = 13.6 s expressed
by the product flow depth times velocity. a Aligned layout. b Staggered layout

Fig. 10 The Richelieu area of the city of Nı̂mes for which the 1988 flood event was simulated. S1–S11
denote the outlets of the domain
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The numerical model was applied to simulate this event in the Richelieu area, located in

the north-eastern part of the city of Nı̂mes (Fig. 10), one of the most affected zones during

the 1988 flood event. The upstream northern boundary conditions could be easily defined,

as they are constituted by two structures crossing a railway embankment (Mignot et al.
2006b). Each of these two structures is fed by a small catchment for which the discharge

hydrograph related to the 1988 flood was determined by BCEOM (2004) (Fig. 11). Both

hydrographs were estimated using a hydrological model that relies on a conceptual linear

tank approach similar to the GR4 model (Perrin et al. 2003), which considers separately

the runoff from grasslands and urban zones. This model was calibrated considering the

flow capacity of the structures crossing the railway embankment, and fitting the flood

marks upstream from this railway embankment. The sewer network was taken into account

by subtracting its discharge capacity from the calculated inflow hydrographs, but the sewer

system capacities of less than 4 m3 s-1 were neglected.

The Richelieu area occupies 1.2 km2 of topographically rugged, steep slopes along the

north-southern axis (higher than 1%). The northern part of the area includes large buildings

(e.g. military barracks, hospital), wide streets and few crossroads. The central part includes

residential zones, a regular narrow network (5–8 m wide) and street junctions with mainly

90� street angles. Street width in the southern part ranges between 10 and 20 m, with a

steep slope in the north-southern direction.

4.1.1 Data used for calculation

Two hundred cross sections were used to describe the 60 streets located in the Richelieu

area. Cross-sectional profiles of the street junctions were obtained using a linear interpo-

lation between the intersecting streets. A Digital Elevation Model (DEM) was processed

using the set of cross sections and surface features (e.g. buildings, urban facilities). The

computational mesh was generated from the DEM with an average space step of 25 m,

which led the mesh generator to interpolate less than five additional cross sections along

Fig. 11 October 1988 flood event in the city of Nı̂mes. East and West inflow hydrographs of 100 years
return period, used as upstream boundary conditions in the numerical simulations
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each street. The grid mesh comprised about 42,000 cells, with 100 cells at each street

intersection, and between 30 and 60 cells at each street.

The bottom friction is an effective quantity in flood modelling because it accounts for

‘‘sub-grid-scale’’ roughness of the terrain (Lane 2005). It may represent the lumped effects

of several missing processes following calibration such as turbulence, dispersion of the

horizontal velocities, presence of structural features as well as embankments and obstacles

(Brown et al. 2005). In relation to urban floods, roughness parameterization becomes more

complex because the required roughness values vary spatially as a function of local

structural complexity. Various values of Ks were retained for 2-D flood modelling in urban

areas: 13 (Calenda et al. 2003), 23 (Inoue et al. 2000), 40 (Gourbesville and Savioli 2002),

67 (Nania 1999) and 100 m1/3 s-1 (Aronica and Lanza 2005). In this study, a Strickler

coefficient of 40 m1/3 s-1 was used; this value was considered representative of the pre-

dominantly smooth hard surfaces such as roads, paths and streets (Crowder et al. 2006).

However, the central zone of the Richelieu includes narrow streets with many parked cars,

which may generate a strong resistance to the flow. Thus, the Strickler coefficient in this

zone (except the wide Faita and Semard streets) was reduced to 20 m1/3 s-1.

For the downstream boundary condition, the flow was assumed critical at the outlets S1

to S10, whilst a free outflow condition was imposed at the outlet S11 (Fig. 10). This

condition was selected in order to take into account overflows to a railway line that is

located 1 m downstream of the area boundary. The whole domain was assumed to be

initially dry. Numerical runs lasted about 113.6 h on a 3.2-GHz Intel EMT64 cluster

station.

4.1.2 General results and comparison between numerical predictions and measurements

The development of the predicted flow depths is shown in Fig. 12. Part of the eastern flow

discharge turned towards the lower eastern part of the area, and left the domain through the

exit S11 (Fig. 12, t = 0.20 h). However, a large part of both upstream floodwaters was

rapidly moved to the Faita/Sully crossroad, travelling mainly along the narrow streets of

the central zone before leaving the area at the southern limits. The domain was extensively

flooded within 1 h (Fig. 12, t = 1 h). At the flood peak, high flow depths appeared at the

eastern entry where the railway embankment blocked the water drainage area, and in the

Faita street and Faita/Sully crossroad (Fig. 12, t = 4.1 h) where low velocities were cal-

culated. High velocities (3–6.8 m s-1) and supercritical regime flow (Fig. 13) was

obtained along the main north-southern axis, whilst at street intersections the flow was

generally complex, as both sub- and super-critical regimes developed. Finally, low

velocities (0.5–0.7 m s-1) with subcritical flow regime appeared in the streets oriented

west-east.

Ninety-nine flood marks were recorded on the building walls, and were compared to the

maximum flow depths calculated at the centres of the closest cells (Fig. 14). The average

relative error �Err between the recorded and predicted peak flow depths was 42%, and the

root mean square error RMSE over the entire domain was 0.46 m. Discrepancies were

more pronounced at the eastern and western entries (‘‘zones A and B’’), in ‘‘zone C’’ due to

a sudden narrowing of the Faith street width that may not be accurately represented in the

interpolated mesh, and in ‘‘zone D’’ where the computed flow depths in the narrow streets

were generally lower than the observed values by an average relative error of 28%, mainly

due to the parked cars not explicitly represented in the model. In the southern area, the flow

depth was slightly overestimated in a street located downstream of the Semard street

(‘‘zone E’’).
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4.1.3 Influence of the Strickler coefficient on the simulation results

To investigate quantitatively the influence of the Strickler coefficient on the numerical

predictions, three additional simulations were carried out using different values of Ks.

Table 1 summarizes the comparison between the predicted flood depths and flood marks in

terms of �Err and RMSE. For brevity, only results obtained with two simulations are

presented here: (i) ‘‘Nı̂mes-1’’ simulation, for which the Strickler coefficient was set to

10 m1/3 s-1 in the central zone (except the wide streets of Faita and Semard) instead of

20 m1/3 s-1 as used in the previous simulation (referred to as ‘‘Ref’’); (ii) ‘‘Nı̂mes-2’’

simulation, for which the Strickler coefficient was increased to 40 m1/3 s-1 in the central

zone (except the wide streets of Faita and Semard).

Fig. 12 October 1988 flood event in the city of Nı̂mes. Computed flow depth field at different times
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Compared to the ‘‘Ref’’ simulation, decreasing (‘‘Nı̂mes-1’’ simulation) or increasing

(‘‘Nı̂mes-2’’ simulation) the Strickler coefficient of the central zone did not affect the flow

depth field in the northern zone significantly. A more pronounced effect was obtained in

the central zone and its neighbouring streets, as shown in Fig. 15. In the simulation

‘‘Nı̂mes-1,’’ the flow depth was significantly increased in some streets of the central zone

(Dh \ 0 in Fig. 15a), while the flow depth decreased in the south-eastern area, between

Semard and Beaucaire streets (Dh [ 0 in Fig. 15a) and, to a lesser extent, upstream of the

central zone. An opposite trend was obtained with the simulation ‘‘Nı̂mes-2’’ (Fig. 15b).

On the other hand, changing the Strickler coefficient modified the flow structures in most

streets of the central zone. Moreover, in some streets and intersections, the flow regime

changed from supercritical to subcritical conditions or vice versa (Fig. 16). This may

explain the strong modification of the local flow depths shown in Fig. 15. However, the

distribution of the flow discharge through the downstream boundary streets is hardly

changed.

On the basis of �Err and RMSE, better results were obtained with the ‘‘Ref’’ simulation

(Table 1). Using a uniformly distributed Strickler increased the average relative error and

the root mean square error (e.g. �Err ¼ 48%, RMSE = 0.56 m ‘‘Nı̂mes-2’’ instead of
�Err ¼ 42% and RMSE = 0.46 m ‘‘Ref’’).

Fig. 13 October 1988 flood event in the city of Nı̂mes. Computed flow regime field at the flood peak
(t = 4.1 h)
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4.2 Tous dam-break event

Tous dam is the most downstream flood control structure of the Júcar river basin in the

central part of the Mediterranean coast of Spain (Fig. 17). On 20 and 21 October 1982

extremely heavy rainfalls fell over the Tous dam catchment (area of 17,820 km2), with

an average depth of 500 mm. The total rainfall volume over the basin reached

Fig. 14 October 1988 flood event in the city of Nı̂mes. Comparison between maximum computed peak
flow depths and measured flood marks (Dh = hcomputed - hmeasured)

Table 1 October 1988 flood event in the city of Nı̂mes

Simulations Ref Nı̂mes-1 Nı̂mes-2 Nı̂mes-3

Ks (central zonea)/Ks (rest of the domain) 20/40 10/40 40/40 30/30

�Err (%) 42 47 48 46

RMSE (m) 0.46 0.53 0.56 0.53

Sensitivity analysis to the Strickler coefficient. Comparison between the simulated flood depths and flood
marks
a Except the wide Faita and Semard streets
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almost 600 million m3, largely exceeding the storage capacity of the Tous reservoir

(120 million m3). At 19:00 on October 20, the Tous dam failed, giving rise to a flooding

wave that reached the cities located downstream of the dam, and drastically changing the

Júcar valley morphology. The consequences of this event were catastrophic: 300 km2 of

inhabited land were flooded severely; some 200,000 people were affected and eight

casualties were recorded. One of the most affected cities was the small town of Suma-

cárcel, located about 5 km downstream of the dam. The topography of the town is

mountainous and most of the buildings lie on a steep slope terrain, which protected them

from the river flow overtopping. However, the older part of the town is located closer to the

right bank of a meander of the Júcar river. Thus, it was completely flooded on 20 October

1982, with flow depth reaching 6–7 m at some locations.

The numerical model was applied to simulate the October 1982 dam-break wave along

the Júcar river valley, from upstream of the Tous dam to downstream of the Sumacárcel

town (i.e. 8 km of the valley were modelled). The flooding of this town is a typical

example of an extreme inundation that encompasses both flood propagation along natural

Fig. 15 October 1988 flood event in the city of Nı̂mes. Changes in flow depth in the central zone at peak
flow obtained with a Nı̂mes-1 and b Nı̂mes-2 simulations. Dh is calculated between the Ref and Nı̂mes-1 or
Nı̂mes-2 simulation predictions (i.e. Dh ¼ hRef � hNîmes�1 ;�2)

Fig. 16 October 1988 flood event in the city of Nı̂mes. Computed flow regime fields at the flood peak
(t = 4.1 h) for, a Ref, b Nı̂mes-1 and c Nı̂mes-2 simulations. Dashed contours show the area where the flow
regime is locally changed, thus affecting the local flow depth significantly
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topography (i.e. the Júcar river valley) and subsequent inundation of an urban area

(i.e. Sumacárcel town). This case was selected as a benchmark study for the flood prop-

agation workpackage under the EU funded IMPACT project (IMPACT 2004). A complete

description of the case study and of the data can be found in Alcrudo and Mulet (2007).

4.2.1 Data used for calculation

Accurate topographic data prior to the Tous dam-break wave are not available for the Júcar

river valley. Two Digital Terrain Models (DTM) with 5 m spatial resolution were realized

after this event: the first one (referred to hereafter as 1982 DTM) dates few weeks after the

dam break, while the second one (referred to hereafter as 1998 DTM) dates back to 1998,

i.e. after the construction of the new Tous dam in 1995. Comparison of the 1982 and 1998

DTMs evidenced notable changes in the valley topography, with sediment deposition in the

river bed, and erosion of river banks. These changes may be mainly attributed to the

dredging work that was undertaken during the construction of the new Tous dam, and to

the sediment transport that took place after the 1982 flood event (Alcrudo and Mulet 2007).

In this study, both 1982 and 1998 DTMs were used, thus allowing the investigation of

the influence of the Júcar river valley topography on the extent of inundation zone and

water levels in the Sumacárcel town after the Tous dam-break. The flow discharge hyd-

rograph at the Tous dam was estimated by CEDEX (1989) using field observations,

measurements in a 1:50 scale physical model of the Tous dam and its downstream reach, as

well as hydrologic and hydraulic calculations. The flow discharge hydrograph spanned a

period of about 2 days with a peak discharge of 15000 m3 s-1 (Fig. 18). However, it

should be noted that the peak discharge occurred at 20:00 on October 20, with an abrupt

increase between 19:00 and 20:00, which is in contradiction with field observations

Fig. 17 Location of the Júcar river valley with aerial view from the Tous dam to Sumacárcel city about
one week after the dam break (after Alcrudo and Mulet 2007)
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revealing that maximum water levels in the Sumacárcel town were attained at 19:40. Since

peak-flooding levels should occur after the peak flow discharge and not the opposite, it is

evident that the timing of the peak discharge as estimated by CEDEX (1989) could be

erroneous.

Given the diversity of soils, vegetation coverage and crop fields present in the area

under consideration, it is clear that the roughness varies substantially all over the domain.

Of particular interest, the areas covered with orange trees appear to have a large influence

on the flood propagation, by slowing down significantly the flow velocity. These areas

located near the town were represented in the numerical computations as areas with a

higher friction coefficient, corresponding to a Strickler coefficient of 10 m1/3 s-1. For the

rest of the domain, a Strickler coefficient of 33 m1/3 s-1 was retained, as recommended by

Alcrudo and Mulet (2007). In the computations, a dry bed condition was initially imposed;

therefore, the flow discharge in the Júcar river immediately before the failure of the dam

was neglected. For the downstream boundary condition, the flow was assumed critical.

Due to the size of the valley (about 8 km long, and 1 km wide) and duration of the

October 1982 flood event (about 2 days), a single calculation involving the whole valley

and town would need a long computation time to be performed. Thus, it was decided to

split the simulation of the Tous dam-break event into two sets of calculations: on each

bathymetry, a preliminary simulation of the flood event over the whole valley (river and

the old part of the town) was carried out using a coarse grid mesh and, as upstream

boundary condition, the flow discharge hydrograph shown in Fig. 18. In order to obtain

more detailed results for the flow propagation in the urban area, a second simulation was

performed in a shorter reach of the valley including the older part of the Sumacárcel town:

a refined mesh was used to describe the urban area topography, and the upstream boundary

of the domain was obtained from the preliminary simulation.

In the preliminary simulations, the urban area was simplified by taking into account

only the main streets of the town and by merging some buildings. The density of the mesh

in the urban area was as coarse as possible, i.e. only one cell was used in each street and

each intersection. The grid mesh over the whole valley comprised about 2600 cells for both

1982 and 1998 bathymetries. In the simulations performed with the refined mesh, the

upstream limit of the domain was located at a section just upstream from the town, and the

Fig. 18 October 1982 Tous dam-break event. Inflow hydrographs injected at the upstream boundary of
Júcar river valley
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downstream limit of the domain was located 400 metres downstream from the urban area.

In terms of mesh density within the urban area, 9–16 cells were used in each street, whilst

the number of cells at some intersections could be as high as 20 cells. In total, a grid mesh

of 11,000 cells was used to represent the restricted reach of the valley with both 1982 and

1998 bathymetries. Simulations were carried out on a 3.2 GHz Intel EMT64 cluster station,

and the CPU time for runs with the 1982 and 1998 bathymetries was 115.6 and 59.8 h,

respectively.

4.2.2 General results and comparison of numerical predictions with observations

For both bathymetries, the preliminary simulations showed that differences between the

hydrograph at dam site and the one recorded just upstream from the urban area are not

significant. Indeed, both flow discharge hydrographs have almost the same shape, and the

peak discharge estimated at the dam-break location (15,000 m3 s-1) is reduced by 2.5%

only upstream of the Sumacárcel town.

The predicted maximum flood extents obtained using the refined mesh are shown in

Fig. 19. Water overflowed the Júcar river banks extensively, flooding the town and

reaching depths of up to 8 m at some locations. The extent maps are similar, even though

the computed flow depths in the urban area with the 1982 bathymetry are higher. Finally,

the differences in water elevations between the upper and lower part of the urban area are

less than 0.12 cm in both runs, indicating that the town of Sumacárcel was not subject to

the impact of an inertial flood although the dam break was an extreme flood event. This

conclusion is supported by the findings of the IMPACT project (Alcrudo and Mulet 2004).

Maximum water elevation marks were recorded at 21 locations within or close to the

Sumacárcel town (Fig. 20). Figure 21 compares the predicted water elevations and mea-

surements. Quite large differences can be observed at most gauging points, depending on

the bathymetry data set used in the numerical simulation. Observed differences of about

0.9–1.4 m can mainly be attributed to the differences between the 1982 and 1998 DTMs.

The computed water elevations obtained with the 1982 bathymetry are generally higher

than the field flood marks with an average value of 1.4 m, probably because of the

Fig. 19 October 1982 Tous dam-break event. Computed maximum flood extents obtained using the refined
mesh, with a 1982 bathymetry and b 1998 bathymetry
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sediment deposition that took place in the river bed just after the dam-break wave. The

simulated water levels with the 1998 bathymetry are generally lower than the measured

values, with an average value of 1.7 m, probably due to the deepening of the river bed after

the dredging works carried out between 1982 and 1995. The maximum difference between

the predictions and measurements can be observed at gauge 1, probably because of its

closeness to the upstream boundary of the model, where the inflow condition might include

non-negligible uncertainties (Mulet and Alcrudo 2003). Note that gauges 18 and 21

showed no flooding (zero or nearly zero flow depth).

Fig. 20 October 1982 Tous dam-break event. Locations of the gauges in the streets of Sumacárcel twon
(after Alcrudo and Mulet 2007)
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Fig. 21 October 1982 Tous dam-break event. Comparison between maximum computed peak water levels
and measured water elevation marks. The error bars represent the uncertainty in the field data, as estimated
by Alcrudo and Mulet (2007)
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5 Conclusions and recommendations

A 2-D model for studying flash flood propagation in urban areas was presented and tested.

The 2-D shallow-water equations were solved using an explicit second-order numerical

scheme that is adapted from MUSCL approach. A refined computational mesh, composed

of quadrilaterals and triangles, was employed to represent the urban area topography,

whilst building edges were modelled as solid boundaries. First, a set of laboratory cases

representative of severe urban flood events was used to quantify the relevancy of the 2-D

model. On the experimental study on dam-break wave in the presence of an isolated

building, the numerical model predicted the general flow dynamics (i.e. flow depth changes

and velocity field) following the dam-break wave with fair accuracy. Some discrepancies

were observed between the numerical results and measurements near the building: in such

location the flow was highly 3-D and the assumption of the hydrostatic pressure distri-

bution in the 2-D shallow-water equations was not valid because of water reflection against

the obstacle. An additional source of these discrepancies could be found in the Manning-

Strickler formula used to compute the bottom friction; this formula may not be appropriate

for dam-break waves since it was originally established for uniform-flow conditions. The

influence of a single building on the wavefront propagation was also investigated. The flow

pattern was deeply modified in the near-zone of the building, whilst the far field was less

influenced by the presence of the obstacle, suggesting that this effect can be ignored if only

the far field is under consideration.

In a second step, the capacity of the model to simulate urban flash flooding was verified

using the physical model of the urbanized Toce river valley. The satisfactory agreement

between the predicted and measured flow depths at selected gauge stations for both aligned

and staggered city layouts confirmed the reliability of the model. The influence of the

arrangement of buildings on the flood propagation was assessed, and it was found that the

staggered configuration induced a higher intensity than the aligned configuration, partic-

ularly inside the urban district. This finding is compatible with the ‘‘flood-planned city

concept’’ (Marco and Cayuela 1994).

Finally, the model was tested on the October 1988 flood event in the dense city of

Nı̂mes and the October 1982 dam-break flood in the town of Sumacárcel. For the case of

Nı̂mes city, the numerical simulations showed that more accurate predictions of flow depth

can be obtained when a non-uniformly distributed Strickler coefficient is used. This finding

confirmed that the selection of an appropriate Strickler coefficient for simulating flood

propagation in urban areas is a relevant issue. The average relative error between the flood

marks and predicted flow depths, and the root mean square error (42% and 0.46 m,

respectively) were rather high, but flood marks may not reflect what actually occurred.

Photos taken during the flood event showed in fact that the water surface rose along a few

buildings irregularly due to the presence of waves. This induced serious uncertainties in the

measurements, confirmed by comparing couples of close flood marks (Mignot 2005). In

addition, topographical data may include non-negligible uncertainties. Flow depth devia-

tions larger than 0.50 m constitute 28% of the flood marks. If these deviations were

excluded, for the remaining flood marks (72%) the root mean square error decreased to

0.18 m, which is less than the expected error of 0.25 m from terrain elevations generated

from the DTM. The results for the Tous dam-break case showed that, although the dam

break was an extreme flood event, the town of Sumacárcel itself was not subject to the

impact of an inertial flood. The computed water elevations obtained with the 1982 DTM

(recorded a few weeks after the flood) were generally higher than the field flood marks,

because the ground level was higher than the original one (prior to the dam break); on the
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other hand the numerical results for the 1998 bathymetry were generally lower than the

measurements, due to the deepening of the river bed during the dredging works between

1982 and 1995.

The results presented in this paper appear to be sufficiently encouraging to warrant

further development of 2-D flow modelling as a worthwhile approach for simulating flash

flood propagation in urban areas. Nevertheless, they also draw attention to required

improvements in model parameter estimation (e.g. Strickler coefficient) and terrain data.

Particularly, the effect of sediment transport on river bed changes has to be considered

when urban flooding is attributed to some extreme natural events such as dam-break wave.
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