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From tipping point to tipping set: Extending the concept of regime shift to
uncertain dynamics for real-world applications
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The concept of regime shift generally refers to a deterministic dynamical system switching from an attraction
basin to another after an isolated perturbation. However, when the dynamics is constantly submitted to
random perturbations, the system can go back and forth between attraction basins and the usual concept

ARTICLE INFO ABSTRACT
Keywords:

Regime shift

Socio-ecological systems

Uncertainties

Safe operating space

seems inadequate. To address this issue, we consider a stochastic dynamical system and we assume that its
functioning is satisfactory in a subset of its state space, called the satisfaction set. We define regimes with
respect to the propensity of the system to become and to remain satisfactory. We investigate two indicators
available in the literature: (i) the first-exit time from the satisfaction set and (ii) the sojourn time in the
satisfaction set. Using statistics on these indicators, we define regimes of durable or resilient satisfaction.
Applying the same definitions to the dissatisfaction set, we define durable or resilient dissatisfaction. Our
results show the emergence of a tipping set, equivalent to tipping point in the deterministic case. We illustrate
our approach using three different types of dynamics: two theoretical models based on the exploitation of

natural resources and predator—prey dynamics, as well as the eutrophication of the French Lake Bourget.

1. Introduction
1.1. Assessing regime shifts in social-ecological systems

The concept of regime shift is a powerful tool for describing how
dramatic changes take place in complex dynamical systems, in par-
ticular social-ecological systems (SES), such as changes in tropical
forest (Hirota et al., 2011), in coral reefs (Hughes et al., 2017), in
the thermohaline circulation (Vellinga and Wood, 2002), in exploited
ecosystems (Mathias et al., 2020) or the collapse of Greenland ice
sheet (Pritchard et al., 2009). This concept is mobilized in various
research topics such as the assessment of early warnings (Dakos et al.,
2008), the analysis of experimental data (Dakos et al., 2012) or related
theoretical developments (Lenton et al., 2008; Scheffer et al., 2009).
Generally, these researchers refer to the mathematics of dynamical sys-
tems and use the concepts of equilibrium (stable or unstable), attractor
or attraction basin. A regime is classically associated with the attraction
basin of a stable equilibrium state (Scheffer et al., 2001) (or a set of
attraction basins) and a regime shift is classically defined by the transi-
tion from one attraction basin to another, because of a perturbation or
a slight change in internal feedbacks. The system therefore encounters
an unstable equilibrium, often called a tipping point (Milkoreit et al.,
2018). A small perturbation at the tipping point may push the system
into one attraction basin or into the other (Scheffer et al., 2009; Lenton,
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2013). The perturbations that may lead to a regime shift are considered
one by one, implying that the system reaches a stable state after each
perturbation. Before and after the perturbation, the system evolves
with a single possible trajectory, defined without uncertainty. Hence if
the system crosses a tipping point because of the perturbation, it then
remains in the new attraction basin and a next perturbation is generally
not considered.

However, in practice, socio-ecological systems are characterized
by significant uncertainties (Nuno et al., 2014) and they are subject
to frequent perturbations, for instance because of weather variations.
Mathematically, the uncertainty or the perturbations are modeled by
adding randomness into the dynamics (Scheffer et al., 2009). At any
moment, the system’s trajectory has different possible directions for
continuing its path, and one of them is drawn according to its probabil-
ity. The dynamics are then said to be uncertain. In this case, defining
attractors and attraction basins is less easy. Moreover, supposing this
done, the standard definition of regime shift as a transition between two
attraction basins may become misleading. Indeed, suppose for instance
that, during a period of observation, a system stays in a regime except
for a very short time spent in a second regime. This situation can easily
occur because of the randomness. According to the standard definition,
there would be two regime shifts (one from the first regime to the
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Fig. 1. Assessing regime shifts in the case of uncertain dynamics. In Fig. 1a, the ball-and-cup metaphor may be misleading in the case of a series of perturbations. A regime
shift is defined as the transition from a regime to another one as depicted between time #, and #,. However, if the dynamics are uncertain, the system may bounce back after
a short time (here time r;). This metaphor is represented in Fig. 1b in the case of natural resources extraction. The blue set corresponds to the basin of attraction of non-zero
stable equilibria (any states within this set will converge towards a non-zero stable equilibria) whereas the red set corresponds to the basin of attraction of zero stable equilibria
(any states within this set will converge towards a null biomass). In many cases, the main assumption is that stable equilibria are satisfactory whereas stakeholders want to avoid

population extinction.

second one, the other from the second regime to the first one). But
does this very short time spent in the second regime really matter?
This question is particularly crucial for stakeholders who use or manage
environmental systems. For instance, if an oligotrophic lake becomes
mesotrophic during one season (due to an extreme rainfall), stake-
holders would like to know if the water has high chances to remain
of bad quality in the long-term or if it is likely to soon recover its good
quality.

1.2. The ball-and-cup metaphor can be misleading

The ball-and-cup metaphor (Lamothe et al., 2019) provides an
intuitive representation of regime shifts (see Fig. 1a). This metaphor
has first been used for describing ecosystem stability (Willems, 1970),
its resilience (Holling, 1973) as well as regime shifts (Scheffer and
Carpenter, 2003). The ball rolling on a hilly landscape represents the
state of SES changing over time. The bottom of the cup represents
stable equilibriums where the SES tends to remain. SES may move
about within the cup, never settling at the bottom of the cup because
of uncertainties. On the other hand, SES may also go over a hill
and settle in a new cup. This ball-and-cup metaphor enables us to
understand and discuss the importance of perturbations in SES regime
shifts (Scheffer and Carpenter, 2003). This metaphor is relevant when
considering an isolated perturbation of deterministic dynamics, but it
becomes questionable when random perturbations constantly occur.
For instance, let us imagine two consecutive perturbations (as shown
in Fig. 1a): the first one pushes the system in a new cup (at time ¢, and
the second one pushes back the system into the initial cup (at time #3).
Do we call it a regime shift? In practice, let us consider the problem
of lake eutrophication in the case of variations in weather (variations
in temperature and rainfall for instance). In this case, hot temperature
with high rainfall may cause a temporary eutrophication of the lake.
How long should this episode last to be qualified as “regime shift”?
A few days is too short and several years more than enough for most
stakeholders, but what about one month or one year? The answer to
this question is clearly partly normative. In the following, we try to
generalize and formalize this example.

2. Methods
2.1. Which indicators for assessing regime shifts?

2.1.1. The starting point: defining a “satisfaction set”

In the field of socio-ecological systems, regimes are not only based
on the characteristics of the dynamics (attractors, attraction basins),
they are also related to a qualitative assessment of the state space.
For instance, the oligotrophic states of a lake are considered positive
(or desirable, or satisfactory) because in such states, the water of the
lake is clear, which is favorable to tourism and biodiversity. On the
contrary, the eutrophic states are considered negative (or undesirable
or unsatisfactory) because the water is then invaded by algae and
becomes opaque, which is bad for tourism and biodiversity. Similarly,
in the case of natural resource management, the states offering a
profitable activity while keeping the resource level high enough would
be considered as positive. As we can see, the qualitative assessment of
the states inherently encompasses normative aspects. For instance, in
France, policy-makers should keep the chlorophyll-a concentration in a
lake below 30 mg m~3, otherwise the law imposes some restrictions
on recreational activities in the lake. In the same vein, by national
regulation, forest managers should keep a minimum volume of dead-
wood per hectare of forest in order to favor biodiversity. As shown in
Fig. 2, in some cases such management thresholds are directly derived
from basins of attraction of the system’s dynamics, but in other cases,
probably significantly more frequent, social, political or legislative
processes are their strongest determinants. At the extreme, the goal
can simply be to prevent the system from collapsing. Our framework,
closely related to viability theory (Aubin, 1991; Delara and Doyen,
2008), focuses on keeping a system within a satisfaction set, without
making specific assumptions about this set. It therefore fits all the
previously mentioned usual ways to frame problems of sustainability.

Indeed, at the starting point of our approach, we assume the ex-
istence of a classification of the system states be it derived from
an existing legislation, from the expressed preferences of a group of
stakeholders or from the assessment of the system’s basins of attraction
by scientists. We say that the system is satisfactory when it is in a
positive (or desirable or acceptable) state and unsatisfactory otherwise.
The term “satisfactory” is general enough to include “desirable” or
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Fig. 2. Usual sustainability problems formulated as keeping the system within a
satisfaction set. Each panel shows the satisfaction set (represented in blue) and the
dissatisfaction set (represented in red) associated with a usual sustainability problem.
Panel a illustrates the objective of norm satisfaction: stakeholders aim at keeping the
biomass above a given threshold. Panel b is quite similar with an objective of avoiding
collapse (maintaining survival). Finally, panel ¢ shows the case of staying in the basin
of attraction of desirable equilibria (non-zero equilibria).

“acceptable” as different levels of satisfaction. We assume that a math-
ematical function, classifying states as satisfactory or unsatisfactory, is
available.

Importantly, we also assume that a reliable stochastic model of the
system’s dynamics is available. From any state of the system, this model
provides the set of likely trajectories at the next time steps, with their
probabilities. We are aware that this assumption is demanding but it
seems reasonable to postulate ideal conditions at first in order to derive
clear concepts.

Using this model of the system’s dynamics, a regime is characterized
by the propensity of the system to remain satisfactory (when the system
is already satisfactory) or to become and remain satisfactory (when it
is unsatisfactory). Building upon the literature about indicators charac-
terizing how long a stochastic system stays in a set, such as the first-exit
time (Zhang et al., 2019; Serdukova et al., 2016; Lindner and Hellmann,
2019), the first escape probability (Zhang et al., 2019), the sojourn
time (Lindner and Hellmann, 2019) or stochastic basins of attraction
of a set (Lindner and Hellmann, 2019; Serdukova et al., 2016), we now
define durable satisfaction (or dissatisfaction) and resilient satisfaction
(or dissatisfaction).

Ecological Modelling 496 (2024) 110801

2.1.2. Durable satisfaction or dissatisfaction

If the system is in a state of the satisfaction set, within which
its trajectory is likely to remain a significant time, then the system
is in a state of durable satisfaction. The word durable is used for
underlining that the system is likely to remain in the satisfaction set for
a duration which is significant according to relevant stakeholders. For
this purpose, we consider a time horizon T, which represents a specific
period of interest. We characterize states of durable satisfaction by
distinguishing two situations described by Fig. 3, from which we derive
two possible indicators (see Annex A for all mathematical details):

— the mean sojourn time (MST) in the satisfaction set .S. The
sojourn time in the satisfaction set S within horizon T is the
proportion of a trajectory of duration 7T located in the satisfaction
set. The mean sojourn time (MST) from a given state of the
satisfaction set is the average sojourn time in the satisfaction set
within horizon T over all possible trajectories from the considered
state. The MST measures the durability of satisfaction: a value
close to 1 indicates that the system is likely to remain satisfactory
most of the time horizon. On the contrary, a value close to 0
indicates that the system is likely to be unsatisfactory most of the
time horizon. It is worth noting that other statistical operators,
such as the median or quantiles, may also be relevant for defining
this indicator.

— the median first-exit time (MFET) from satisfaction set S.
The concept of “life expectancy” has been used as a measure of
resilience and has been formalized as the mean exit time from an
attraction basin (Arani et al., 2021). Exit time is a common way
to characterize the stability of stochastic systems (Zhang et al.,
2019; Serdukova et al., 2016; Lindner and Hellmann, 2019; Arani
et al., 2021). In this study, we propose to use this concept as the
basis for an indicator. Suppose that the system has just crossed
the limit of the satisfaction set .S and is in the dissatisfaction set
(denoted S as the complementary set of the satisfaction set .5). We
assume that decision-makers want to know how long the system
will remain in this dissatisfaction set S, or in other words, what is
its “life expectancy” in this set. To answer this question, we aim
to determine the exit time of the system from this dissatisfaction
set S and its corresponding entrance time into the satisfaction
set S (time f; in Fig. 1). Similarly, decision-makers may also
want to know how long the system remains in the satisfaction set
S. In both cases, we use an indicator based on the distribution
of the first-exit time described in Fig. 3. Specifically, we focus
on the median first-exit time (MFET), which corresponds to the
probability of 0.5 for the system to stay in the satisfaction set for
at least a time equal to the MFET. We note that the mean first-exit
time was not used because it can be infinite only with a single
trajectory remaining infinitely in the satisfaction set, making its
approximation challenging, whereas we just need to determine
the cumulative exit-time distribution for 50% of the population
for the MFET. Therefore, an infinite value of first-exit time for a
single trajectory does not lead to an infinite value of the median:
the value of the first-exit time (finite or infinite) itself does not
matter in this case, what matters is its comparison with the
threshold defining the median. Finally, in practice, we consider
trajectories of finite duration T - the time horizon of interest - and
we divide the exit-time by 7T, getting a normalized value between
0 and 1. A normalized MFET equal to 0.8 corresponds to a state
from which half the trajectories stay in the satisfaction set during
more than 0.87.

A particular attention has been paid to selecting these indicators,
ensuring that they apply to uncertain dynamics and converge to the
classical definition of deterministic regimes when the noise vanishes
(refer to SI for proofs). We associate a “durability threshold” (d) to both
the normalized MFET (Mean First Exit Time) and MST (Mean Sojourn
Time) indicators interchangeably. For clarity, the durability threshold
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Fig. 3. Indicators used for assessing regime shifts. The satisfaction set is shown in green and the dissatisfaction set is shown in yellow. For defining durable satisfaction and
durable dissatisfaction regimes, we use cumulative probability of two indicators for assessing regime shifts. We use the median first-exit time in order to avoid infinite sum in the
case of mean indicator (e.g. only one collapsing trajectory will keep the system for an infinite time, involving an infinite mean). We also use the mean proportion of time being

in a satisfaction state during a given time horizon T.

d € [0, 1] represents the minimum value of the indicator required for
the satisfaction from this state to be considered as durable. The durable
satisfaction set denoted by D(S,d) (and, the durable dissatisfaction set
by D(E, d)) is thus the set of states from which the durability indicator
is (MST or MFET) is higher than d.

2.1.3. Resilient satisfaction or dissatisfaction

In addition to defining states of durable satisfaction it is also im-
portant to assess if, from unsatisfactory states (i.e. located in the
dissatisfaction set), the system could become durably satisfactory after
a reasonable time. Indeed, from some states located in the satisfaction
set and outside the durable satisfaction set, the system could also reach
the durable satisfaction set after a reasonable time. This corresponds
to the core idea of resilience, which is to recover a property (Holling,
1973, 1978; Martin, 2004; Deffuant and Gilbert, 2011; Mathias et al.,
2018). Here the property to recover is the durable satisfaction. The
“reasonable time” needs to be assessed by an indicator that measures
the time required to reach the durable satisfaction set D(SS,d). Among
possible indicators, we use the median reaching time (MRT) into the
durable satisfaction set within the time horizon T (this is equivalent
to the median first-exit time from the complementary of the durable
satisfaction set), divided by time horizon T in order to get a value of
the indicator between 0 and 1. Then, the states of resilient satisfaction
are the states where the satisfaction is not durable, and the median
reaching time to the durable satisfaction set is below a given threshold
r < 1. The resilient satisfaction set R(S,d,r) is the set of states located
outside the durable satisfaction set D(S,d), for which the median
reaching time to D(.S, d) within horizon T is lower than rT. The resilient
dissatisfaction set R(S,d,r) is defined similarly by replacing .S by S.

2.1.4. Tipping regime and regime shifts
Overall we defined the following regimes:

— a “durable satisfaction” regime defined by the set of points in
the durable satisfaction set. The system in such a regime has
the indicator of satisfaction durability (mean sojourn time MST
or median exit time MFET) higher than durability threshold d,
therefore the system is expected to stay in the satisfaction set
S longer than d7, where T is the time horizon. This set is
represented by dark blue color in the figures and is denoted by
D(S,d) in what follows;

— a “durable dissatisfaction” regime defined by the set of points
already in the durable dissatisfaction set. Similarly, the system is
in this regime when its indicator of dissatisfaction durability (MST
of MFET) is higher than the durability threshold d, therefore the
system is expected to stay in the dissatisfaction set longer than
dT. This set is represented by dark red color in the figures and is
denoted by D(S, d) in what follows;

- a “resilient satisfaction” regime defined by the set of initial points
located outside the durable satisfaction set D(S,d) that have a
high probability to come back in this durable satisfaction set
in less than rT where r is the resilience threshold (and the
probability measure is based on the median reaching time). This
set is represented by light blue color in the figures and is denoted
by R(S,d,r) in what follows;

— a “resilient dissatisfaction” regime defined by the set of initial
points located outside the durable dissatisfaction set D(S, d) that
have a high probability to come back in this durable dissatisfac-
tion set in less than rT according to the resilience indicator r
(The median reaching time indicator is lower than r). This set is
represented by light red color in the figures and is be denoted by
R(S, d,r) in what follows;

Moreover, the union of the previously defined sets generally fails
to cover the whole state space, leaving a set of states where the
satisfaction and the dissatisfaction are neither durable nor resilient.
We called this set the “tipping set” that we associate with the “tipping
regime”. In this regime, the satisfaction or dissatisfaction are expected
to be unstable. This set is colored in white in the figures and is
denoted by T'ip(S,d,r) in what follows. As we will see in the following
examples, this tipping set shows similarities with tipping points in
the deterministic case. Moreover, the tipping set converges to tipping
points when noise vanishes. Finally, regime shift takes place when the
trajectory of the system shifts from one regime to another one.

3. Results

3.1. Illustration with a generic model of exploited ecosystem: emergence of
tipping sets

3.1.1. A stylized model of renewable resource exploitation
We consider a generic model of exploitation of renewable resources,
such as forest or fisheries for instance. Among the existing models, we
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Fig. 4. Influence of time horizon T on deterministic regimes (with a durability threshold d = 0.75 and a resilience threshold r = 0.1). Regime defined by MFET and MST
are similar because of the bistable properties of our system (see main text). Durable (dis-)satisfaction sets (dark blue and red sets) correspond to system states that may stay in
a (dis-)satisfaction set during d x T (e.g. 37.5 time steps for T = 50, for d = 0.75). The resilient (dis-)satisfaction states sets (light blue and red sets) includes the states that may
reach in a durable (dis-)satisfaction set during r x T (e.g. 5 time steps for T =50 for r = 0.1). Considering a time horizon T leads to the appearance of tipping sets (white sets). A
regime shift is defined as the shift between two regimes, for instance from point A to point B or from point A to point C (see for T = 50). Increasing the time horizon T (see for

instance T = 200) leads to fit the classical definitions of regimes (represented in Fig. 1b).

choose the dynamics of a harvested resource, represented by the bioe-
conomic model proposed by Clark (1973) and inspired from Anderies
et al. (2019) (see Annex B for more details):

Bt+1)= B()+[g(K - B(®)(B() — ) — hB(1)]At
+opE At

@

Biomass B(f) of the ecosystem at time ¢ depends on the level
of harvest h (we set catchability to 1), the ecosystem regeneration
capacity g, the maximum carrying capacity K of the ecosystem and
a critical depensation a. € are independent draws from a unit normal
distribution, and op is the standard deviation of the noise for the
biomass B(t). We reset biomass value to zero when they turn negative
due to system dynamics, and then initiate a system restart through
an exogenous contribution. The satisfaction is defined by the biomass
being higher than a threshold (x(r) > 1).

3.1.2. Deterministic dynamics

In this section, we first consider the deterministic case (i.e; noises
op = 0). Hence, there is only one trajectory from a given initial state.
Therefore, MFET and MRT are simply the first exit and reaching times
and the MST is the proportion of time a trajectory of duration T spends
in the (dis-)satisfaction set. In the case of bistable systems, like the
bioeconomic model we consider, once the system has exited the (dis-
)satisfaction set, it does not come back. Therefore MFET- and MST give
the same results because the normalized first-exit time corresponds to
the proportion time for a given time horizon T'.

Here we consider a durability threshold d = 0.75 and a resilience
threshold r = 0.1 and different values of time horizon T. For the sake
of coherence, we choose a value of d (threshold on duration of the
satisfaction) greater than the value of r (threshold on time to reach
durable satisfaction): we privilege situations with high durability and
high resilience.

As shown in Fig. 4, the durable satisfaction set D(S,d) (dark blue
set) is larger than the reference case (see Fig. 1b) for small time horizon
(see for instance T = 10) because this set contains states that were
previously in the set from which dissatisfaction states can be reached.
In this case, these states are in the durable satisfaction set because
of the time scale of interest: even if the system ultimately reaches
dissatisfaction states, it reaches them beyond the time horizon.

Besides, a tipping set appears (white areas). In this set, either the
(dis)satisfaction is not durable (white areas in the (dis)satisfaction
set) or the medium time to reach the durable (dis)satisfaction set is
too large. Then, when the time horizon increases (see T = 200 for
instance), regimes of durable (dis)satisfaction converge to the classical
definition of regimes, associated with the attraction basin of satisfactory
or unsatisfactory states. If the time horizon is infinite, when starting
from any state within the durable satisfaction set, the system remains

in the satisfaction set indefinitely. Moreover, all states that reach the
durable satisfaction set in finite time belong to the resilient satisfaction
set, as illustrated by Fig. 1b.

Finally, a regime shift is defined as the shift from one regime to
another. For instance (see figure for time horizon T = 50), we have a
regime shift from point A to point C as well as another regime shift from
point A to point B. Note that other definitions of regime shifts may be
used as the shift from durable/resilient satisfaction regimes (blue sets)
to durable/resilient dissatisfaction regimes (red sets).

3.1.3. Uncertain dynamics: ecosystem may benefit from uncertainties in
collapsing case

We now consider perturbations in our system in terms of biomass
by adding noises to dynamics described in Equation 1 (5 = 0.3). We
consider the same durability and resilience thresholds ¢ and r used in
the previous section (d = 0.75, r = 0.1) in order to compare uncertain
cases with deterministic cases. Figs. 5-a and -b represent the different
regimes in the uncertain case.

Considering uncertainties make MFET- and MST-based results dif-
ferent: unlike the deterministic case, the system can exit the (dis-
)satisfaction set and come back inside because of the uncertainties.
For instance, a trajectory can exit very early the satisfaction set and
come back durably in the satisfaction set: this case corresponds to a
low value of the first-exit time and a high value of the sojourn time.
Therefore, MST-based regimes are larger than MFET-based regimes,
especially when the time horizon increases because the impact of early
exits on MFET is greater than on MST. Compared to the deterministic
case (Fig. 4), adding uncertainties to the dynamics also increases the
tipping sets and changes the shapes of regimes. Finally, the effect of
uncertainties on the regimes depends on the time horizon T": the higher
the time horizon T, the higher the probability to exit the satisfaction
set, the smaller the durable satisfaction set. Therefore, uncertainties are
more likely to affect the shapes of durable/resilient (dis-)satisfaction
sets when the time horizon is large (see T = 200 for instance) than
when time horizon is small (see T = 10 for instance).

Because uncertainties shrink not only the durable satisfaction set
but also the durable dissatisfaction set, uncertainties may actually help
save the collapsing ecosystem by tipping it towards the tipping set and
potentially towards a satisfaction state.

3.2. Illustration with Lotka—Volterra dynamics: regime shifts of cyclic
ecosystem

3.2.1. The Lotka—Volterra model
We now consider a cyclic ecosystem with the Lotka-Volterra
predator—-prey model. Let us consider dynamics of prey density x and
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predator density y as follows (see Annex B for more details):

witha=1,b=0.5,c =0.5 and e = 0.5. € are independent draws from
a unit normal distribution, and o, and o, are the standard deviations
of the noise for the prey density x(r) and for predator density y(r)
respectively. Note that we use the Runge-Kutta method for solving
Eq. (2). The satisfaction is defined by the prey density being above a
threshold (x(¢) > 1). Deterministic and uncertain regimes are reported
in Fig. 6 in the case of MFET and MST indicators.

The Lotka-Volterra model demonstrates a “center” equilibrium,
around which the system trajectories form orbits. However, due to the
cyclic nature of the dynamics, the system never actually reaches this
equilibrium point. Instead, the orbits continue indefinitely, exhibiting
periodic behavior. This equilibrium is represented by a yellow star in
Fig. 6.

Unlike in the previous case, the MFET-based and MST-based regimes
are now completely different because the dynamics is cyclic. On one
hand, the cycles lead the system to exit the satisfaction set in a short
time, yielding a low value of MFET (dark blue set in Fig. 6a). On the
other hand, the time spent in dissatisfaction states is short, with the
majority of cycles being in a satisfaction state. This yields a larger
durable satisfaction set for the MST-based regime (dark blue set in
Fig. 6b).

Furthermore, MFET-based regimes are more sensitive to the
predator-prey densities because the predator-prey cycles depend on
the initial conditions. For instance, the first-exit time from the satisfac-
tion set is higher for high initial density of preys and low initial density
of predators because the density changes are then faster.

Finally, the noise also modifies the shapes of the MFET or MST-
based regimes differently. While it increases the size of the MFET-based
tipping set (as shown in Fig. 6¢), it has a relatively minor influence
on MST-based regimes (as shown in Fig. 6d), since the noise does not
significantly alter the mean sojourn time spent in the satisfaction set.

x(t+1)=
ye+1) =

x(t) + x(t)[a — by(1)1At + o,€,,1 At
() + y(Dlex(@) — eldt + o€, At

@

3.3. Illustration with Lake Bourget

3.3.1. Introduction

Lake Bourget is located in the French Alps, with a surface area
of 44.5 km?; mean depth equal to 80 m (with a maximum depth
equal to 147 m). There are two main input flows into the lake (the
Leysse and Sierroz rivers) which are responsible for 80% of the wa-
ter inflow. Stakeholders have dealt with eutrophication issues since
the 1960s (Vincon-Leite et al., 1995). Several mitigation measures
have been done in order to reduce the eutrophication of Lake Bour-
get (Jacquet et al., 2012) with an objective of phosphorous loading
reduction to 30 tons.year~! and a maximum phosphorous concentration
in the lake of 10 pg L~1. For instance, two mitigations are the building of
an effluent treatment station in the 80 s and a polluted-water retention
basin more recently to prevent the effluents from being rejected into
the lake.

3.3.2. Eutrophication model with inter-annual rainfall variability

We use the model developed and calibrated in Brias et al. (2018).
A full discussion about the model and the lake history can be found
in Brias et al. (2018). Hereafter, we remind the main rationale. We use
a linear relationship between total rainfall and total phosphorous load
in catchments (Ockenden et al., 2016). The phosphorous loading into
the lake at year ¢, is denoted L(¢), and can be written as a linear function
of rainfall level R(¢) at year t:

L(t) = a, R(t) + q 3

From the CISALB annual reports (Jacquet et al., 2012) that give
annual phosphorous loading and annual rainfall from 2004 to 2016,
ay and a; have been calibrated (see Brias et al. (2018) for more
details). Rainfall is assumed to follow a normal distribution based
on the measures from 2004 to 2016 (with a mean up = 1154 and
a standard deviation oy 178.2). We use a model of phosphorous
dynamics developed by Carpenter et al. (1999) and also used in Rougé
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time is less impacted because of the cyclic nature of the dynamics.

et al. (2013). This models represents the dynamics of the phosphorous
mass in the lake as follows:
P!

P(1)7 + md )

P(t+1)= P(t) + | L(t) — (s + h)P(t) + v
where s is rate of sedimentation, & is rate of out-flooding P(z), v is
maximal mass of P(r) recycled by sediments, ¢ is the exponent of the
recycling curve, depending on the type of the lake, and m is the P(r)
mass for which recycling reaches half of the maximal rate. There are
interactions between these processes, so the differential equation has
to account for the possibility of several sedimentation and recycling
events during a single year. Using Eq. (3), Eq. (4) becomes:

P@)?

P(t+1)= PO+ |a,RO) +ay— (s+h)P(t) + Um

%)
It enables to express directly the phosphorous concentration according
to rainfall inter-annual variability. The satisfaction is defined as the
phosphorus concentration being below the mesotrophic threshold.

3.3.3. Results

Fig. 7 presents results in terms of dynamics and regimes of Lake
Bourget. Firstly, we depict the “classical” regimes, which are defined
by the basins of attraction of deterministic equilibriums, in Fig. 7a.
Subsequently, based on this classical definition, we identify the years
2007, 2008 and 2013, 2014 as regime shifts due to the system crossing
a tipping point.

Despite the apparent regime shift in 2013 according to the classical
definition of regimes, it was already in a durable satisfaction regime for
both MFET- and MST-based regimes (Figs. 7b and c). It is noteworthy
that the shape of regimes, represented in Figs. 7b and c, is entirely
different in the uncertain case compared to the classical definitions of
regimes in Fig. 7a. This is due to the significance of rainfall dynamics
resulting from rainfall uncertainties. It leads to two regime shifts: one

in 2006 (from durable dissatisfaction set to the tipping set) and another
one in 2013 (from the tipping set to durable satisfaction set).

Indeed, if we consider a deterministic constant rainfall around its
annual mean (1154 mm per year), the phosphorus dynamics would
converge to a satisfactory attractor of around 20 tons of phosphorus
in the lake. However, this would not provide information regarding
the trade-off between the dynamics of phosphorus and the influence
of uncertainties coupled with this dynamics (such as the crossing of
tipping points and tipping set in 2013 caused by uncertainties).

Finally, it is worth highlighting the difference between MFET- and
MPT-based regimes for heavy rainfall (>1500 mm) just below the
mesotrophic threshold (around 35-40 tons of phosphorous input). In
this region, the lake has two key characteristics: (1) a high probability
of crossing the mesotrophic threshold in the short term due to the
deterministic component of the lake dynamics (i.e., basin of attraction
of unsatisfactory attractor), leading to a low value of MFET; and
(2) a high probability of returning below the mesotrophic threshold
after leaving the satisfaction set because of the uncertain component
of the dynamics (i.e., rainfall mean is in the basin of attraction of
satisfactory attractor), leading to a high value of MST. Therefore, this
region (i.e., heavy rainfall under the mesotrophic threshold) is included
in the MST-based durable satisfaction set, but it is not in the MFET-
based durable satisfaction set. This example illustrates how the choice
between MFET and MST can be made in practice: if the political
objective is to avoid any dissatisfaction, stakeholders should privilege
MFET. Conversely, if temporary dissatisfaction is acceptable, MST is
preferable.

4. Discussion and conclusion
Social-ecological systems are inherently complex, which makes

many concepts, such as “regime shifts” or “safe operating space” (Rock-
strom et al., 2009), hotly debated within the SES community. These
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Fig. 7. Dynamics of lake Bourget and representation of regimes. We choose a time
horizon T equal to 13 years - like experimental data — with an objective to stay 7 years
satisfied (leading to a durability threshold 4 = 0.54) and to come back on 3 years if
the lake is not oligotrophic (leading to a resilience threshold r = 0.23). According to
classical definition of regime shifts, lake Bourget encountered regime shifts in 2007,
2008 and 2013, 2014 (see Fig. 7a) because it crossed a tipping point. According to
MFET- and MST based approach, the lake was in an dissatisfaction regime until 2005.
Then, in 2006, it enters the tipping set, leading to the first regime shift. A second
regime shift occurs when the lake enters the durable satisfaction set in 2013.

debates often refer to concepts of regime shifts and tipping points,
which are defined for deterministic systems, while the dynamics of SES
is generally deeply uncertain. With the aim to clarify these debates, we
propose definitions of regimes and regime shift that explicitly deal with
uncertainty. It is important to stress that, at first, our approach requires
defining a satisfaction set. Indeed, the regimes are directly related to
the likelihood to keep or recover and keep this satisfaction. We use
statistics on the exit time from the satisfaction set or the sojourn time
in it as indicators of durability. These indicators clearly depend on the
objectives defined by stakeholders. According to the case study, both
indicators may or may not provide similar insights. For instance, in
lake eutrophication, differences in sets defined by MST or MFET are
small (see Figs. 5 and 7). However, using one indicator or another may
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yield significant differences as depicted with the Lotka-Volterra model
(see Fig. 6); choosing MFET or MST significantly change the durable
(dis-)satisfaction sets. The regimes are thus defined with respect to the
satisfaction set and the chosen indicators. The satisfaction set generally
incorporates social and economic norms but it can also be a hypothesis
to be tested. Acknowledging the normative or hypothetical nature of
this set is an essential clarification. Indeed, all the subsequent results
depend on these initial choices hence they can be considered as nor-
mative as well. Moreover, the approach also relies on other normative
choices: what is the time horizon? How long should the system remain,
on average, in the satisfaction set for the satisfaction to be considered
as durable? What is the maximum acceptable average reaching time
for the satisfaction to be considered resilient? The relevance of these
choices and of the ones related to the satisfaction set, is rooted in
the general knowledge about the socio-ecological system (Anderies
et al., 2019), including social and economic norms of its stakeholders.
Changing norms (Nyborg et al., 2016) or information tools (Bourceret
et al., 2023) can thus have a strong impact on the satisfaction set and
consequently on the durable or resilient satisfaction regimes.

The practical use of our approach remains to be tested on the
ground. We can expect its flexibility to be an asset. In particular, the
objectives of the stakeholders may inform the choice of the indicator
of durability. Indeed, if stakeholders focus on the life expectancy of
the system, the exit time is certainly preferable while if they focus
on the ratio of good functioning, the sojourn time is better. For some
applications, these thresholds may depend on “norms”: for instance
keeping lake concentration above a given threshold during the op-
erating period. In other cases, these thresholds may emerge from
discussions between stakeholders. Finally, sensitivity analysis may be
used in order to analyze the trade-off between durability and resilience.
It may help stakeholders to better understand not only the interplay
between durability and resilience but also the effect of uncertainty
and of the time horizon. However, a serious limitation to the practical
use of our approach is its requirement for a reliable mathematical
expression of the system’s dynamics, including its uncertainty, which
is not often available. We may apply our approach to different types of
stochastic models. However, the main issue will be the computation
time. For instance, in the case of agent-based models, we will face
problems associated with the heavy computation time because of the
number of state variables required for describing the system. Therefore,
computation of satisfaction sets seems difficult in practice for agent-
based models. However, assessing the durability of (dis-)satisfaction
from a given initial state of an agent-based model seems feasible by
calculating the metrics for this initial state by running several replica.
Assessing the resilience of this state will require to calculate the durabil-
ity of all states reached from this initial state. Furthermore, identifying
uncertainties in SES remains a key-challenge with limited solutions,
not only from experimental data but also in scenarios and models in
support of decision-making (Rounsevell et al., 2021). Therefore, new
tools that can more effectively capture the uncertain dimensions of SES
need to be developed from uncertainties assessment to their integration
in decision-making.
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Annex A. Theoretical framework

A.1. Dynamical system

The system is described by state variable x(r) € X, varying over time,
representing for instance the phosphorous concentration in a lake or
the biomass of an exploited ecosystem. More generally, the state can
involve several dimensions, like the concentration of phosphorus and
the temperature of a lake. For simplicity, we assume that the time is
discrete and the dynamics of the system writes:

x(t+1) = f(x(@), w(t+ 1)). 6)

Function f determines the next state x(¢+ 1) of the system from current
state x(¢). The uncertainty of the system is modeled by the value
w(t+ 1) which is independently drawn from a random variable W (¢ + 1)
according to a given probability distribution. This random variable can
represent for instance the variations of phosphorus input in a lake,
because of rain intensity variations.

A.2. Satisfaction and dissatisfaction sets

The satisfaction set S C X is often defined by thresholds on the
state variables. For instance in the case of a single state variable, the
satisfaction set is often defined as follows:

S={xeX,Cc™ <x<Cm™} %)

Where C™" and C™* are the minimum and maximum acceptable
values of the state variable. In the case of a resource exploitation,
C™n would be the minimum acceptable level of the resource from an
ecological point of view and C™** the maximum acceptable level of the
resource from economic stakeholders.

However, of course in some cases the satisfaction set is defined with
more complicated mathematical functions than constants. Here, we
simply assume that a mathematical function is available for computing
if any state x is in the satisfaction set or not.

The dissatisfaction set S is the set of states that do not belong to the
satisfaction set S.

Now, we mathematically define the indicators assessing how long
the system is likely to remain in the satisfaction set. We assume that
a time horizon T, which expresses the long term in the context of the
system, is identified.

A.3. Durable satisfaction and dissatisfaction defined with median exit time
Assume that the system is initially i the satisfaction set at state

x(0) = x, € S and that the components of w; = (w(l),...,w(T)) are
realizations of the random variables (W (1), ..., W(T)). From the values
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xo and oy we compute a trajectory (x(0),...,x(T)) = x(xq,w7) of the
system by iterating equation (6).

The first-exit time 7¢(x,, wr) of trajectory x(x,, wy) is the maximum
time ¢+ < T for which the trajectory x(x(,w,) of duration ¢ remains in
the satisfaction set .S:

Tg(xg, wp) = max{t € {0,1,...,T} | x(xg, w,;) C S}. (8)

Note that, if the trajectory remains in S for the whole time horizon
T, the exit time is T, which approximates infinity in this context.

The median first-exit time from x, € .S within horizon T, 7¢(x,), is
the median value of the first-exit times 74(x,, wy) over all trajectories
x(xg, wy) generated by all the realizations w;. Thereforerg(x,, wy) is
defined by:

P (zg (xp, wp) < T5(xq)) = 0.5. (©)

In practice, this median value is approximated by running a large
number of random trajectories of T time steps from x,.

Then, defining the set of durable satisfaction requires to choose
a minimum proportion 0 < d < 1 of the time horizon. Denoted by
D,(S,d), the set of durable satisfaction includes all states x, € S for
which the median exit-time from S within horizon T is greater than

dT:
D.(S.d) = {xy € 5,75(xp) 2dT} . (10)

Note that the lower the threshold d, the less demanding is the
condition on the trajectories, hence the larger is the set of durable
satisfaction.

Similarly, we define the set of durable dissatisfaction by replacing
the satisfaction set .S by the dissatisfaction set

D,(S.d)= {xo €5, 75(x0) 2 dT} . an

In the deterministic case, there is only one possible trajectory and
one value of the first-exit time for a given initial state. Therefore, the
median first exit time is then this first-exit time of the single trajectory.

A.4. Durable satisfaction and dissatisfaction defined with mean sojourn
time

We now define #5g(xq,w7), the sojourn time of the trajectory
x(xy, wr) in S within time horizon T, as the number of time steps ¢
for which the trajectory x(x,, ;) is in S:

ns(xpwr) =#{t € {1,....T}| x(t) € S}, (12)

where #A4 denotes the number of elements in set A. In our case, it
remains to count the number of time steps during which the system
stays desirable. From this sojourn time, we define the mean sojourn
time from point x;, € S, 75(x(), as the mean of sojourn times over all
the values of w; :

Ais(xo) = ). ns(xg, op)P(@r). 13)
o

In this definition, for sake of simplicity we assume that the set of
possible noise vectors wy is discrete. Generalizing to a continuous set
of noise vectors would change the sum into an integral. In practice, this
indicator is approximated on a large number of random trajectories: we
run 1000 simulations and we calculate the mean value of the sojourn
time of these 1000 simulations.

Then, the set of durable satisfaction, D,(S.d), is defined like previ-
ously using a minimum proportion 0 < d < 1 of the time horizon T,
as the set of the points in .§ having a mean sojourn time in S within
horizon T higher than dT:

D,(S.d) = {xg € S.7s(xg) 2 dT}. as

Of course, the set of durable dissatisfaction is defined like previ-
ously. Only the indicator changes, mean sojourn time replacing median
exit-time.

D,(5.d) = {x € S.igtx) 2 dT }. 15)



J. Mathias et al.
A.5. Resilient satisfaction and dissatisfaction

We now aim at identifying states that are not in the durable sat-
isfaction set, but are likely to reach this set in a relatively short time
(with respect to horizon T'). Following several previous works (Martin,
2004; Deffuant and Gilbert, 2011), we say that these points belong to
the resilient satisfaction set.

Let the set of durable satisfaction be D(S,d). We assume that the
indicator used to determine this set can be exit or sojourn time and
we omit the subscript designating this indicator. The set of resilient
satisfaction R(S,d,r) is defined as the points reaching D(S,d) in a
maximum proportion 0 < r < 1 of the horizon, as follows:

R(S.d.r) = {xo € DS, d), F—(x0) < rT} , (16)

D(S.d)
where D(S,d) is the complement of the set of durable satisfaction
D(S,d). Indeed, the exit time from D(S,d) is the reaching time into
D(S, d). Note that, with deterministic dynamics, if r = 1 and the horizon
T tends to infinity, this definition coincides with the attraction basin of
D(S,d).

Similarly, we define the resilient dissatisfaction set, R(g, d,r) as:

R(S.d,r) = {xo € D(S. d), AT@(xO) < rT} . a7

D(S.
A.6. Tipping set

Finally, a part of the state space in which the satisfaction or the
dissatisfaction are neither durable nor resilient. This set is called the
tipping set:

Tip(d,r) = D(S,d) U D(S,d) U R(S,d,r)U R(S, d,r). (18)

Note that, for deterministic dynamics, when time horizon T tends to
infinity, the tipping set tends to the set of unstable equilibriums, which
are the classical tipping points.

Annex B. Simulations

B.1. Introduction

For stochastic simulations, we run 1000 simulations for calculating
MFET, MST and MRT indicators. We employ a discretization of 200
steps per dimension for the state spaces in the following models. The
time step 4z is equal to 1. The codes are available here: https://github.
com/jdmathias/tippingset

B.2. A harvested population model

The dynamics of a harvested population, in our model, are repre-
sented by the classic model proposed by Clark (1973) and is inspired
from Anderies et al. (2019):

B(t+1) = B(t) + [g(K — B(t))(B(t) — a) — hB(t) + o ge,, 114t (19)

Where the variable B(f) represents the biomass of the ecosystem
at time ¢ and depends on the level of exploitation h. Overexploitation
may lead to the collapse of the population and is characterized by the
level of biomass. Therefore, C,,, represents the minimum acceptable
biomass level and is set at 1 according the simulations. The ecosystem
parameters have been fixed according to Anderies et al. (2019): r that
represent the ecosystem regeneration capacity (set at g = 0.25); K
that represents the maximum carrying capacity (set at K = 4) of the
ecosystem and a that represents the sigmoid predation consumption
coefficient (set at a = 0.25) of the ecosystem. ¢ are independent draws
from a unit normal distribution, and o is the standard deviations of
the noise for the biomass B(t). We have chosen the medium values
of o5 : high values would lead to recurrent collapse of the ecosystem
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whereas low values would lead to obvious results (close to the classical
deterministic ones). We set o5 = 0.3. Note that when biomass x(f) < 0,
we set it to O but we let the possibility to increase again (exogenous
regeneration). Finally, calculations have been done with the durability
threshold d = 0.75 and the resilience threshold r = 0.1.

B.3. The Lotka—Volterra model

We now consider a cyclic ecosystem with the Lotka-Volterra
predator—prey model. Let us consider dynamics of preys x and predators
y as follows :

{

with @ = 1,6 = 0.5,¢ = 0.5 and e = 0.5. ¢ are independent draws from
a unit normal distribution, and o, and o, are the standard deviations
of the noise for the preys x(r) and for predators y(¢) respectively. The
sustainable constraint boils down to maintain the prey density above a
minimum acceptable biomass (x(f) > 1) during a time horizon 7. For
the algorithm, we use a Runge-Kutta method (with a step 4 equal to
0.1 time step) as follows :

x(t+1) =
Wi+ 1) =

x(t) + x()[a — by(1)14t + o€, At 20)
YO + y(Olex(r) — e]At + 0,6, At

klx = x(t) * (a— b = y(1))

kly = y(t) * (c * x(t) — e)

k2x = (x(@®)+ h/2 % klx) x (a— b * (@) + h/2 * kly))

k2y = V(@) + h/2 % kly) = (c = (x(t) + h/2 % klx) — e)

k3x = (x(@®) + h/2 % k2x) * (a — b = (y(t) + h/2 * k2y))

k3y = V(@) + h/2 % k2y) = (c = (x(t) + h/2 * k2x) — e)

kdx = (x() + h % k3x) % (a — b * (y(t) + h * k3y))

kdy = (@) + h * k3y) = (c * (x(t) + h * k3x) —e)

x(t+h)= x(t)+h/6 % (klx +2 % k2x + 2 = k3x + kdx) + 6?8,+h
Ya+h) = YO +h/6 % (k1y+2 % k2y+2 % k3y + kdy) + olte,

2D

We set o’ = 0')’} = 0.005 for uncertain simulations.

B.4. Lake eutrophication

A full discussion about the model and the lake history can be found
in Brias et al. (2018). The phosphorous loading into the lake at year ¢,
is denoted L(¢), and can be written as a linear function of rainfall level
R(t) at year t:

L(t) = a;R(?) + a, (22)

Rainfall follows a normal distribution (Jacquet et al., 2012) based
on the measures from 2004 to 2016 (with a mean up = 1154 and
a standard deviation o = 178.2). We use a model of phosphorous
dynamics (Carpenter et al., 1999; Rougé et al., 2013):

P@)

Pit+1)= P+ m

L) —(s+hPt)+v (23)
where s is rate of sedimentation (s = 2.1476yr~'), h is rate of out-
flooding P(t) (h = 0.12yr~!), v is maximal mass of P(t) recycled by
sediments (v = 367.04tons.yr~1), q is the exponent of the recycling curve
(g = 2.2222), depending on the type of the lake, and m is the P(f) mass
for which recycling reaches half of the maximal rate (m = 96.85). Using

Eq. (22), Eq. (23) becomes:

P(1)

— | At
P(t)q + m4

Pt+1)=P@t)+ |a;R(t) +ay — (s+ HP(t)+v (24)
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