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Abstract. The global retreat of glaciers is dramatically altering mountain and high-latitude landscapes, with new 

ecosystems developing from apparently barren substrates1–4. The study of these emerging ecosystems is critical to 

understanding how climate change interacts with microhabitat and biotic communities and determines the future 

of ice-free terrains1,5. Here, using a comprehensive characterization of ecosystems (soil properties, microclimate, 

productivity and biodiversity by environmental DNA metabarcoding6) across 46 proglacial landscapes worldwide, 

we found that all the environmental properties change with time since glaciers retreated, and temperature 

modulates the accumulation of soil nutrients. The richness of bacteria, fungi, plants and animals increases with 

time since deglaciation, but their temporal patterns differ. Microorganisms colonized most rapidly in the first 

decades after glacier retreat, while most macroorganisms took longer. Increased habitat suitability, growing 

complexity of biotic interactions and temporal colonization all contribute to the increase of biodiversity over time. 

These processes also modify community composition for all the groups of organisms. Importantly, plant 

communities show positive links with all other biodiversity components and play a key role in ecosystem 

development. These unifying patterns provide new insights into the early dynamics of deglaciated terrains and 

highlight the need for integrated surveillance of their multiple environmental properties5. 

 

 

Introduction 

The global retreat of glaciers is one of the most emblematic signs of the ongoing climate change, exposing 

increasingly large ice-free areas that are becoming a critical component of mountain and high-latitude 

landscapes4,7,8. These proglacial landscapes rapidly become home to a myriad of organisms, featuring unique 

biodiversity components and also providing critical ecosystem services9,10. Accelerated glacier retreat, coupled 

with rising temperatures, is leading to a complete restructuring of mountain environments where almost barren 

substrates, hosting a few resistant or pioneer organisms11–13, can quickly evolve into complex and biodiverse 

ecosystems such as alpine meadows and forests. Recognized patterns of ecosystem formation include the 

development of soils – mostly originating from bedrock or glacial sediments – that support novel ecosystems, an 

increase in community richness (alpha-diversity), and changes in species composition over time (beta-

diversity)1,2,14. 

Identifying the processes that drive and shape the formation of proglacial landscapes has been a central 

topic in ecology since its inception. These ecosystems are now facing exceptional changes, which reinforces the 

need to understand the mechanisms that govern their development5,15,16. The study of chronosequences, as naturally 

produced by glacier retreat, provides a unique opportunity to reconstruct ecosystem formation by comparing areas 

in a similar context but with different times since deglaciation17,18. Previous local studies have proposed three key 

processes driving the formation of biological communities after glacier retreat: habitat filtering, biotic interactions, 

and processes mediated by time1,19,20. The habitat filtering hypothesis predicts that the build-up of communities is 

strongly dependent on the availability of suitable microhabitats, such as nutrient-rich soils or favorable 

microclimates. The biotic interaction hypothesis emphasizes the importance of relationships among organisms and 

predicts that certain organisms (e.g. plants, soil microorganisms) play a key role in enabling the establishment of 

organisms at higher trophic levels. Finally, the time hypothesis suggests that the probability of dispersal and 

colonization by propagules increases with time since glacier retreat. The latter predicts an increase in community 

richness over time that cannot be attributed to changes in habitat and biotic interactions1,21. However, there is still 

no consensus on the actual role of these three processes14,22, perhaps because their importance may vary between 

lifeforms and regions of the world. The lack of standardized data, measuring multiple environmental properties 

and biodiversity components across diverse geographical areas, has so far hampered the development of a 

comprehensive framework needed to explicitly assess the processes underlying the dynamics of biotic and abiotic 

components of these emerging ecosystems. 
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In this study, we took on the challenge of building a broad-scale dataset to assess the processes underlying 

the formation of terrestrial ecosystems following the retreat of mountain and high-latitude glaciers. We did this by 

conducting a comprehensive inventory of 1,251 plots along 46 chronosequences in proglacial landscapes from 

tropical, temperate and subpolar regions, with sites ranging from 1 to 483 years since glacier retreat (Extended 

Data Fig. 1). Ecosystem formation was measured using three main properties: i) soil properties and nutrients (pH, 

nitrogen, carbon and phosphorus); ii) vegetation primary production, and iii) local-scale biodiversity. Biodiversity 

was measured using environmental DNA (eDNA) metabarcoding to provide information on eight groups ranging 

from microorganisms (bacteria, fungi and protists) to macroorganisms (vascular plants and animals, with a 

particular focus on earthworms, insects and springtails; Fig. 1, Supplementary Tables S1-S2)6. These properties 

strongly influence ecosystem functions17,23, and a better knowledge of their temporal dynamics and of the processes 

involved is a prerequisite for the management of these emerging environments3,5. Specifically, we ask: What are 

the temporal dynamics of environmental properties since glacier retreat? How are these environmental features 

related to each other? What is the importance of temporal colonization, habitat filtering and biotic interactions in 

the formation of biotic communities? Are these processes valid across climatic regions, or are there differences 

between them? 

 

Dynamics of environmental properties 

Our broad-scale assessment shows that all the environmental properties vary strongly with time since glacier 

retreat but follow distinct temporal trajectories. Concentrations of soil nutrients and organic matter (phosphorus, 

nitrogen and carbon) and their stoichiometric ratios (C/N and C/P) significantly increased during early ecosystem 

establishment, with a particularly rapid growth in later successional stages (Fig. 1A, Extended Data Table 1). 

Although soils developing after glacier retreat are generally thought to be nutrient-poor2,24, in some landscapes we 

detected a significant concentration of nutrients immediately after glacier retreat (e.g. Agola and Forni in the 

Central Alps). These nutrients may have been derived from mountain slopes, supraglacial debris, ancient organic 

matter buried in or under the ice, or from glacier and snow microbes24–27, and are likely essential for triggering the 

formation of early-stage communities of microbes and other pioneer organisms28 (Fig. 1). Although variable across 

proglacial landscapes, pH decreased slowly over time (Fig. 1a), except in the first years after glacier retreat2. 

Progressing from bare-ground to later successional stages, ecosystem production, estimated by the Normalized 

Difference Vegetation Index (NDVI), increased from near-zero at sites less than 10 years old (NDVI < 0.2) to 

higher values at the oldest sites. 

Metabarcoding of soil eDNA yielded 10,825 molecular operational taxonomic units (MOTUs; see 

Methods section) globally, allowing us to characterize the biodiversity of the major taxonomic groups living in, 

or associated with, the soil. Across all sites, the total number of MOTUs detected was highly variable among 

taxonomic groups, ranging from 331 (earthworms) to > 3000 (bacteria and fungi; Supplementary Table S1). The 

local diversity (alpha-diversity) of all groups of organisms was positively correlated and strongly increased with 

time since glacier retreat, still there were clear differences among taxa (Fig. 1b; Extended Data Fig. 2). 

Immediately after glacier retreat (< 10 years, Fig. 1b), the communities of bacteria and, to a lesser extent, fungi 

and protists were already diverse, whereas plant and animal diversity was more limited, as these organisms were 

extremely scarce in the youngest plots. Early communities can include taxa originating from the glacier surface or 

under the ice, but also efficient dispersers that are early colonizers11–13. During the early stages of ecosystem 

formation, the local diversity of all groups increased sharply. Bacterial and fungal diversity increased faster during 

the first ~50-100 years after glacier retreat than in the later phases, as indicated by the negative non-linear trend of 

the temporal changes (Fig. 1b, right panels). In contrast, for vascular plants, earthworms, and springtails, local 

diversity increased slowly until 10-20 years after glacier retreat, followed by a sharp increase (positive non-linear 

term; Fig. 1b; Supplementary Table S1), with no sign of plateauing or deceleration over the entire period of our 
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records. The predictions of these models matched the development of diversity observed in independent studies 

using permanent plots (Extended Data Fig. 3), suggesting that our chronosequence-based analyses provide a good 

representation of biodiversity changes occurring through time. 

 
Figure 1. Development of environmental properties with time since glacier retreat. a) Soil nutrients (phosphorus, nitrogen), organic 

carbon, pH and productivity. Productivity is estimated from the normalized difference vegetation index (NDVI; values < 0.2 indicate very 

low productivity or even barren areas). For pH, the quadratic term overlapped zero after removing the plots with time since glacier retreat 

< 10 years (Extended Data Table 1). b) Alpha-diversity (Hill’s number q = 1) of the eight groups. In the left panels, bold lines indicate the 

regression curves obtained through Bayesian generalized linear mixed models; shaded areas represent the 95% credible intervals of the 

regression. The right panels show the posterior coefficient estimates for the effects of time (linear and quadratic terms). Circles represent 

medians; bold and thin lines represent 95% and 99% credible intervals of coefficients, respectively. See Extended Data Table 1 for detailed 

results and sample size. 
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In some taxa (bacteria, plants, insects, springtails, and earthworms), colonization dynamics differed across 

areas of the world, being faster in temperate areas compared to subpolar and tropical regions (Extended Data Fig. 

4). This probably occurred because warm temperatures during the growing season in temperate regions (Extended 

Data Fig. 4) accelerate the development of several environmental properties that favor the establishment of these 

organisms, such as productivity and soil nutrients24 (see below). In addition, most of the tropical sites were at 

extreme altitudes, where geomorphic processes and disturbance limit the accumulation and persistence of soil 

organic matter29,30. 

 

Drivers of ecosystem development  

We used a structural equation model (SEM) approach to identify relationships among environmental properties 

and to test the importance of the passage of time since glacier retreat, microhabitat (soil pH, nutrients, productivity 

and microclimate, i.e., soil temperature and wetness) and biotic interactions on the temporal changes in local 

diversity. The relationships between local diversity and some environmental properties, such as productivity and 

soil nutrients, can be complex and may involve feedbacks1,31, so we first tested the support of three alternative 

models: 1) a model in which soil nutrients and ecosystem productivity determine the diversity of soil organisms; 

2) an inverse model in which the diversity of all the organisms determines soil nutrients and productivity; and 3) 

a model in which diversity covaries with soil nutrients and productivity during ecosystem formation (see Methods 

section and Extended Data Figs. 5-6). The covariation model received the best support from the data (difference 

in Bayesian Information Criterion [BIC] >30; Extended Data Fig. 6, Extended Data Table 2), suggesting that soil 

abiotic and biotic compartments co-evolve during ecosystem formation, with low diversity and limited 

productivity in recently deglaciated, cold and nutrient-poor terrains. The interplay and feedback between 

ecosystem properties and diversity then determine the development of these ecosystems through time (Fig. 2). 
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Figure 2. Direct and indirect relationships between properties of 

ecosystems emerging after the retreat of glaciers. a) Pathways show 

relationships among time since glacier retreat, microclimate, soil 
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organisms. Single-head arrows indicate tested causal relationships; 

double-head arrows indicate covariation. The color of arrows and 

squares represents the effect size of relationships. For simplicity, in a) 

we only show one arrow between each environmental property and all 

the groups analyzed for soil biodiversity; the color of the arrow 

represents the median of the effect size across these groups; dashed 

lines indicate relationships that are not significant for any of the 
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best-BIC model is shown here. See Extended Data Fig. 6, Extended 
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We therefore used the covariation SEM to quantify the importance of processes likely involved in community 

development. More explicitly, we tested whether time, microhabitat and biotic interactions had direct or indirect 

effects on biodiversity. Strong relationships between diversity and microhabitat would support the habitat filtering 

hypothesis, while strong relationships between the diversity of the different taxonomic groups after accounting for 

habitat differences would support the biotic interaction hypothesis. Finally, a strong effect of time since glacier 

retreat, unexplained by habitat or community variation, would support a key role played by dispersal limitation20. 

We showed that soil nutrients increased significantly over time. A warm microclimate had a positive effect on soil 

nutrients, with a particularly rapid accumulation of nitrogen under warmer conditions24, as shown by the interaction 

between time and temperature (Fig. 2; Supplementary Table S3). This probably occurs because warm temperatures 

increase the activity of N-fixing bacteria32,33. Time emerged as the strongest driver of plant diversity, suggesting 

that dispersal constraints control the increase in plant richness. After accounting for the effect of time, plant 

diversity also showed a positive covariation with fungal diversity and, to a lesser extent, soil nitrogen. Local 

microbial diversity was mainly related to plant diversity and soil pH. Both acidic and alkaline conditions limited 

microbial diversity, as indicated by quadratic trends in the models. pH has direct effects on the availability of 

several cations and is a predominant driver of microbial diversity at both local and continental scales34. 

Furthermore, the diversity of most microorganisms covaried over time, supporting a pervasive role for biotic 

interactions. The diversity of most animals responded positively to plant diversity and to microhabitat features 

such as soil nutrients and ecosystem productivity, which indicate resource-rich ecosystems. Covariation in 

diversity was also strong for all the animal groups (Fig. 2, Supplementary Tables S3-S4). However, even after 

accounting for these interdependencies, time remained a major predictor of the diversity for all organisms except 

bacteria and protists. 

 
Figure 3. Importance of biotic relationships, habitat and time for biodiversity development. In a) and c), the importance of candidate 

drivers was measured as the standardized coefficients of paths representing biotic relationships, habitat, and time since glacier retreat. 

Coefficients were obtained from structural equation models (SEMs) assessing the drivers of: a) local diversity (alpha-diversity) and c) 

community dissimilarity (beta-diversity). First, we ran a SEM using all the proglacial landscapes, and then only considering subpolar, 

temperate and tropical forelands. In b) and d), importance was measured as the loss of performance (BIC value) when paths representing 

biotic relationships, habitat and time since glacier retreat are removed from SEMs. In a) and b), we show the effects of 89 alternative 

paths; in c) and d) we show the effects of 25 paths. Bold lines indicate the median value, box limits comprise the 25th and 75th percentile 

while whiskers extend up to 1.5 × interquartile range from the box limits.  
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The importance of the three processes we considered (habitat filtering, biotic interactions and time-mediated 

colonization) was fairly consistent across climatic regions, and in all of them time was proportionally more 

important than biotic interactions and habitat. The effect of time was particularly strong in subpolar landscapes, 

compared to those of temperate and tropical regions (Fig. 3a). Subpolar forelands are covered with snow for most 

of the year, and this can exacerbate the difficulties of dispersal and colonization. Nevertheless, all three processes 

played a significant role in the formation of multi-trophic communities and ecosystems, as deleting SEM paths 

representing any of these processes resulted in unsupported models (Fig. 3b). 

 

 
Figure 4. Direct and indirect effects of ecosystem properties on the dissimilarity of communities. a) Pathways show relationships 

among time difference, geographic distance, dissimilarity of ecosystem properties (microclimate, productivity, soil nutrients and pH) and 

the beta-diversity of soil organisms. Single-head arrows indicate tested causal relationships; double-head arrows indicate covariation. For 

simplicity, in a) we only show one arrow for all the taxonomic groups. Animals combine the animal taxa detected by all the markers. b) 

Detailed relationships between each taxonomic group and other variables/other taxa (see also Supplementary Table S5). The colors of 

arrows represent the significance of relationships, assessed using 9,999 permutations. N = 5741 pairs of plots within glacier forelands. 

 

Drivers of community composition 

Local diversity is only a partial descriptor of overall biodiversity, as local communities with similar diversity or 

richness may have very different compositions. The extent to which community composition changes over time 

within a glacier foreland is questionable. Such community dissimilarities may have important implications for the 

long-term coexistence of meta-communities (e.g. spatial storage effects35) and for the protection of biodiversity 

across entire landscapes5. We therefore tested whether the community dissimilarity between plots of the same 

proglacial landscape was driven by the same processes that affect local diversity. Again, we built a SEM to 

disentangle the direct and indirect effects of environmental features and time since glacier retreat as drivers of 

community dissimilarity. To provide integrative measures of environmental variation, we also calculated the total 

dissimilarity of microclimate (based on temperature and topographic wetness) and of soil nutrients (carbon, 

nitrogen and phosphorus) between plots, assuming covariation between the dissimilarity of soil communities, soil 

nutrients and productivity. 

Temporal differences between plots within the same proglacial landscape had strong impacts on the 

dissimilarity of soil properties and productivity, and on the community dissimilarity of all soil organisms (Fig. 4). 

As expected, differences in soil pH strongly influenced the community composition of all the organisms, whereas 
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microclimatic differences within the same landscape had little effect, probably because the limited size of forelands 

reduced the variation of climatic conditions. As with local diversity, the covariation between the community 

dissimilarity of different organisms was also very high. Nutrients co-varied with the communities of fungi and 

plants, although this latter relationship was not strong (Fig. 4, Supplementary Table S5).  

Biotic interactions were evident between all the groups of organisms and emerged as the primary drivers 

of the evolution of community composition. Nevertheless, our results support a joint role of habitat formation, 

biotic interactions and time36, as removing relationships representing any of these three processes dramatically 

reduced model performance (Fig. 3c-d). Also in this case, coefficients obtained for distinct geographical regions 

were similar to the ones obtained using all the data, with time showing slightly higher importance in subpolar 

landscapes compared to the temperate and tropical ones (Fig. 3c). 

 

Complex evolution of deglaciated areas 

Our broad-scale analysis showed that many features of the ecosystems that emerge after glaciers retreat evolve 

together. Time since glacier retreat, habitat development and biotic interactions jointly affect the establishment of 

organisms, but each process has a distinct role on the different facets of biodiversity. Time since glacier retreat 

can have both direct and indirect effects on community richness and composition. Indirect effects include the 

weathering of exposed substrates and the accumulation of autochthonous and allochthonous organic matter over 

time, that trigger soil development and favor the formation of microhabitats for many organisms, such as 

detritivorous animals (e.g. earthworms and springtails; Fig. 2). Nevertheless, for most organisms, time remained 

the strongest predictor of diversity even after accounting for habitat variation. This suggests that community 

formation is heavily affected by dispersal-related processes, such as the increased probability of colonization by 

propagules or moving individuals 21,37. Time is less important for the richness of bacteria and protists, which are 

less dispersal-limited than larger organisms38 and are present immediately after glacier retreat34. 

Covariation between different organisms is central to understanding the evolution of both community 

diversity and composition within proglacial landscapes. Relationships are particularly strong among 

microorganisms (bacteria, fungi and protists), among the different animal taxa, and between plants and both 

microorganisms and animals. In principle, strong relationships between biotic components do not necessarily 

imply direct interactions, as they could be caused by covariation with unmeasured variables39, still we integrated 

in our analyses some of the most widely recognized drivers of soil biodiversity to limit the impact of unmeasured 

environmental variation. Our models suggest a key role for positive interactions40, such as facilitation and 

increased food availability for organisms at higher trophic levels, for instance ground beetles preying on springtails 

and nematodes feeding on bacteria or fungi41,42. Vascular plants are at the center of the interaction network, as they 

were the only taxon to show clear relationships with all other organisms. First, plants interact strongly with many 

soil microorganisms (bacteria and fungi), which develop rather rich communities immediately after glacier 

retreat43–46. Then, once established, plants become crucial for animal colonization, providing food, shelter and even 

substrate for many animals and determining ecosystem productivity14. 

Over time, the diversity and composition of taxa undergo substantial changes, with each group responding 

distinctively to various factors aligned with their respective life histories. Fungal and bacterial communities show 

early diversity post-glacier retreat, then plateauing around a century later. This may be attributed to the peak of 

diversity of some microorganism groups 50-100 years after the onset of soil development, followed by the 

replacement of pioneer, oligotrophic taxa with copiotrophic ones1,2,20. Alternatively, the vegetation succession 

from open habitats to closed forests can lead to the replacement of microorganisms associated to early colonizer 

plants by the ones associated to the late-successional ones20,44,47. For larger soil organisms, dispersal limitation and 

habitat play a strong filtering role, requiring more time for initial colonization. Non-linear trends emerge, with 

significant increases in colonization rates for various animals over time (Fig. 1), likely influenced by the direct 
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and indirect effects of time, habitat changes, and biotic interactions. For instance, time increases the probability of 

colonization by springtails and earthworms (direct effect). Time also increases the organic matter and nutrients 

available in soil (habitat-mediated effect) and the richness and productivity of plant communities, which are an 

important food source for these animals, with potential positive feedbacks48. The long time required for ecosystem 

development thus results from the complex interplay among the multiple components of the community, with 

different colonization patterns among taxa, and many organisms requiring the presence of other organisms that 

promote habitat modification or with which they interact. Despite variations in the effect of specific drivers across 

taxa, the model assuming a joint role of time, habitat and biotic interactions held for all the geographic regions, 

suggesting a widespread effect of these ecological processes. 

Study limitations include the incomplete sampling in some world regions (particularly in subpolar and 

polar regions), the reliance on chronosequences, and the use of metabarcoding data that lack biomass information 

and are not fully comparable with traditional inventories. However, the striking congruence between 

metabarcoding and traditional data (Extended data Fig. 2), coupled with consistent support for fundamental 

processes across diverse regions worldwide, fortifies the robustness of our findings. Future endeavors aimed at 

harmonizing metabarcoding and field-collected functional data would facilitate a more direct evaluation of 

ecosystem functioning and services49. Additionally, it is imperative to investigate the role of vertebrates, which 

can exert keystone impacts such as seed dispersal, soil disturbance, and acceleration of nutrient accumulation and 

cycling50,51. 

Proglacial ecosystems undergo unparalleled transformations over time, marked by soil development and 

significant alterations in terrestrial biodiversity resulting from the interplay between habitat characteristics, 

organism interactions, and dispersal-related dynamics. Given the complex relationships among various 

components of these ecosystems, efficient monitoring of their transformations requires interdisciplinary 

approaches that integrate ecological, genetic, and environmental data. Through comprehensive field studies 

complemented by advanced modeling techniques, we can anticipate the structural changes in these emerging 

ecosystems, as well as the swift evolution of the services they provide3,5. 
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METHODS 

Sampling 

Between 2014 and 2020, we collected a soil composite sample in each of 1251 distinct plots across 265 

sites, located in the forefield of 46 mountain and high-latitudes glaciers around the world (hereafter: proglacial 

landscapes; Extended Data Fig. 1), including regions with different rates of glacier retreat52. We focused on 

proglacial landscapes for which high-quality information on the dates of deglaciation after the end of the Little Ice 

Age was available based on historical archival records including topographical maps, field measurements, repeated 

photographs, paintings, remote imaging and field data. A complete description of the approaches used for each 

foreland is available in ref.53. 

For each landscape, we selected 3-17 sites (mean = 5.8, SD = 2.5), corresponding to the position of the 

glacier front at a given time (Extended Data Fig. 1), and thus creating a chronosequence. Terrain ages of sampled 

sites range from 1 to 483 years. The number of sites and their age depended on accessibility and the availability 

of information on past glacier positions. The selected sites were validated by researchers experienced in the 

geomorphology and mapping of deglaciated areas of each study region to exclude sites affected by disturbances 

(erosion, streams, surface instability, grazing and heavy recreational activities), with superimposed deposits of 

different ages (for example, outwash or landslides), and for which dating was uncertain. Some glaciers can undergo 

local advances, but we only considered sites that were not affected by advances on the basis of geomorphological 

evidence and archival data53. 

At each site, we established ~5 plots (mean = 4.7 SD = 0.8) as separate spatial replicates of the same age 

within sites. Plots were regularly spaced at a distance of 20 m where possible, to ensure robust biodiversity 

sampling54. Sampling occurred during the warmest months (i.e. mid-summer); all plots of the same foreland were 

sampled during the same week, to avoid seasonal variation. At each plot, we collected five soil subsamples within 

a 1 m radius (Extended Data Fig. 1). Soil subsamples were collected over a depth range of 0-20 cm, avoiding litter, 

visible roots and plant material. Immediately after glacier retreat, sediments at depth >10 cm host few lifeforms, 

but at later stages soils become deeper and eDNA-based analyses revealed little difference on community 

composition along the first 20 cm of soil24,55,56. The five subsamples within each plot were then pooled, resulting 

in a ~200 g composite sample per plot (total: 1251 composite samples; one distinct composite sample per plot). 

To avoid contamination, soil collection was performed wearing disposable gloves and facemasks; we used a 

portable blow torch (>1000°C) to decontaminate tools before the collection of each sample. After homogenization 

of the composite sample, 15 g of soil were taken and immediately placed in a sterile box with 40 g of silica gel as 

a desiccant. This method ensures reliable preservation of eDNA; for more details, see ref57. 

 

Soil features and nutrients 

For a subset of 32 proglacial landscapes out of the 46 in total, one additional sample per plot was taken 

and four chemical properties of soil were measured, representing the microhabitat and nutrients available for soil-

related organisms. Landscapes with soil properties were representative of all the sampled continents and of all the 

climatic zones (Supplementary Table S6), and their environmental features and time since glacier retreat were 

similar to those of forelands without these data (Supplementary Table S7). We considered soil pH, organic carbon 

and nutrients (nitrogen and phosphorus). Soil pH was measured using a pH-meter from a suspension composed of 

4 g of soil and 10 ml of bi-distilled water. Total organic carbon and nitrogen were measured by elemental analysis 

using a Flash2000 OEA analyzer (ThermoFisher). Depending on pH, two different methods were used to measure 

assimilable phosphorus through inductively coupled plasma mass spectrometry (iCAP RQ ICP-MS, 

ThermoFisher): the Bray and Kurtz method58 for samples with pH < 6.5 and the Olsen method59 for samples with 

pH ≥ 6.5. 
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Soil microclimate and productivity 

As measures of soil microclimate, we calculated the mean soil temperature through the growing season 

and the topographic wetness index (TWI). High-resolution temperature was reconstructed using a global 

microclimatic model based on macroclimate, local topography (slope, aspect), solar radiation, distance from 

glacier front and permafrost occurrence60. Temperature data were calibrated on 175 plots from subpolar, tropical 

and temperate landscapes analyzed in this study, and globally validated using near-subsurface records60. This 

model predicted very well (R2 = 0.85) actual values of soil temperature in our plots60. Mean soil temperature during 

the growing season was calculated as the average temperature of the snow-free months over the 2015-2019 

period60. Soil moisture was approximated using the topographic wetness index with the upslope.area function 

from the dynatopmodel R package61 based on the ASTER Global Digital Elevation Map v3 

(https://doi.org/10.5067/ASTER/ASTGTM.003) with 1 arc-second resolution (~30 m at the equator). We used the 

normalized difference vegetation index (NDVI) as an indicator of gross primary production. NDVI is known to be 

positively related to annual above-ground net primary production62 and is considered a reliable approach to 

estimate vegetation productivity in mountain regions63. Cloudiness and water vapor represent serious issues for 

indexes based on remotely sensed images due to the technical difficulties to distinguish between snow / ice and 

clouds; this is particularly relevant for global analyses targeting high-mountain areas. To overcome this limitation 

while retaining the information on the pattern of primary production within each landscape, we used the average 

maximum NDVI64,65. Yearly maxima were calculated from the Sentinel 2 product (COPERNICUS/S2) at 10 m 

resolution and averaged over the 2016-2019 period, using Google Earth Engine and the rgee R package66; average 

maximum NDVI showed a very strong, linear relationship with the average NDVI estimated during the snow-free 

season (R2 = 0.96) 

 

Analysis of environmental DNA 

DNA analyses were performed as described in ref55. Briefly, eDNA was extracted from the dried samples 

of each plot using the NucleoSpin® Soil Mini Kit (Macherey-Nagel, Germany) with one negative extraction 

control every ~23 samples. We used a combination of generalist and more specific metabarcoding primers to 

obtain the broadest representation of soil biodiversity67 (Supplementary Table S8). First, we used two generalist 

primer pairs targeting bacteria and eukaryotes to cover the overall variation of biodiversity. Generalist primer pairs 

were Euka02 (amplifying all the Eukaryota68) and Bact02 (Bacteria6; note that this marker can yield biased 

estimates for Archaea diversity69,70). We then added five specific primer pairs targeting key taxa within eukaryotes 

(fungi, vascular plants, and three key animal groups: insects, springtails and earthworms) to maximize the 

resolution of organisms that have a particularly important role in soil food webs. The specific primer pairs were: 

Fung02 (amplifying Mycota71), Sper01 (seed plants72), Inse01 (Insecta6), Coll01 (Collembola73, i.e. springtails), 

and Olig01 (Oligochaeta74, i.e. earthworms). All these markers have excellent performance for soil metabarcoding 

analyses1,6,75. Primers were tagged with 8-nucleotide-long tags on the 5′ end to allow bioinformatic discrimination 

of PCR replicates after sequencing76. Extracted DNA was randomized in 96-well plates with extraction controls, 

blanks, PCR negative and positive controls (total across all plates: 291 blanks, 90 negative and 53 positive 

controls)77. The positive controls comprised genomic DNA of eight bacterial and two fungal strains (see ref55), as 

well as 16 non-tropical plant species belonging to 15 families (Taxaceae, Lamiaceae, Salicaceae, Polygonaceae, 

Betulaceae, Oleaceae, Pinaceae, Caprifoliaceae, Pinaceae, Aceraceae, Poaceae, Rosaceae, Brassicaceae, 

Geraniaceae, and Ericaceae). Positive controls allowed us to evaluate cross-contaminations and to assess the 

performance of amplification and sequencing. The optimal number of amplification cycles was assessed using 

qPCR55 (Supplementary Table S1). Amplification was performed as described in ref55. Libraries were prepared 

following the MetaFast protocol6 and sequenced using the MiSeq (Bact02 and Fung02) or HiSeq 2500 (all others) 

Illumina platforms (Illumina, San Diego, CA, USA; 2 × 250 bp for Bact02 and Fung02, and 2 × 150 bp for the 
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other markers) at Fasteris (SA, Geneva, Switzerland). The average sequencing depth was ~10,000 reads per PCR 

replicate for all the markers. Rarefaction curves confirmed that sequencing depth was generally appropriate for all 

the markers and plots (Supplementary Fig. S1). 

Bioinformatic treatment, filtering, clustering and taxonomic assignation were performed using the 

OBITools software suite78 and the sumaclust program 

(https://git.metabarcoding.org/obitools/sumaclust/wikis/home) as described in ref55. We de-replicated sequences 

using the obiuniq program and discarded bad-quality sequences, sequences shorter or longer than expected and 

singletons, as their removal is advised to increase the robustness of results79,80. We then ran the obiclean program 

to detect potential PCR/sequencing errors, keeping sequences tagged as "heads" in at least one PCR replicate. 

Sequences were clustered into Molecular Operational Taxonomic Units (MOTUs) using taxon-specific similarity 

thresholds81. Subsequently, we performed additional filtering in R to remove contaminants and spurious 

sequences77,82. We discarded MOTUs observed less than twelve (Euka02), eleven (Coll01), ten (Olig01), eight 

(Sper01) or five (Inse01, Fung02, Bact02) times overall. These values allow removing ≥ 99.99% of sequences 

detected in the blanks (i.e. tag-jump errors) of each marker. We also discarded MOTUs detected in just one sample, 

as they often represent spurious sequences83, MOTUs detected in <2 PCR replicates of the same sample (possible 

false positives84), and MOTUs detected in >1 extraction or PCR negative control (possible contaminants77). 

Additional details on bioinformatics and filtering are provided by ref55. 

eDNA data enable standardized and cost-effective assessment of soil biodiversity over broad spatial 

scales49, but do not produce exactly the same diversity estimates as traditional surveys. Nevertheless, several 

studies have demonstrated that these two approaches produce highly consistent estimates of diversity85,86. 

Although DNA might in principle persist in the soil for long periods, soil eDNA mostly represents species that are 

present in the plot during the year of collection85,87. Considering the temporal scale of our study (>100 years for 

all the forelands), the sporadic detection of taxa that were present a few years before sampling is not expected to 

bias our conclusions. 

To further confirm the consistency between eDNA and traditional surveys, we compared the two 

approaches for a subset of landscapes where both eDNA and traditional surveys were available (plants: 13 

forelands from the three continents47; insects: 10 forelands from two continents; Supplementary Table S6). For 

both plants and insects, we found an excellent match between traditional and eDNA data, confirming the 

robustness of eDNA-based estimates of biodiversity (Extended Data Fig. 7)47. See ref47 for a validation of beta-

diversity estimates obtained using eDNA in glacier forelands. 

 

Groups of soil eukaryotes 

The Euka02 primers amplify all eukaryotes, but many of them (fungi, plants, insects, springtails and 

earthworms) were also amplified by more specific primers that target different genomic regions and have better 

taxonomic resolution1,6. Therefore, we first removed from the dataset obtained with the Euka02 primers the 

MOTUs assigned to fungi, plants, insects, springtails and earthworms67. The remaining MOTUs were assigned to: 

i) protists and ii) “other animals”. Because there is not a single accepted definition for protists88, we defined them 

as non-fungal unicellular eukaryotes (sensu ref89). Therefore, based on Simpson90, protists included: Apicomplexa, 

Apusomonadidae, Arcellinida, Bacillariophyta, Bicosoecida, Cercozoa, Choanoflagellata, Chrysophyceae, 

Ciliophora, Cryptophyta, Dinophyceae, Eccrinales, Echinamoebidae, Eustigmatophyceae, Glaucocystophyceae, 

Hartmannellidae, Hemimastigophora, Heterophryidae, Hyphochytriomycetes, Labyrinthulomycetes, 

Leptomyxida, Longamoebia, Nucleariidae, Oikomonadaceae, Oomycetes, Perkinsozoa, Picozoa, 

Plasmodiophorida, Protosteliales, Pterocystidae, Raphidiophryidae, Stemonitida, Synurophyceae, Vampyrellida, , 

Vannellidae, Variosea, Xanthophyceae. The group of “other animals” contained MOTUs assigned to Arthropoda 

(excluding Insecta and Collembola), Gastrotricha, Mollusca, Nematoda, Platyhelminthes, Rotifera and Tardigrada. 
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After filtering, we did not detect vertebrate reads, probably because we used primers amplifying all the eukaryotes. 

In the soil, vertebrates usually show very low biomass compared to other organisms (e.g. protists, fungi, annelids 

and arthropods)91–93. Therefore, vertebrates provide a limited contribution to the pool of sequences representing 

all the eukaryotes and remain often undetected in metabarcoding studies that do not use primers specific for this 

clade94. In order to assess the dynamics of vertebrates, future analyses could either use specific primers targeting 

mammals and / or birds on the extracted DNA, or monitor them using traditional approaches6,50. 

 

Statistical analyses 

General overview 

We used the chronosequence approach (space-for-time substitution) to identify the processes underlying 

ecosystem development in proglacial landscapes. This approach assumes that, within a chronosequence, the time 

elapsed since glacier retreat provides a maximum age for the ecosystem of a given site, and the comparison of 

sites deglaciated at different times provides a proxy of ecosystem development over time95. We acknowledge that 

chronosequences are a not a perfect representation of temporal successions, as several additional environmental 

(e.g. differences in microclimate, topography and substrate) and stochastic (e.g. availability of potential 

propagules) factors can profoundly affect the development of ecosystems96–100. Given the lack of temporally 

replicated, multi-taxa datasets analyzing biotic colonization of recently deglaciated terrains101, the chronosequence 

approach remains the key method of reconstructing long-term (>100 years) trends of ecosystem development17. 

Previous analyses suggest that community patterns retrieved from chronosequences are highly consistent with 

patterns retrieved from temporally replicated plots47,50,102. To validate the conclusions obtained from the space-for-

time substitution, we compared the predictions of our models with available data from permanent plots collected 

by fully independent studies103,104. Furthermore, in addition to time since glacier retreat, we considered the possible 

causal effects of many factors that can influence ecosystem development (microclimate, topography and substrate) 

and that can potentially confound the chronosequence approach95. Additionally, we focused on overall local 

diversity and compositional dissimilarity, instead of considering species identity, which is particularly affected by 

local conditions95. 

The aim of this study was to identify the processes determining the development of ecosystems, thus we 

compared environmental properties within each of the 46 proglacial landscapes. In so doing, we focused on how 

the properties of each proglacial landscape change along the chronosequence, while considering a large number 

of landscapes in order to draw general conclusions. This allowed us to understand why plots in the same landscape, 

but with different ages and habitat properties, have different biodiversity values. The identification of drivers of 

differences among proglacial landscapes (e.g. why observed richness is larger in one landscape than in another) 

was beyond the aim of this study, as it would require a macro-ecological and biogeographical perspective. 

 

Variation of environmental properties over time 

When using eDNA metabarcoding data, measures of alpha-diversity obtained using Hill’s numbers > 0 

can provide a more robust estimate of taxonomic richness than the number of MOTUs82,105. We thus estimated the 

local diversity (i.e. alpha-diversity) of the different groups of organisms using the Shannon diversity index (i.e., 

the exponential of the Shannon entropy or the equivalent of using the Hill’s number q = 1). In our analyses, we 

used the local diversity values estimated using all data obtained after filtering to avoid the loss of rare, but 

potentially important MOTUs106. Nevertheless, the local diversity data were very well correlated to estimates 

obtained using rarefaction (Supplementary Table S9). 

To describe the relationships between time since glacier retreat and environmental properties (soil 

properties and nutrients, productivity and local diversity), we used generalized linear mixed-effect models 

(GLMMs) implemented in a Bayesian framework. Environmental properties measured at each plot were the 
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dependent variables and time was the independent variable. Time was included with both linear and quadratic 

terms to test the possibility of non-linear relationships. Quadratic terms with confidence intervals that do not 

overlap zero were considered strong evidence of non-linear relationships. As random effects, we included the 

identity of the proglacial landscape and site (nested within landscapes), to take into account non-independence of 

plots within each site and within each landscape.  

In all GLMMs, time since glacier retreat was log-transformed and then scaled (mean = 0, SD = 1) to 

improve normality and facilitate convergence. For values of local diversity, phosphorus, carbon and productivity, 

we assumed a lognormal error distribution; for pH we assumed a Gaussian distribution; for nitrogen a hurdle 

Gamma distribution implemented in the brms R package107 due to the large amount of zeroes (i.e., below the 

detection limit). GLMMs were run on 4 parallel chains of length 50,000 with a burn-in of 5,000 iterations and a 

thinning rate of 10. Uninformative priors were used as provided in the brms package107. Analyses were also 

repeated using weak informative priors. Previous studies suggest a decrease of pH through time and an increase 

of most nutrients and the alpha-diversity of most taxa2,24,108, therefore we assumed a weak negative prior for pH 

(mean = -1, SD = 2) and a weak positive prior for the remaining properties (mean =1, SD = 2). No clear prior 

knowledge was available for protists, other animals, P and C:P, therefore we used a weak prior with mean = 0 and 

SD = 2. Models with informative and uninformative priors yielded nearly identical results (Extended Data Table 

1). Convergence was assessed for each parameter estimate by visually inspecting the Markov chains and was 

considered sufficient when R̂ < 1.01. The absence of spatial autocorrelation was checked for all models by 

visualizing spline correlograms using the ncf R package109 (Supplementary Fig. S2-S3). The amount of variation 

explained by GLMMs was assessed using marginal and conditional R2 (R2
M and R2

C, respectively)110. 

We then tested whether models based on the space-for-time substitution provide a reliable estimate of 

biodiversity changes actually occurring through time. We did a thorough search of the literature to identify studies 

reporting changes of local diversity occurring through time in permanent plots and found four time series from 

three glacier forelands (48 temporally replicated observations spanning from 2 to 61 years after glacier 

retreat)103,104. We then used GLMMs to test whether our chronosequence-based models correctly predict the 

biodiversity changes observed in permanent plots. 

Finally, we evaluated whether the development of local diversity follows different patterns in subpolar, 

temperate and tropical landscapes. Latitudinal groups were defined on the basis of the altitude of the treeline111,112 

(Extended Data S1). Subpolar: areas where the tree line is < 1000 m above sea level (a.s.l.); these are the landscapes 

higher of 60°N or lower of 45°S. Tropical and sub-tropical: areas where the treeline is >3000 m a.s.l.; these are 

the landscape between 33°N and 23°S. The broad latitudinal range of this group is justified by the fact that, over 

a range of about 50° across the equator, treeline position does not change significantly with latitude111. Temperate: 

areas where the treeline is between 1000 and 3000 m a.s.l. In our dataset, this comprises forelands between 42°N 

and 51°N, and between 34°S and 43°S. Differences in biodiversity development between regions were evaluated 

by running GLMMs with the interaction between the variables time and latitudinal group. 

 

Drivers of environmental properties and community diversity 

We used structural equation models (SEMs)113 to evaluate the direct and indirect relationships among 

environmental properties and the local diversity of different taxa. SEMs require the definition of an a-priori model 

describing the directionality of potential relationships between variables. Soil temperature, time since glacier 

retreat and TWI were considered to be exogenous variables. Soil pH and nutrients (N and P content) were assumed 

to be potentially affected by the three exogenous variables. Carbon content showed a very strong relationship with 

nitrogen content (R2
C = 0.9 in a model relating C to N). Building composite or latent variables in SEMs including 

random effects is extremely challenging113 thus, to limit multicollinearity issues, we only included nitrogen into 

models given the expected importance of soil fertility on community establishment. Models considering C instead 
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of N yielded equivalent results (Supplementary Table S4). Previous studies have shown that the accumulation of 

soil organic nitrogen is faster under warmer conditions, therefore we also examined the interaction between 

temperature and time as a predictor of nitrogen content24. The diversity of plant communities was considered to 

be possibly affected by microclimate, time since glacier retreat and TWI. NDVI was affected by microclimate, 

time, TWI, soil features and plant diversity. We assumed that plant diversity drives NDVI because our study 

systems are at the early stages of successions, thus the colonization by plant species is the necessary prerequisite 

to increase productivity. Finally, the diversity of the remaining soil organisms was potentially affected by 

temperature, time, TWI, pH and plant diversity. For the diversity of animals and protists, we assumed a potential 

causal effect of plant diversity, whereas for bacteria and fungi we assumed covariation with the richness of plants, 

given their frequent symbiotic relationships, for example in nitrogen fixation43,46,114,115. Preliminary models 

suggested a hump-shaped relationship between time and pH, and between pH and the diversity of bacteria, fungi, 

insects and other animals, with highest diversity values at neutral pH. Therefore, for this variable, we also 

considered a quadratic term. 

The model also included covariation of diversity among all taxa, and covariation among the three soil 

properties. Piecewise SEMs can integrate random effects into models and thus are particularly appropriate for our 

dataset, which shows a very complex structure (proglacial landscapes; sites within those landscapes; plots within 

a site)113. Identities of proglacial landscape and site were thus included as random effects in the models. Before 

running SEMs, we log-transformed local diversity values (q = 1), time, TWI, NDVI, P and N content to improve 

normality and reduce skewness. All variables were then scaled at mean = 0 and SD = 1. This analysis was limited 

to the plots where data on both soil features (pH, N and P) and biodiversity were complete (total: 793 pots from 

32 landscapes). Given the observed non-linear relationships between time and some ecosystem features (e.g. 

species diversity of several taxa and some soil features; Fig. 1), we also considered preliminary SEM models 

assuming a non-linear (quadratic) relationship effect of time. However, these models always showed much higher 

Bayesian Information Criterion (BIC) values than the simpler models without the quadratic effect of time and thus 

were discarded. The difference between the SEM models and the GLMMs that analyzed variation of environmental 

properties through time (Fig. 1, which often showed non-linear effects) probably arose because the GLMMs only 

included the effect of time, while SEM models also considered the effects of additional variables. For example, if 

only time is considered as an independent variable, earthworm richness showed a positive quadratic term (Fig. 1), 

but this quadratic term disappeared when additional variables (soil nutrients, productivity and plant diversity), 

which also are related to time, were considered. We also tested further variables potentially affecting microclimate 

(e.g. annual solar radiation and aspect), but none of them significantly improved models (Supplementary Table 

S10). 

Three alternative relationships are possible among diversity of organisms, nutrient availability and 

productivity: 1) nutrient-led: growing nutrient availability/productivity favors the colonization of soil organisms; 

2) biodiversity-led: the development of soil biodiversity fosters an increase of nutrients and productivity; and 3) 

covariation: instead of a direct causal relationship, there is covariation between the diversity of organisms and 

nutrient availability/productivity (see Extended Data Figs. 4-5 for detailed representations of the alternative 

models). We thus used the Bayesian Information Criterion (BIC) to assess the relative support of these models. 

BIC is an information criterion that can be used to compare models on the basis of their likelihood and number of 

parameters, and is able to identify the correct SEM structure, particularly if sample size is large116–118. Lower BIC 

values indicate a better supported model. 

SEMs were fitted with two alternative approaches that allow the incorporation of clustered data: piecewise 

structural equation models113 and lavaan.survey119. Piecewise SEMs have high statistical power and provide robust 

estimates of model parameters113,117, thus we used them to calculate coefficients, standardized coefficients and 

effect sizes. lavaan.survey was used to calculate BIC on the basis of the log-likelihood of the multivariate 
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distribution imposed by the causal structure119–121. Fisher’s C was used to test the goodness-of-fit of piecewise 

SEMs113, while scaled chi-square, root mean square error of approximation (RMSEA) and standardized root mean 

square residual (SRMR) were used to test the performance of models fitted using lavaan.survey122. The residuals 

of the best SEM did not show spatial autocorrelation significantly higher than expected by chance (analysis of 

Moran’s I: P > 0.1 for all the taxa; Supplementary Table S11), suggesting that autocorrelation of nearby plots was 

not an issue123,124. Spatial autocorrelation analyses were performed using the EcoGenetics R package125. 

In order to test whether time, habitat features and biotic interactions play a comparable role in tropical, 

temperate and subpolar landscapes, we ran separate piecewise SEMs for forelands belonging to each climatic 

region. From each of these geographically-restricted models, we calculated the absolute value of standardized 

coefficients representing the direct effects of habitat, time and biotic relationships126. Standardized coefficients 

representing the same process were compared across regions and with the SEM built using all the data. 

Finally, in order to evaluate the relative importance of time, habitat features and biotic interactions, we 

removed from the best BIC model the relationships representing: i) the direct effects of time on local diversity; ii) 

the direct effects of habitat features (microclimate and soil features) on local diversity; and iii) the covariations 

between taxa. We iteratively removed one relationship at the time and calculated the resulting change in BIC. The 

average support of time, habitat and biotic interactions was calculated as the average change in BIC, across all the 

paths representing each process. 

 

Drivers of community composition 

We analyzed differences in community composition considering four taxonomic groups: bacteria, fungi, 

plants and animals. For each group, sites with zero MOTUs were removed before calculating dissimilarities 

(Supplementary Table S12). We pooled all the animals (insects, springtails, earthworms and other animals) to 

increase the number of available pairwise comparisons. Only plots with complete soil features (pH, N, C and P) 

and with at least one MOTU of bacteria, fungi, plants and animals were retained (total: 5741 pairs of plots from 

32 landscapes). Protists were not considered here to reduce the number of plots excluded because of zero MOTUs 

for any taxon (Supplementary Table S12). We used the Jaccard index to calculate pairwise dissimilarities in 

community composition (i.e. beta-diversity) between plots belonging to the same proglacial landscape. Previous 

analyses demonstrated that, in proglacial landscapes, community dissimilarities calculated using eDNA data are 

highly consistent with dissimilarities calculated using traditional (morphological) approaches47. 

We used SEMs to evaluate how the compositional dissimilarities between plots of the same landscape are 

related to differences in time and habitat features. For each pairwise comparison, we calculated geographic 

distance, as well as the absolute differences in time, pH and primary productivity (NDVI). Microclimate 

dissimilarities and differences in soil fertility were calculated as Euclidean distances using: i) soil temperature and 

TWI and ii) soil N, C and P, respectively. All variables except coordinates were scaled to mean = 0 and SD = 1 

before calculating distances. All distance matrices were log-transformed to improve normality and reduce 

skewness. The overall structure of SEMs and the causal relationships were similar to the ones used for the analysis 

of local diversity; we assumed covariation between community composition and nutrient availability/productivity, 

as this was the most supported model by the analysis of community diversity. Nearby plots are generally more 

similar than expected by chance, thus we included geographic distance between plots as an additional extrinsic 

variable, related to all the environmental properties. Glacier identity was introduced as a random intercept to 

account for potentially different baseline levels of dissimilarity across glaciers.  

The analysis of community composition was based on dissimilarity matrices. The non-independence of distance 

values involving the same plots hampers the use of standard statistics for calculating P-values, thus we estimated 

significance by the permutation of regression parameters127,128. Such tests are usually performed by permuting 

rows and columns of the response matrix. This allows keeping the distance structures fixed and corresponds to a 
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name-shuffling approach (multiple regression on distance matrices framework)127,129. For SEMs, additional 

complexity is introduced by having multiple matrices that act as both responses and predictors in different portions 

of the model. Consequently, we generated a permutation scheme where each response matrix was permuted one 

by one within landscape (9,999 permutations), while keeping fixed the remaining model structure. We first 

retrieved correlation coefficients (r) and pseudo-t statistics (

𝑏

√1−𝑅𝑐
2) of the observed model for testing the 

significance of covariations and causal relationships, respectively, and then stored the same coefficients, at each 

iteration, for the permuted matrix127. P-values were calculated for each response matrix using a two-tailed test, 

based on the frequency of permuted coefficients (r for covariations, pseudo-t for causal relationships), with 

absolute values larger than the absolute observed coefficient127,129. Also for community composition, standardized 

coefficients of geographically-restricted models were used to assess the consistency of models across regions of 

the world. Furthermore, we used the drop in performance (BIC) of models after iteratively removing one 

relationship at the time (calculated in lavaan.survey) in order to assess the support of candidate drivers. 
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EXTENDED DATA LEGENDS 

 
Extended data Fig. 1. a) Global distribution of the 46 analyzed proglacial landscapes. The size of symbols is 

proportional to the average number of detected MOTUs per plot. The inset shows the landscapes in the European 

Alps. b) Sampling design. For each proglacial landscape, we selected a number of sites corresponding to the lines 

representing the position of the glacier forefront at a given date (following ref53; four sites are represented in this 

example). For each site, we established five regularly spaced plots (diamonds; distance between plots: 20 m); at 

each plot, we collected five soil subsamples within a 1-m radius and pooled subsamples together, resulting in a 

~200 g composite sample per plot (total: 46 landscapes; 256 sites; 1256 plots analyzed separately). 
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Extended data Fig. 2. Pearson’s correlations between the alpha-diversity of eight taxonomic groups of organisms 

within proglacial landscapes. Larger dots and more intense colors indicate stronger correlations. N = 1,251 plots. 
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Extended Data Fig. 3. Relationship between diversity values predicted by chronosequence-based models, and 

diversity values observed in permanent plots surveyed in multiple years by independent studies103,104. The bold 

line indicates values predicted by a mixed model relating observed and predicted diversity (marginal R2 = 0.43, 

conditional R2 = 0.63), the shaded area represents the 95% credible intervals. Diversity was measured using Hill’s 

number q = 1. Differences in absolute values are related to methodological differences between our sampling 

approach and independent data used for validation. For instance, ref103 provided total diversity across 10 plots 

spread over 150 m2 on each site, ref3 calculated diversity across 11-13 plots per site, while our diversity predictions 

refer to one plot per site. 
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Extended Data Fig. 4. a-h): Differences in colonization rate of eight groups of organisms between subpolar, 

temperate and tropical landscapes. The plots represent the relationship between age and diversity of the groups 

estimated by mixed models (Table S2); error bars represent 95% credible intervals. g): Average soil temperature 

during the growing season in the 1251 analyzed plots. 
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Extended Data Fig. 5. Conceptual models representing how time and microclimate can drive soil chemistry and 

(alpha or beta) biodiversity changes in ecological succession following glacier retreat. To determine the 

relationships between soil nutrients and biodiversity, we tested three conceptual causal models assessing three 

potential causal structures, either (A) soil nutrients and ecosystem productivity shape biodiversity or (B) 

biodiversity shapes soil nutrients and productivity or (C) soil nutrients, productivity and biodiversity co-vary. "Soil 

biodiversity" indicates the biodiversity of all the organisms beside plants (i.e. bacteria, fungi, protists and animals). 

The detailed structure of models, including the relationships between nutrients, plants and productivity, is shown 

in Fig. 2. 
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Extended Data Fig. 6. Alternative structural equation models, assuming different relationships between alpha-

diversity, soil nutrients and ecosystem productivity. The color and the width of paths is proportional to effect size; 

dashed lines indicate non-significant relationships. Co-variations between soil features, and between the 

biodiversity of different taxonomic groups are not shown. In all the models, N = 793 plots. 

0  1.4  2   2.5   3   4

Effect size (t)

Positive

Quadratic

Negative

a) Model assuming that nutrients and productivity determine 
biodiversity

BIC = 21160.2

pH P

Plant diversity
Productivity

(NDVI)

N

Biodiversity

AnimalsMicro-organisms

Time since 
glacier retreat

Temperature
Topographic 

wetness index

Temp. 
X 

Time

Biodiversity

AnimalsMicro-organisms

b) Model assuming that nutrients and productivity are 
determined by biodiversity.

BIC = 21273.0

pH P

Plant diversity
Productivity

(NDVI)

N

Time since 
glacier retreat

Temperature
Topographic 

wetness index

Temp. 
X 

Time

c) Model assuming co-variation between communities, soil nutrients 
and productivity.

BIC = 21125.9

pH P

Vascular 
plants

Productivity
(NDVI)

N

Biodiversity

Micro-organisms Animals

Time since 
glacier retreat

Temperature
Topographic 

wetness index

Temp. 
X 

Time



 31 

 
Extended Data Fig. 7. Relationship between the number of Molecular Operational Taxonomic Units (MOTUs) 

detected by environmental DNA (eDNA) and the number of species recorded in traditional inventories for plants 

and insects. For plants, N = 38 sites from 10 forelands; for insects, N = 44 sites from 13 forelands. We show the 

partial regression plot of linear mixed models accounting for glacier identity (plants: R2
C

 = 0.86; insects: R2
C

 = 

0.83). For eDNA we used the number of MOTUs detected on soil samples across all plots in a site; for traditional 

detections we used the number of taxa identified at species and genus level. See Table S6 for the sources of 

traditional data. 
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Extended Data Table 1. Results of Bayesian GLMMs assessing the evolution of ecosystem attributes and time since 

glacier retreat as independent variable with conditional and marginal R2. Estimates with 95% credible intervals. Parameters 

with 95% credible intervals (CI) non-overlapping zero are in bold. 
 

Dependent variable N Independent 

Variable 

B CI 2.5% CI 

97.5% 

Marginal 

R2
 

Conditional 

R2
 

B with informative 

priorsa 

         

Phosphorus concentr. 793 Time 0.55 0.40 0.70 0.061 0.636 0.57 

  Time2 0.20 0.11 0.29    

         

Nitrogen concentr. 793 Time 0.59 0.44 0.73 0.015 0.251 0.59 

  Time2 0.15 0.07 0.23    

         

Carbon concentr. 793 Time 1.02 0.88 1.17 0.058 0.606 1.03 

  Time2 0.16 0.07 0.26    

         

pHb 793 Time -0.31 -0.40 -0.22 0.048 0.828 -0.31 

  Time2 -0.10 -0.15 -0.05    

         

Productivity (NDVI) 1251 Time 0.45 0.40 0.51 0.193 0.926 0.45 

  Time2 0.05 0.02 0.09    

         

C/N 387 Time 0.06 0.00 0.13 0.006 0.689 0.06 

  Time2 0.01 -0.06 0.03    

         

C/P 631 Time 0.61 0.46 0.77 0.011 0.818 0.61 

  Time2 0.02 -0.08 0.12    

         

Bacteria diversity 1251 Time 0.11 0.03 0.19 0.031 0.525 0.11 

  Time2 -0.04 -0.09 0.01    

         

Protist diversity 1251 Time 0.18 0.11 0.26 0.011 0.440 0.18 

  Time2 0.02 -0.03 0.06    

         

Mycota diversity 1251 Time 0.40 0.32 0.47 0.187 0.587 0.40 

(fungi)  Time2 -0.05 -0.10 -0.01    

         

Collembola diversity 1251 Time 0.23 0.19 0.27 0.084 0.421 0.23 

(springtails)  Time2 0.03 0.01 0.06    

         

Insecta diversity 1251 Time 0.30 0.26 0.35 0.089 0.504 0.30 

(insects)  Time2 0.00 -0.03 0.04    

         

Oligochaeta diversity 1251 Time 0.13 0.11 0.16 0.026 0.299 0.14 

(earthworms)  Time2 0.03 0.01 0.04    

         

Spermatophyta diversity 1251 Time 0.23 0.19 0.27 0.078 0.384 0.23 

(vascular plants)  Time2 0.03 0.01 0.06    

         

Diversity of the other 

animals 

1251 Time 0.32 0.26 0.37 0.110 0.477 0.32 

 Time2 -0.01 -0.05 0.02    

a Priors were based on the results from refs2,24,108. 
b For pH, the credible intervals of the quadratic term overlapped zero (95% CI: -0.13 / 0.12) if plots with age since 

glacier retreat < 10 years were removed from the analysis. 
c For C:N ratio, we kept plots with N > 0.01% and removed sites from the Dolomites region, as the carbonate 

bedrock of this region can affect carbon content. 
d For C:P ratio, we kept plots with P > 0.0005% and removed sites from the Dolomites region. 
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Extended Data Table 2. Performance of alternative structural equation models explaining the variation of a) 

community richness and b) dissimilarity; each SEM is fitted using two alternative approaches: piecewise structural 

equation models (PSEM) and lavaan.survey. See Fig. 2, Fig, 4 and extended Data 6 for the structure of these 

models. RMSEA: Root mean square error of approximation; SRMR: Standardized root mean square residual; BIC: 

Bayesian Information Criterion. The best-BIC model of community richness is in bold. Given the high support of 

the covariation model in the analysis of community diversity, the same structure was used for the model of 

community dissimilarity. All significance values are two-sided and derived from a Chi-squared distribution 

without multiple-test adjustments. 

 
 

 a. Dependent: community diversity 

  pSEM lavaan.survey 

  Fisher’s C d.f. P χ2 d.f. P RMSEA SRMR BIC 

Nutrient-led model 14.9 10 0.136 29.4 5 <0.001 0.078 0.028 21160.23 

Biodiversity-led model 6.6 4 0.162 33.3 4 <0.001 0.096 0.041 21273.01 

Covariation model 9.5 8 0.301 8.62 5 0.125 0.030 0.018 21125.87 

  
b. Dependent: community dissimilarity 

  pSEM lavaan.survey 

  Fisher’s C d.f. P χ2 d.f. P RMSEA SRMR BIC 

Covariation model 4.225  4 0.376 0.030 1 0.861 0.000 0.001 49732.2 

 

 


