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Evaluating Sentinel-1 Capability in Classifying
Dieback in Chestnut and Oak Forests

Florian Mouret, Marie Parrens, Véronique Chéret, Jean-Philippe Denux, Cécile Vincent-Barbaroux, Milena
Planells

Abstract—This letter analyzes the contribution of the Sentinel-
1 (S1) satellites, which provide C-band synthetic aperture radar
(SAR) data, to the monitoring of forest dieback. Multispectral
satellites (typically Landsat 8 or Sentinel-2, S2) have been found
to be effective in detecting early signs of dieback, while little
work has been done with SAR data despite its sensitivity to
canopy structure and water content and its ability to pass through
clouds. Our analysis is conducted on two study sites in France,
where the dieback of chestnut and oak plots have been labeled.
Classifications have been conducted to measure the ability of S1
data to identify plot in dieback. Our results show that S1 time
series are not very sensitive to forest dieback. Using a single S2
images lead to more powerful classification results than using 1
year of S1 data. While S1 data may not be suitable for stand-
alone forest dieback detection, it could be interesting to use it for
other forest monitoring applications that should not be affected
by dieback (species identification, clear-cut detection, etc.).

Index Terms—Forest dieback detection, Sentinel-2, Sentinel-1,
machine learning

I. INTRODUCTION

MONITORING the health of forests is important because
they play a critical role in many aspects of the Earth’s

ecosystem (carbon cycle, biodiversity, water cycle) as well as
other important economic and social functions. Climate change
is expected to lead to an increase in droughts, abiotic and biotic
disturbances, which will have a major impact on forest health
[1]. This is for example the case in France, where an increase
in forest dieback has been observed in recent years [2], [3].
Forest dieback is a complex phenomenon that results in the
weakening of trees with loss of vigor, often without obvious
direct causes. It arises from a combination of biotic (e.g.,
pathogens or insects) and abiotic (e.g., drought or pollution)
factors, which may occur sequentially or simultaneously. Tree
health decline can be slow and gradual (e.g., drought-induced
dieback), generally visible as progressive crown and canopy
loss over several years, or very rapid, resulting in mortality in
a single year (e.g., bark beetle attacks). This study examines
oak and chestnut forests, focusing on slow declines linked to
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drought and occasionally pathogens, such as blight in chest-
nuts, which are more challenging to detect due to their subtle
nature. Traditional dieback assessment is typically conducted
on small reference plots by assessing tree health (see details in
Section II.B), and is therefore time-consuming and not suitable
for covering large areas with fine resolution.

Remote sensing has been identified as a valuable tool to
produce maps at large scale and fine resolution, especially
since ground truth acquisition is challenging due to the scale
of the areas to be analyzed. Such analyses have been facilitated
by the Sentinel satellites, which are part of the European
Union’s Copernicus program and are freely available. In
particular, recent studies have shown that using time series
coming from the Sentinel-2 (S2) satellites are well suited
to monitor forest health status [2], [4]. S2 satellites provide
multispectral imagery with fine spatial (down to 10m) and
temporal resolution (revisit time about 5 days in Europe),
which is well suited for timely mapping of forest status.
Moreover, the spectral response of S2 images is affected by
forest dieback, especially in the shortwave infrared (SWIR)
part of the spectrum, which correlates with the water content
of the canopy [2].

In many applications, Sentinel-1 (S1) C-band synthetic
aperture radar (SAR) data have shown good complementarity
with S2 data [5]. In particular, S1 data are sensitive to canopy
structure and water content [6] and are not affected by cloud
cover [7]. However, investigating the interest of S1 data for
forest dieback detection has received little attention in the
literature. Some attention has been given to the detection
of bark beetle attacks [8], however for this application the
contribution of S1 when compared to S2 was not found
significant [9]. More recently, [10] have shown that S1 data
can be relevant for studying severe drought-induced damage
(mainly associated with mortality) in hardwoods 2 years after
the disturbance. However, foresters are interested to detect the
first signs of tree dieback (before mortality) in order to collect
the wood before it is damaged. Therefore, our study proposes
to extend the analysis of the S1 data contribution to the early
stages of dieback and to broadleaf forests, which have not
been yet discussed.

In this letter, we focus on two case studies in France. The
main objective is to automatically detect forest dieback (even
in its very early stages) and over large areas using remote
sensing data series. In particular, we want to assess whether
the use of S1 data in comparison or in combination with
S2 data is relevant for this purpose. The first use case is
related to the drought-induced dieback of oak trees (Quercus
petraea, Quercus robur), whose detailed analysis using only
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S2 data has been carried out in [2]. The second use case
is related to chestnut dieback (Castanea sativa) [11], which
is mainly caused by both biotic (such as ink disease) and
abiotic (drought) factors [12]. For both species, the dieback is
relatively slow and subtle, i.e. the trees are weakened but can
generally survive for several years (although the phenomenon
can be more intense for chestnut).

II. STUDY AREA AND DATA

This section provides a description of the study sites, the
reference data, labeling protocol and the satellite data used for
our analysis.

A. Study areas

The location of the oak and chestnut plots is depicted in
Figure 1. The chestnut plots are located in the Nouvelle-
Aquitaine region (2 S2 tiles) whereas the oak plots are located
in the Centre-Val de Loire region and its surrounding (11 S2
tiles). Note that an S2 tile has an area of 10000km2.

Fig. 1. Our two study sites are located in the Centre-Val de Loire region
for oak (11 S2 tiles) and in the Nouvelle-Aquitaine region for chestnut (2 S2
tile).

B. Reference data

The reference plots were labeled in 2020 for both oak and
chestnut. The labeling protocol used is the DEPERIS protocol
of the French Forest Health Service. This protocol assesses tree
dieback by looking at the missing branches and ramifications
(i.e., this is related to canopy loss). A plot is considered in
dieback if more than 20% of its trees are in dieback. For
more details on that point, we invite the readers to consult
[2]. The chestnut dataset consists of 83 plots [11], of which
35 are labeled “healthy” (42%). The oak dataset is larger with
1685 plots, of which 1202 are labeled “healthy” (71.3%). For
both species, plots are considered as ”healthy” or ”dieback”
(two classes). Finally, as in [2], since we are working at the
pixel level, all pixels of a plot are assigned the plot label.

C. Sentinel data

1) Sentinel-2: For our analysis, we used a single synthetic
S2 image taken in mid-July 2020. To have a unique image for
each tile, we interpolated the S2 bands between the closest

available images before and after July 15. The MAJA (Maccs-
Atcor Joint Algorithm) processing chain was used to obtain
Level 2A images with shadow and cloud masks, allowing us
to have cloud-free data [13]. The 10 S2 bands (B) cover the
visible (B2 to B4), red-edge (B5 to B7), near-infrared (NIR,
B8 and B8a) and Shortwave Infrared (SWIR, B11 and B12)
spectral regions. They were resampled to 10m (band 1, 9
and 10 are not adapted to vegetation monitoring and were
excluded).

2) Sentinel-1: For our analysis, we used time series of
S1 data collected between September 2019 and August 2020,
included. We used the Level-1 Ground Range Detected (GRD)
products. The S1 images were calibrated, orthorectified and
corrected from slope effect using de s1tiling processing chain
from Orfeo Toolbox1. The backscatter from the VH (σ0

V H ) and
VV (σ0

V V ) polarizations are considered in this study, as well as
indices presented in the Table I. The results presented in this
paper were obtained using descending orbit data only. Monthly
averaged features were computed to reduce noise and data di-
mensionality. Additional tests were also performed using both
ascending and descending orbits, dense time series (without
monthly averaging), and multi-temporal speckle-filtered data
without changing our results.

TABLE I
ADDITIONAL SENTINEL-1 INDICES USED IN THIS STUDY.

Name (abbr.) Formulation Ref.

Backscatter intensity Ratio (ratio) σ0
V V

σ0
V H

[14]

Radar Vegetation Index (RVI) 4σ0
V H

σ0
V V

+σ0
V H

[15]

Dual Polarization SAR VI (DPSVI) σ0
V V +σ0

V H

σ0
V V

[16]

S-1 span (span) σ0
V V + σ0

V H [10]

III. METHODS

To assess the contribution of S1 data for forest dieback
detection, we have conducted various analysis, which are
summarized in Figure 2 and detailed in what follows. The
main experiment is to compare classification results obtained
using S1 data, S2 data, or a combination of S1 and S2 data. In
addition, a feature importance analysis is conducted to further
assess the contribution of S1 data. In order to robustly evaluate
our results (classification and feature analysis), we used a
repeated data splitting approach, i.e., the data was randomly
split into training (70%) and test (30%) sets 30 times (the same
selection is done for all the tested datasets). The splitting is
done at the plot level, i.e. all pixel plots are in the same set,
and the evaluation of the classification results is done at the
plot level by taking the most frequent (mode) prediction.

A. Dataset

The three dataset used for our analysis are composed as
follows. Dataset S1 consists of S1 data only (72 features):
monthly σ0

V H , σ0
V V , R, RVI, DPSVI and span were computed

from September 2019 to August 2020. Dataset S2 consists of

1https://pypi.org/project/s1tiling/
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Fig. 2. Workflow of the different experiments carried out in our analysis.
Feature selection methods (feat. sel.) are studied to identify the most important
features for the two classification algorithms, Random Forest (RF) and
Logistic Regression (LR).

S2 data only (10 features): only one S2 image (10 spectral
bands) acquired in summer is used. Dataset S1+S2 combines
dataset S1 and S2 (S1 and S2 data, 82 features). An additional
dataset, SFS(S1+S2), is also considered and consists of a
subset of dataset S1+S2 obtained after a feature selection using
the Sequential Forward Selection (SFS), which is described in
section III.C.2.

B. Classification experiments

As a main baseline, we used the Random Forest (RF)
algorithm to classify datasets S1, S2, and S1+S2 for chestnut
and oak. Its robustness to overfitting and its ability to handle
noisy, non-linear and high dimensional data make it a popular
choice in remote sensing applications [17]. This choice was
also motivated by the good results obtained in early work
classifying forest dieback using S2 data [2]. RF was used to
classify the plots in 2 classes: healthy or dieback. A minimal
tuning of the algorithm was done by grid search based on the
result obtained in [2] since RF is known to be very robust
in the choice of its parameters. More precisely, to adapt the
algorithm to the difference in number of samples of each
dataset, we only changed the minimum number of samples
in a node (5 for oaks and 30 for chestnut).

To investigate whether other strategies might provide com-
plementary results, we performed a similar analysis using a
linear classification model, i.e., logistic regression with the
Least Absolute Shrinkage and Selection Operator (LASSO)
penalty (the shrinkage coefficient was set to 0.1 via grid
search for both species). The interest of these additional tests
is twofold: 1) to ensure that using a different classification
strategy (linear-based instead of tree-based) leads to the same
conclusions, and 2) to have access to a different feature selec-
tion method. Since these additional tests did not bring novel
conclusions to our analysis, they are only briefly discussed in
Section IV. We used the Python library scikit-learn (version
1.2) for the implementation of both algorithms. Metrics used to
evaluate the classification results are the overall accuracy (OA,
percentage of samples correctly predicted), the Cohen’s kappa
(Kappa, the probability of agreement between predictions and
ground-truth) and the macro F1 score (F1-macro, the average

of the F1 score for each class). F1 score is the harmonic mean
of the precision (number of true positives over true positives
plus false positives) and the recall (number of true positives
over true positives plus false negatives) and is not impacted
by imbalanced datasets.

C. Features selection and importance analysis

Dataset S1+S2 contains many features, correlation between
them and data redundancy is likely. Feature selection methods
aim to reduce the number of input variables by selecting only
the most informative features that best capture the relevant
information for the task, hence redundant or useless features
are removed. In addition, they can give us some insight into
the most informative features, which is often called feature
importance and corresponds to features that are most powerful
when used to solve the task at hand. We have tested 3 different
methods on the dataset S1+S2, which are detailed below.

1) RF feature importance: the RF algorithm naturally pro-
vides feature importance, which reflects how much a feature
contributed to the splitting decision during the training of the
algorithm (it is computed as the normalized reduction in Gini
impurity introduced by a feature during training). We took the
average feature importance obtained after the 30 experiments.

2) Sequential feature selection with RF algorithm: despite
the robustness of RF to high-dimensional data (demonstrated
in our results), we used another feature selection method to
identify the minimum number of features that could be used to
have a near-optimal classification. The SFS algorithm [18] was
used for that purpose. It is a greedy procedure that iteratively
finds the best new feature to add to the set of selected features,
based on an internal cross-validation score obtained using
any classification estimator. In this procedure, we choose to
optimize the F1-score at each iteration. Note that, as with our
main train/test split experiment, to avoid autocorrelation and
select relevant features, this internal cross-validation must be
done by separating all pixels of the plot into the same sets. The
main advantage of using SFS instead of the native impurity-
based feature importance of the RF algorithm detailed above
is that it is optimized on independent sets via the internal
cross-validation, and thus avoids overfitting. Indeed, the built-
in ranking of RF is derived from the training set, so the
feature importance can be high even if the feature has no
predictive power on independent testing data. Finally, the SFS
algorithm is stopped if the classification metric (F1 score) does
not improve by at least a small margin (0.001 in our case).
This allows us to keep only the most significant features.
The feature importance obtained after the 30 trials simply
corresponds to the percentage of times a feature was selected.

3) Feature selection via LASSO penalty: when using lo-
gistic regression with a LASSO penalty (also known as l1
norm), the coefficient of useless or redundant features are set
to zero. Moreover, features with larger influence tends to have
larger absolute coefficient (the data need to be scaled in that
case). The absolute coefficient values averaged after the 30
experiments are used as feature importance for this method.
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TABLE II
OVERALL ACCURACY (OA), COHEN’S KAPPA AND F1 SCORE OBTAINED
ON CHESTNUT AND OAK DATASETS WITH RF AND LR ALGORITHMS. ALL
95% CONFIDENCE INTERVAL ARE LOWER THAN 0.03 FOR CHESTNUT AND

0.001 FOR OAK. BEST VALUES ARE IN BOLD.

Species Dataset Algorithm OA Kappa F1

Chestnut

S1 RF 0.50 0.01 0.49
S1 LR 0.48 0.01 0.47
S2 RF 0.90 0.8 0.90
S2 LR 0.87 0.74 0.87
S1+S2 RF 0.90 0.79 0.90
S1+S2 LR 0.86 0.73 0.86
S1+S2 SFS-RF 0.89 0.79 0.89

Oak

S1 RF 0.71 0.02 0.44
S1 LR 0.63 0.22 0.6
S2 RF 0.77 0.37 0.68
S2 LR 0.69 0.36 0.67
S1+S2 RF 0.76 0.33 0.66
S1+S2 LR 0.71 0.39 0.69
S1+S2 SFS-RF 0.76 0.34 0.66

IV. RESULTS AND DISCUSSION

A. Classification results

The classification results obtained on the different datasets
are summarized in Table II. Looking at these results, we
can conclude that using S1 data only leads to poor results,
especially when compared to using a single S2 image, for
both oak and chestnut trees. In addition, combining S1 and
S2 data (with or without feature selection) does not improve
significantly the classification results. The best F1 score is
obtained using RF with S2 or S1+S2 data for chestnut, while
it is obtained using LR with S1+S2 data for oak (using only RF
with S2 data provides very close accuracy). Overall, using the
SFS algorithm is sufficient to reach a near-optimal accuracy,
hence the feature selected with this method (see below) are
sufficient to classify accurately our datasets. For oak, note
that LR struggles to achieve good OA but obtains a good F1
score, which means that it can classify the minority class more
accurately at the expense of reduced OA.

To complement these results, we should highlight the fact
that only one S2 image is used in our analysis, further
weakening the contribution of the S1 data. As pointed out in
[2], using dense S2 time series can improve the early detection
of forest dieback. Moreover, we conducted additional tests on
the fusion of S1 and S2 data, including late fusion of S1 and
S2 classifications using various methods (e.g., mean score,
product of expert, and stacking), since previous studies have
indicated that directly using all S1 and S2 features as input
for the RF algorithm can be suboptimal [5]. However, even in
this case, the low contribution of S1 data was confirmed by
our experimental results.

While our analysis highlight the low sensitivity of S1 data
to detect early signs of dieback, the results obtained in [10]
indicate that it can still be useful for long-term monitoring to
detect the most damaged areas and tree mortality in deciduous
forests. Our results are consistent with those obtained in [9] for
the detection of bark beetle attack (which has a stronger effect
than drought-induced dieback). In their study, the authors
observed that the S1 was affected by bark beetle attacks, but
not enough to provide a good separation between healthy and
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Fig. 3. Feature importance obtained for chestnut and oak plots with dataset
S1+S2 using (a) the native RF feature importance and (b) the percentage
of times a feature was selected using the SFS method. Feature names are
displayed with the acquisition dates (year/month). The average number of
features selected in each run is shown in parentheses for each method.

declining plots. In addition, [19] emphasized the interest of S1
to detect clear cuts without being affected by dieback, which
is also consistent with our results.

B. Feature importance

The feature importance obtained with the RF and SFS-RF
methods are displayed in Figure 3, along with the average
number of features selected in each run. Overall, we can
observe that S2 features are largely favored over S1 features,
which is coherent with the classification results. In particular,
S2 bands 7 and 8A are the most important to detect chestnut
dieback, while B12 and B8A are the most important to detect
oak dieback. When looking at the feature selected using
the SFS method, we can notice that only few features are
sufficient to detect forest dieback accurately. In particular, B7
is almost always selected to detect chestnut dieback (for SFS
the importance is equal to the average number of times a
feature is selected), while B12 and B8A are almost always
selected for oak. Our results indicate that S2 bands B7 and
B8A, which correlate with canopy chlorophyll content, are
primarily used to detect chestnut dieback. In addition to B8A,
band B12, which correlates with canopy water content, is also
important for the detection of oak dieback. This finding is
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consistent with the results reported in [2], where red-edge,
NIR and SWIR portions of the S2 spectrum were found to be
important for monitoring oak dieback. Finally, we observed
that the S1 features with higher importance tended to be those
from winter acquisitions, which can be related to the fact that
the leaves are off and the stems and branches are more visible.

The results obtained using the LR algorithm with LASSO
penalty leads to the same conclusions (hence, they are not
displayed for brevity). In particular, for chestnut, the LR algo-
rithm with LASSO penalty tends to select only 4 features in
average (B7, B8A, B6, B11). The feature importance obtained
with LASSO penalty for oak is less clear, as in this case
good accuracy cannot be achieved with few features. However,
additional tests on oak plots using S2 vegetation indices have
shown that, on average, good accuracy can be achieved with
only 2 or 3 S2 indices and bands. This behavior is probably
related to the linear nature of the LR algorithm, which is not
the case with the RF algorithm, which can combine the S2
bands in a non-linear way and then rely on fewer features for
complex cases.

V. CONCLUSION

Our analysis explored the contribution of S1 data to the
classification of chestnut and oak dieback. We employed two
different classification algorithms, Random Forest and Logistic
Regression, on datasets composed of S1 data, S2 data or
a combination of both S1 and S2 data. In addition, feature
importance was computed based on different techniques (the
native RF importance, the SFS method, and the LASSO
penalty). Finally, we also demonstrated with the SFS algorithm
that only 2 or 3 S2 bands were sufficient to reach a near-
optimal accuracy, i.e., bands 7 and 8A are the most important
to detect chestnut dieback and band 12 and 8A are the
most important to detect oak dieback. This confirm previous
findings which had identified the importance of the red-edge
and shortwave infrared parts of the S2 spectrum for dieback
detection.

Based on our results, we can conclude that the sensitivity of
S1 data to forest dieback in oak and chestnut forests is very
slight and does not justify the effort and resources required
to process and store S1 images, especially for operational
systems. From a research perspective, further investigation is
needed to determine whether more complex processes could
enhance the contribution of S1 data for this application,
for example with a better understanding of the relationship
between S1 data and tree water content [20]. As a perspective,
other specific use cases should be investigated for other species
and areas. On the other hand, our findings show that the low
sensitivity of S1 to dieback can be used instead in the forest
monitoring applications that should not be affected by dieback,
such as tree species identification and clear-cut detection.
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