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Abstract
1. We need comprehensive information to manage and protect biodiversity in the 

face of global environmental challenges, and artificial intelligence is required to 
generate that information from vast amounts of biodiversity data. Currently, 
vision- based monitoring methods are heterogenous; they poorly cover spatial 
and temporal dimensions, overly depend on humans, and are not reactive enough 
for adaptive management.

2. To mitigate these issues, we present a portable, modular, affordable and low- 
power device with embedded vision for biodiversity monitoring of a wide range 
of terrestrial taxa. Our camera uses interchangeable lenses to resolve barely vis-
ible and remote targets, as well as customisable algorithms for blob detection, 
region- of- interest classification and object detection to automatically identify 
them. We showcase our system in six use cases from ethology, landscape ecology, 
agronomy, pollination ecology, conservation biology and phenology disciplines.

3. Using the same devices with different setups, we discovered bats feeding on du-
rian tree flowers, monitored flying bats and their insect prey, identified nocturnal 
insect pests in paddy fields, detected bees visiting rapeseed crop flowers, trig-
gered real- time alerts for waterfowl and tracked flower phenology over months. 
We measured classification accuracies (i.e. F1- scores) between 55% and 95% in 
our field surveys and used them to standardise observations over highly resolved 
time scales.
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1  |  INTRODUC TION

This century's rapid biosphere transformations exert formida-
ble pressure on nature and people (Steffen et al., 2015). High- 
resolution biodiversity data are required to inform conservation 
and management plans (Dove et al., 2023; Moersberger et al., 2024; 
UNECE, 2023; UNEP, 2020) and we are heavily reliant on artificial 
intelligence to analyse them and tackle Sustainable Development 
Goals (Beery, 2021; Klein et al., 2015; Vinuesa et al., 2020). However, 
comprehensive hardware and software solutions for generating and 
analysing high- resolution, standardised biodiversity monitoring data 
are still rare (Besson et al., 2022).

Much of biodiversity is sampled by vision, and we are facing crit-
ical challenges to attain comprehensive monitoring. First, heteroge-
nous, incompatible methods are used for a variety of terrestrial taxa: 
point counts for birds (Ralph et al., 1995), visual encounter surveys 
for herpetofauna (Doan, 2003), transects for pollinators (O'Connor 
et al., 2019), camera traps for mammals (McCallum, 2013), etc. 
Second, sampling coverage and resolution along spatial and tem-
poral scales are insufficient, resulting in considerable knowledge 
biases and gaps (Boakes et al., 2010; Costello et al., 2010; Meyer 
et al., 2015) that prevent effective conservation: notably, most of 
the challenging animals to monitor (amphibians, insects, mam-
mals and reptiles) are data- deficient and likely threatened (Borgelt 
et al., 2022). Third, many methods still depend on human labour, 
and are thus time- consuming, error- prone, and hard to reproduce 
(Fitzpatrick et al., 2009; Gorrod & Keith, 2009; Johnston et al., 2023), 
a problem further compounded by the scarcity of taxonomic experts 
(Engel et al., 2021). Fourth and lastly, most passive vision- based 
methods lack real- time feedback (Whytock et al., 2023), thus ruling 
out immediate interventions despite increased uptake of adaptive 
management approaches (Jackson et al., 2010; Keith et al., 2011). 
Theoretically, these challenges may be solved by deploying contin-
uously powered digital imaging devices “at the edge” for sampling 
multiple taxa across large scales, with embedded artificial intelli-
gence processing data in real- time to minimise storage demands 
and trigger meaningful reactions when needed. While the under-
lying technologies exist and open hardware abounds (Oellermann 
et al., 2022), devices are still in early development stages and we 
lack integrated solutions (Høye et al., 2021; van Klink et al., 2022).

We harnessed technological advances into a field- ready, porta-
ble, low- power, modular, embedded vision camera system—dubbed 

“ecoEye”—thus taking advantage of recent progress in embedded 
computing (Dutta & Bharali, 2021) and also moving towards goals 
set by Besson et al. (2022). Our system can: (1) non- invasively mon-
itor various taxa for different applications across disciplines; (2) 
reach high temporal resolution and coverage with solar power and 
be scaled up in space due to its moderate cost and size; (3) analyse 
images in real- time using established computer vision algorithms and 
performance assessment workflows that standardise observation 
results and thus (4) potentially link specific detections to real- time 
reactions for intervening in environmental processes. We finally dis-
cuss how our and other embedded vision devices fare for addressing 
key vision- based biodiversity monitoring challenges.

2  |  MATERIAL S AND METHODS

We designed a portable, weather- resistant embedded vision camera 
(Figure 1) consisting of (1) a low- power, expandable microcontroller 
printed- circuit board (i.e. PCB) with a modular image sensor (openMV 
H7+); (2) a custom data transfer and power management PCB 
(Balle et al., in press); and (3) a custom waterproof housing for the 
PCBs, batteries, lens mount and accessories. This advanced device 
development resulted in a commercial device (EcoEye–Embedded 
Vision Camera for Environmental Monitoring, n.d.) that can only be 
replicated with considerable manufacturing (e.g. injection moulding) 
and electronics know- how and resources (e.g. reflow soldering and 
PCB assembly) (Fig. 1a,b,c). However, the hardware used for the 
subsequently presented use cases A to E, which do not require the 
power management PCB developed separately, can be replicated 
using our instructions for building the latest open- design camera 
version with a 3D- printed case (Darras, n.d.; Figure 1d). We also 
provide an open- design CAD model (Figure 1d) to 3D- print a lens 
mount enabling the construction of a low- tech version using only an 
openMV H7+, powered with a USB power bank, inside a waterproof 
box. This lens mount allows placing the lens outside the box for 
optimal optical image quality while protecting the electronics inside 
the box, provided that the lens mount is sealed with silicone glue to 
the box and that the lens thread is sealed against it.

We evaluated six use cases representing different disciplines in 
temperate and tropical regions of China (Table 1, Figure 2, Figure S1). 
Additional licences and permits were not needed as we conducted 
our work either on experimental plots, within an associated 

4. Our cameras are amenable to situations where automated vision- based monitor-
ing is required off the grid, in natural and agricultural ecosystems, and in particu-
lar for quantifying species interactions. Embedded vision devices such as this will 
help addressing global biodiversity challenges and facilitate a technology- aided 
agricultural systems transformation.

K E Y W O R D S
biodiversity monitoring, camera trap, edge computing, embedded vision
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    |  3DARRAS et al.

botanical garden, on our university campus, or on publicly accessi-
ble paths with no people in the field of view. Rather than conduct-
ing separate, fully- fledged studies, we chose to explore the broad 
potential of the embedded vision camera in different contexts to 
stimulate follow- up, in- depth studies. The same cameras were used 
but set up with different lenses, lighting equipment and operation 
settings for each use case; details are given in the Supplementary 
Methods. Both frame differencing- based blob detection (also called 
motion or region- of- interest/ROI detection) as well as deep learn-
ing convolutional neural networks (CNNs hereafter)—trained on 
the EdgeImpulse platform (https:// www. edgei mpulse. com/ ) with 
MobileNet- v2 (Sandler et al., 2019) using images captured during 
test deployments—were used and combined to detect and identify 
targets in real- time on the cameras during survey deployments. 
Detection could be handled by blob detection or object detec-
tion CNNs, and classification could be handled by (blob detection- 
derived) ROI classification or by the latter object detection CNNs. 

Although whole- image classification can also be done in camera, we 
did not find situations where the target would fill the entire frame. 
The recall and precision of the CNN- based ROI classification and ob-
ject detection algorithms were evaluated with test images from the 
field survey deployments. For use cases involving object detection, 
all images were saved during the survey deployments and a subset 
was subsequently screened for this evaluation. For use cases involv-
ing blob detection for ROI classification, we used conservative blob 
detection thresholds (colour deviances were smaller than those ob-
served in barely perceptible targets; minimum and maximum blob 
sizes were set beyond the observed extremes of targets' sizes) and all 
blobs saved during the evaluation survey interval were subsequently 
screened. These two approaches allowed us to obtain image series of 
ground- truth data reflecting the exact field of view of the cameras. 
The harmonic mean of the recall and precision measures obtained 
in the screened image datasets were reported as field accuracies  
(i.e. F1- scores; Table 1).

F I G U R E  1  The ecoEye camera design (commercial and open- design versions). (a) Front view of the commercial version: Interchangeable 
lens, window for the internal light shield (not pictured), built- in LED light pipes, power button, external sensor and power connectors. (b) 
Inner view of the commercial version: Main OpenMV and auxiliary boards (power management system at bottom, connector shield stacked 
on openMV board), lithium 18,650 batteries. (c) Block diagram of the commercial version's system design, including further extensions not 
pictured in the previous panels, such as the WLAN and light shields. (d) The open- design CAD case model (version 49) used in use cases 
A to E. Open- design CAD standalone lens mount model shown at bottom, provided for DIY applications allowing the placement of the 
interchangeable lenses outside off- the- shelf boxes in a waterproof manner.
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3 | RESULTS

3.1  |  Ethology: Monitoring bats visiting durian tree 
flowers

Flying foxes provide pollination services for many tropical trees 
but little is known about their foraging behaviour, and current 
vision- based monitoring approaches are a compromise between 
automation and resolution (Darras, Yusti, Knorr, et al., 2021; Gottwald 
et al., 2021). In Southeast Asia, the durian tree produces the “king of 
fruits”, a crop whose most common pollinators are fruit bats (Baqi 
et al., 2022). On the island of Hainan, however, flowers are usually 
pollinated by hand and although fruit bats inhabit the island, they 
have not been reported to pollinate durian there to our knowledge. 
We monitored the nocturnal behaviour of unknown durian flower 
visitors in Hainan, China (Figure 2a), using near- infrared illumination 
and blob detection algorithms, from the ground.

We monitored the only flowering tree of our study location for 12 
nights in summer 2022 at an average of 0.68 (min: 0.56; max: 0.89) 
frames per second over all nights with blob detection to detect image 
changes within pre- set ranges of blob area and colour deviation from 
the background image (Figure 2a). We found the flying fox and man-
ually screened 23,154 triggered images to determine optimal blob 
detection parameters at each deployment date: we computed an aver-
age maximum accuracy of 0.21 over deployment nights (range: 0.10–
0.34), corresponding to the best performance that would have been 
obtained with optimal settings using a minimum blob area of 125,000 
pixels and a maximum blob area of 631,000 pixels (Figure S2). The fly-
ing fox Roussettus leschenaultii (most likely species identification) was 
found in 122 images, flying towards or from flowers in 63 and feeding 
on flowers in 59 images. Flowers were visited 9 times per night on 
average (range: 3–32 visits, n = 7; flowers open only for one night). Two 
activity peaks were evident: early in the night (~21:00) and shortly be-
fore dawn twilight (~3:00) (Figure 2a).

3.2  |  Landscape ecology: Determining bat and 
insect occurrence in rice fields

Landscape composition determines the occurrence of predators and 
their prey. Insectivorous bats, which are sensitive to forest edges and 
waterways (Lintott et al., 2015; Morris et al., 2010), regulate insect 
populations in natural and agricultural landscapes through predation, 
thus providing economically valuable biocontrol services, also for 
rice (Puig- Montserrat et al., 2015; Wanger et al., 2014). Current 
passive sampling methods use digital imagery without embedded 
artificial intelligence to sample either only flying insects or only bats 
(Darras, Yusti, Huang, et al., 2021; Gottwald et al., 2021; Ruczyński 
et al., 2020), thereby increasing the logistical complexity of sampling 
both taxa and limiting the spatial and temporal link between their 
sampling data. We used our cameras with region- of- interest 
classification and near- infrared illumination to simultaneously and 
remotely detect and distinguish both of these differently sized 
nocturnal targets in flight.

We monitored flying insects and bats in a mixed rice paddy 
and forest landscape for 6 nights in summer 2022 during astro-
nomical dusk (between 19:20 and 20:30), in Hangzhou, China 
(Figure 2b). Each night, we set up one camera inside the rice field 
and one at its border, adjacent to a waterway with a forest on its 
other shore, and pointed them to the night sky, illuminated with 
attached near- infrared flashlights (Figure S3). The cameras were 
operating with a sensitive blob detection threshold at an aver-
age of 1.32 (range: 0.37–1.88) frames per second. Flying objects 
were detected as blobs up to an estimated 7 m above ground, 
and images extracted from their bounding boxes (i.e. ROIs) were 
classified into bats, insects, or unknown flying objects with our 
trained CNN. We obtained a maximum field classification accu-
racy (F- score) of 67% for bats and 93% for insects at their re-
spective confidence thresholds of 0.6 and 0.3. After considering 
only detections above these thresholds, we obtained a nightly 

TA B L E  1  Comparison of use case setups for the ecoEye embedded vision cameras. The main parameters, performance metrics and setup  
variables are listed. Optimal recall and precision correspond to the values reached at maximal field accuracy (i.e. F1 score).

Use case Target
Target 
distance (m) Daytime Resolution Colour Computer vision

Frames per  
second Training images Optimal recall Optimal precision

Lens focal 
length (mm)

Lens 
aperture Lighting

(A) Ethology Bats on durian 
flowers

3–5 Night 2592 × 1944 Grayscale Blob detection 0.67 NA (no 
classification)

0.16 0.36 12 F2 2 IR flashlights

(B) Landscape ecology Flying bats and 
insects

3–7 Night 1944 × 1944 Grayscale ROI classification 1.01 376 Bat: 0.75, insect: 0.91 Bat: 0.60, insect: 0.95 6 F2.2 4 IR flashlights

(C) Agronomy Insects on light 
board

0.2 Night 2592 × 1944 RGB565 ROI classification 0.41 735 Chironomidae: 0.53, Coleoptera: 
0.87, Curculionidae: 0.67, 
Delphacidae1: 0.87, Delphacidae2: 
0.42, Hymenoptera1: 0.53, 
Hymenoptera2: 0.46

Chironomidae: 0.70, Coleoptera: 1, 
Curculionidae: 0.04, Delphacidae1: 
0.77, Delphacidae2: 0.80, 
Hymenoptera1: 0.88, Hymenoptera2: 
0.35

4.23 F2.8 Inner add- on 
white LED 
shield

(D) Pollination ecology Bees on rapeseed 0.4 Day 1944 × 1944 RGB565 Object detection 1.37 278 0.77 0.63 12 F2 Ambient

(E) Conservation biology Waterfowl on 
water

3–5 Day 1944 × 1944 RGB565 Object detection 1.75 425 Female: 0.92, male: 0.95 Female: 0.63, male: 0.97 12 F2 Ambient

(F) Phenology Flowers on 
ground

0.6 Day 1944 × 1944 RGB565 Object detection 0.001  
(timelapse)

118 0.99 0.89 4.23 F2.8 Ambient
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    |  5DARRAS et al.

average of 16 bat and 25 insect detections close to the forest 
compared to 37 bat and 180 insect detections inside the rice 
field, with a significantly lower bat to insect detections ratio in-
side the rice field than close to the forest (Estimate = −0.34 ± 0.17 
SD, n = 12, Probability(Estimate = 0 | Null hypothesis) = 0.04).

3.3  |  Agronomy: Quantifying nocturnal insect 
rice pests

Monitoring pests is essential for agricultural management. Light 
traps are a common sampling method for flying insect pests in rice 

TA B L E  1  Comparison of use case setups for the ecoEye embedded vision cameras. The main parameters, performance metrics and setup  
variables are listed. Optimal recall and precision correspond to the values reached at maximal field accuracy (i.e. F1 score).

Use case Target
Target 
distance (m) Daytime Resolution Colour Computer vision

Frames per  
second Training images Optimal recall Optimal precision

Lens focal 
length (mm)

Lens 
aperture Lighting

(A) Ethology Bats on durian 
flowers

3–5 Night 2592 × 1944 Grayscale Blob detection 0.67 NA (no 
classification)

0.16 0.36 12 F2 2 IR flashlights

(B) Landscape ecology Flying bats and 
insects

3–7 Night 1944 × 1944 Grayscale ROI classification 1.01 376 Bat: 0.75, insect: 0.91 Bat: 0.60, insect: 0.95 6 F2.2 4 IR flashlights

(C) Agronomy Insects on light 
board

0.2 Night 2592 × 1944 RGB565 ROI classification 0.41 735 Chironomidae: 0.53, Coleoptera: 
0.87, Curculionidae: 0.67, 
Delphacidae1: 0.87, Delphacidae2: 
0.42, Hymenoptera1: 0.53, 
Hymenoptera2: 0.46

Chironomidae: 0.70, Coleoptera: 1, 
Curculionidae: 0.04, Delphacidae1: 
0.77, Delphacidae2: 0.80, 
Hymenoptera1: 0.88, Hymenoptera2: 
0.35

4.23 F2.8 Inner add- on 
white LED 
shield

(D) Pollination ecology Bees on rapeseed 0.4 Day 1944 × 1944 RGB565 Object detection 1.37 278 0.77 0.63 12 F2 Ambient

(E) Conservation biology Waterfowl on 
water

3–5 Day 1944 × 1944 RGB565 Object detection 1.75 425 Female: 0.92, male: 0.95 Female: 0.63, male: 0.97 12 F2 Ambient

(F) Phenology Flowers on 
ground

0.6 Day 1944 × 1944 RGB565 Object detection 0.001  
(timelapse)

118 0.99 0.89 4.23 F2.8 Ambient

F I G U R E  2  Six use cases depicting field applications of the ecoEye embedded vision camera. Middle panels for (b and c) were made 
from multiple pictures to depict the relative sizes of the diverse targets. Padding was added to the bounding boxes of the detections for 
better visibility of the targets. In left panels, calendar icons indicate deployment durations, and in middle panels, crosshairs represent field 
accuracies, measured with F1 scores. Accuracy values in (e) are based on the first deployment only. In the right panel of (d), the red line 
indicates the predicted temperature effect on bee detections, and the shaded grey ribbon depicts the upper and lower bounds of its 95% 
confidence interval. In the rightmost pane of (f), the blue line represents the smoothed relationship between time and flower counts (loess 
smoother, evaluated at 80 points with a span of 0.75), with its 95% confidence interval depicted as a grey ribbon.
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6  |    DARRAS et al.

paddy fields (Shimoda & Honda, 2013), a staple food throughout 
Asian countries that is damaged by the brown and white- backed 
planthoppers. Existing monitoring devices are rather large, com-
paratively expensive, sometimes lethal, and most have no embed-
ded classification (Bjerge, Nielsen, et al., 2021; Yao et al., 2020). We 
used our cameras to demonstrate an embedded multiple classifica-
tion task of nocturnal insects attracted to non- lethal, portable light 
traps, with real- time cloud transmission of results.

We monitored nocturnal, flying, phototactic insects attracted 
to white- light illuminated plastic boards. Cameras were installed in 
two locations inside a rice field in Hangzhou, China (Figure 2c) and 
worked for 2 h on two nights in 2022 and 2023, starting at nautical 
dusk, around 17:30. Cameras operated with a sensitive blob detec-
tion threshold at an average of 0.41 (min: 0.40; max: 0.41) frames 
per second. Detection numbers for each detected target were sent 
online to a cloud server, via an internal plug- in WLAN module con-
nected to a 4G portable router (Figure S4), with a transfer success 
rate between 76% and 83% (100% were saved on the SD card). 
Landing objects were blob- detected and their bounding boxes ex-
tracted for classification into nine classes with variable taxonomic 
resolution (order or family) depending on the distinctiveness of 
their diagnostic features. For the different morphospecies detected 
during survey deployments, we obtained maximum field accuracies 
ranging from 8% (Curculionidae—only 39 training images) to 93% 
(Coleoptera) for non- pest species (mean: 53%, median: 60%), and 
from 55% to 83% for potential planthopper pests (two Delphacidae 
morphospecies). After retaining only detections above the respec-
tive optimal confidence thresholds, we found 3856 detections for 
the Delphacidae 1 and 59 detections for the Delphacidae 2 mor-
phospecies, putatively identified as the brown (Nilaparvata lugens) 
and white- backed (Sogatella furcifera) planthoppers, respectively, 
and 452 non- pest detections across both survey nights.

3.4  |  Pollination ecology: Monitoring bees on 
rapeseed flowers

Global insect pollinator declines are disrupting pollination networks 
and crop production (Klein et al., 2006). Monitoring pollinators is 
essential to reap their benefits (Potts et al., 2016). Long- term diel 
monitoring of bees was previously conducted with motion- detection 
devices and off- the- shelf hardware, albeit without automated 
target classification (Steen, 2017). We used our cameras to monitor 
rapeseed, a major oil crop, with object detection models specifically 
trained for identifying pollination events by bees.

We monitored solitary bees (Osmia bicornis) on rapeseed flow-
ers growing inside experimental enclosures with six camera deploy-
ments over 4 days in April 2022 in Fuyang district, China (Figure 2d). 
Cameras ran at an average of 1.37 (range: 1.13–1.91) frames per 
second and targets were detected in each frame by our object 
detection CNN at a confidence threshold of 0.5. We obtained an 
average field classification accuracy of 74% (range: 57%–93%) 
over all deployments (Figure S5). As field accuracy varied among 

deployments, we standardised the detections data to estimate the 
count of actual bee visits, which we used to derive temporal bee ac-
tivity profiles that were comparable across deployments (Figure S5). 
We obtained the estimated visits count by multiplying the num-
ber of detections with the precision and dividing by the recall. We 
found a positive relationship between estimated bee visits per 
hour and ambient temperature (Estimate = 0.169 ± 0.08 SD, n = 84, 
Probability(Estimate = 0 | Null hypothesis) = 0.037), in line with previous stud-
ies (Steen, 2017).

3.5  |  Conservation biology: Real- time waterfowl 
monitoring

Adaptive species management can help to deal with unpredictable 
global changes that precipitate biodiversity loss (Jackson 
et al., 2010). Real- time passive monitoring is required for rarely 
encountered animals, whose population changes could trigger 
immediate management actions. Birds, as fast- moving, small targets 
are especially challenging to monitor automatically even with current 
vision- based technology (Latta et al., 2023; Weinstein et al., 2022). 
Here, we show how cameras can be networked to send real- time 
cloud alerts upon detection of a specific waterfowl species in an 
urban protected area.

We monitored swimming mandarin ducks (Aix galericulata) 
using cameras in a nature reserve, from the shore of the Xihu lake 
in Hangzhou city, China, over 2 days in 2022 and 2024 (Figure 2e). 
The cameras analysed all images with an object detection CNN at 
a conservative confidence threshold of 0.25. During the first de-
ployment in 2022, a single camera ran at 1.76 frames per second. 
It transferred detection classes and probabilities, as well as im-
ages containing mandarin duck detections exceeding a confidence 
threshold of 0.5, via an internal plug- in WLAN module connected 
to a 4G portable router, to a cloud server where the detection time 
graphs and downsampled images could be checked in real- time 
(Figure 2e). 82% of the detections data and 80% of the images were 
successfully transferred from the camera to the server (100% were 
saved on the SD card). For the first deployment, we obtained max-
imum field accuracies of 74% for females, and 96% for breeding 
males at their optimal confidence thresholds, which allowed to fil-
ter the dataset containing 594 raw detections to yield 134 female 
and 405 male estimated bird passes after correcting for male and 
female detection accuracies (Figure S6). During the second deploy-
ment in 2024, carried out after the breeding season, males lost their 
colourful plumage and were not discernible from females anymore; 
the model classified juvenile ducks (that were not used for training 
the model) as male breeding ducks, thus decreasing breeding male 
detection accuracy (42%), while overall duck detection accuracy (age 
classes and sexes confounded) stayed high (90%). The male manda-
rin duck is an emblematic species with characteristic plumage that is 
easily discerned from other species—further trials should attempt to 
distinguish mandarin ducks of different ages and other bird species 
with more subtle morphological differences.
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3.6  |  Phenology: Flowering plants

Phenology cameras monitor vegetation phenology with high 
temporal resolution over long sampling durations, for instance to 
track climate change impacts. However, these cameras cannot 
analyse image contents, and even though automated analysis could 
happen post- capture (Mann et al., 2022), real- time monitoring 
methods are required for greater reactivity (Piao et al., 2019). We 
show here how our cameras can operate over long time periods for 
monitoring the phenology of plant targets with high accuracy.

We monitored ground- dwelling Carthusian pink (Dianthus car-
thusianorum) flowers with two cameras situated on our university 
campus in Hangzhou, China, over a period of 2 months in fall 2022 
(Figure 2f). The cameras, outfitted with our custom- built power 
management PCBs (Balle et al., in press), captured images at intervals 
of 15 min from the start until the end of civil twilight (approximately 
5:30 to 18:00) while they were automatically recharged with 5 W 
solar panels during sunny weather. The cameras saved all images and 
analysed them with an object detection CNN, only keeping detec-
tions above a conservative confidence threshold of 0.3. We attained 
a maximum field accuracy of 95% for detecting open Carthusian pink 
flowers (Figure S7). We automatically tracked multiple single flow-
ers over frames and days using time series clustering in R (R Core 
Team, 2019) to establish a flowering peak on October 5, 2022 with 
16 simultaneously open flowers and a mean lifespan of single flow-
ers of 4 days (range: 0.4–14.5 days).

4  |  DISCUSSION

Embedded vision devices such as the one proposed here have far- 
reaching implications for biodiversity monitoring. We demonstrated 
the potential of our ecoEye cameras for phenological observation, 
real- time species surveillance and key ecological interactions such 
as pollination, potential pest damage and biocontrol. Our versatile 
design can be utilised for multiple taxa and scaled up to large spatial 
and temporal extents due to its interchangeable lens options, 
sufficient frame rates and resolution, and low- power consumption 
compared to most alternative devices (Table 2), which we also 
discuss in the following.

4.1  |  Taxonomic, spatial and temporal coverage

The interchangeable lens design with adjustable focus enabled 
the largest taxonomic coverage and deployment flexibility: from 
millimetre- scale insects to remote flying bats and flowers on 
the ground (Table 1). In comparison, established camera traps 
have a limited angle of view by design and can only detect heat 
displacement of medium to large homeotherms. They have been 
adapted with limited performance or considerable efforts beyond 
their core application: for far- away birds, risky arboreal sampling, 
nocturnal flying insect traces, with poikilothermic animal ramps, 

or for inanimate plants (Hobbs & Brehme, 2017; Latta et al., 2022; 
Mann et al., 2022; Moore et al., 2021; Wallace et al., 2022; Zhu 
et al., 2022). Alternative imaging devices without embedded vision 
can be used to detect insects (Droissart et al., 2021; Hogeweg 
et al., 2019; Pegoraro et al., 2020; Ruczyński et al., 2020), and 
recent designs with embedded vision integrate motion- detection 
(Bjerge, Nielsen, et al., 2021) or species classification (Bjerge, 
Mann, et al., 2021), but stay confined to their integrated lenses' 
angle of view and the corresponding targets that can be imaged. 
This underlines the necessity for broader image- based, embedded 
detection approaches which could even be extended to microscopic 
scales to monitor zooplankton (Lertvilai, 2020).

The presented cameras are able to sample a large temporal and 
spatial coverage at sufficient temporal resolution. Even though all 
currently available devices compared here offer high sampling reso-
lutions over coverage times that exceed human capabilities (Table 2), 
ours also demonstrated successful operation in the field over sev-
eral months with solar power in contrast to other embedded vision 
devices. The cameras ran at between 0.4 and 1.7 frames per sec-
ond depending on the resolution and algorithm (thus processing be-
tween 2.3 and 12.6 MB per second). While frame rates are higher 
at lower resolutions and for more powerful alternative devices, we 
could detect ephemeral pollination events or bat passes. In contrast, 
camera traps may miss quickly passing and stationary targets by de-
sign (Apps & McNutt, 2018). Bulkier and more expensive embed-
ded vision devices (Table 2) may not facilitate reaching high spatial 
coverage. Cheaper, more compact devices such as the PICT (when 
used without motion detection) or camera traps, however, can help 
to attain high spatial coverage (Bondi et al., 2010) through replica-
tion, but they come with challenges in the cumulative data storage 
and post- deployment data processing demands. Notably, due to 
their stationary design and fixed focal lenses, none of the devices 
presented here can sample areas as large as what human observers 
could sample. Several fields of view and taxa could be sampled con-
currently by multiple cameras, but in the future dual or zoom lens 
designs could strike a better trade- off between coverage and resolu-
tion (Hu et al., 2013). Overall, low cost, small size and embedded vi-
sion capabilities of embedded vision devices facilitate covering large 
spatial and temporal scales.

4.2  |  Standardised results and reactive monitoring

We used standard Artificial Intelligence (AI) evaluation procedures 
to measure algorithm accuracies in the field and obtain standardised 
biodiversity data for some use cases. Vision- based biodiversity de-
tection processes are rarely standardised (Burton et al., 2015). Even 
though AI drives global camera trap syntheses (Chen et al., 2022), 
the data are derived from a separate sampling process that re-
mains unquantifiable or hard to estimate with ground- truth (Boyd 
et al., 2023; Gilbert et al., 2021). We measured the accuracies of our 
algorithms by screening every saved frame over a calibration period 
for true and false positives and negatives to infer “field accuracies” 
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and mathematically derive standardised event numbers (e.g. bat 
passes, insect visits). Similar calibration approaches were employed 
with embedded vision devices, and additional object tracking may be 
crucial to distinguish individuals (Bjerge, Mann, et al., 2021). In our 
case, the same CNN's variable performance was corrected across 
multiple deployments. We did not use human observation- based 
methods for validating our embedded vision approach: no standard 
methods exist for surveying the exact same observation area as the 
cameras, and human observation would not have been feasible or 
trustworthy over such long time ranges.

We argue that since the realised performance of custom- trained 
CNNs is inevitably variable, standardising results with field data is 
necessary and potentially cost- effective (Figure S5)—possibly also 
for fine- tuned models based on global datasets (Shepley et al., 2021; 
Shimron et al., 2022). As a result, we can estimate the true number 
of events, circumvent complex analytical modelling approaches that 
attempt to statistically model them, and potentially derive animal 
densities over the cameras' field of views. It is thus possible to gather 
data for different taxa using multiple cameras and to derive com-
parable activity or density metrics for analyses of trophically linked 

taxa (such as the predatory bats and insect prey in our agronomy use 
case). We could thereby harmonise sampling methods across sites, 
ecosystems and taxa and work towards integrating existing stan-
dardisation initiatives such as camtrap DP for metadata reporting or 
GEO BON for Essential Biodiversity Variables (Bubnicki et al., 2023; 
Scholes et al., 2012). Admittedly, minimum accuracy thresholds will 
need to be determined before any policy-  and management- relevant 
applications are envisaged, and every application will require differ-
ent minimum recall or precision thresholds depending on their goal. 
For instance, invasive species detection should prioritise high recall, 
while invasive pest control interventions would require high preci-
sion. Ultimately, such standardised data should facilitate large- scale 
syntheses based on field studies with variable setups, yielding action-
able density- based evidence for biodiversity management.

Embedded vision enables real- time triggered reactions. At its sim-
plest, the embedded analysis accelerates the workflow by providing 
readily usable detections data with defined metrics, such as the blob 
characteristics or classification probabilities for pests or pollinators 
in our use cases. Pre- processed data such as from blob detection ap-
proaches—that are needed in every situation where training images 

TA B L E  2  Comparison of automated, vision- based field biodiversity monitoring devices that have computer vision- based, embedded  
(i.e. on- device) detection or classification processes. Camera traps, which do not have embedded vision capabilities, are shown for  
comparison purposes. CNN- based object detection models implicitly include classification (Insect Detect device currently uses only one  
class). All devices except the one based on commercial digital cameras can be enabled with wireless connectivity (WLAN or 4G), and all  
embedded vision devices can potentially detect any resolvable target within their field of view. The size and weight indications exclude  
support and continuous powering accessories. Materials cost in EUR as of 16 Jul 2024.

Author or device Sampled taxa Processing hardware Detection Classification
Maximum sensor  
resolution (MP) Operation Power consumption (W)

Power autonomy 
(continuous operation) Size and weight Materials cost (EUR)

Bjerge 2021a Insects NVIDIA Jetson Nano Object detection Object classification 2 Day 5–10 NA (grid power) NA 390 to 550 (grid power), 
780–1100 (solar panel)

Bjerge 2021, 2024a Nocturnal insects Raspberry Pi 4 Object detection Object classification 8 Night 5 (idle)–30 (night) NA (grid or solar power) NA 930 (grid power) +400 (solar 
panel)

Camera trap Medium to large 
homeotherms

Passive infrared sensor Heat displacement NA 20 Day & night 0.001 30–180 days (solar power 
optional)

10 × 10 × 15 cm; 700 g 
(typical)

150 to 500 (typical, low to 
mid- range)

Corva 2022 Endotherms and 
ectotherms

Raspberry 3B+ Blob detection NA 0.3 Day & night 2.65–4.13 NA (solar power) 20 × 15 × 10 cm (estimated 
from photograph)

550

Diopsisa (Huijbers et al. 
under review)

Insects Raspberry Pi Zero W Object detection Object classification 8 Day & night 2.5–6 NA (grid or solar power) 92 × 97 × 48 cm; 17 kg NA

ecoEye Insects, bats, birds, 
flowers

openMV H7+ Blob detection, 
object detection

Image/ROI/object 
classification

5 Day & night 1.3 (IR off)–2.1 (IR on) 23 h (10 Ah battery, IR 
on at night) to 2 m (solar 
power)

10 × 8 × 10 cm; 400 g 13 (Chinese market prices)

FAIR device Insects BeagleBone Black Blob detection NA 1 Day & night (with 
blacklight lamps)

NA NA (grid power) 270 × 100 × 175 cm, NA 210 (excluding Malaise trap)

Insect Detecta Insects Luxonis OAK- 1, 
raspberry Pi zero 2 W

Object detection Object classification 12 Day 4.4 20 h (24.8 Ah battery) to 
NA (solar power)

160 × 250 × 125 cm 
(enclosure only)

700 (solar panel, 2 batteries), 
530 (one battery), 187 (core 
hardware)

PICTa All Raspberry Pi Zero Blob detection NA 5 Day & night 1.33 (day)–2.46 (night) 
(with MotionEyeOS)

42 h (30 Ah battery) 20 × 13 × 7 cm, 940 g (30 Ah 
battery)

100 to 155

Steen 2011 Insects Commercial digital 
cameras

Blob detection NA 0.4–12 Day 4.8 8–12 days NA, 21.5 kg 463

VespAIa Invasive hornets Raspberry Pi 4 Object detection Object classification 2 Day NA 48 h (27 Ah battery) or 
NA (grid power)

NA 100 (grid power) to 340 
(with batteries, solar panel, 
4G)

a Details confirmed by respective authors.
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are not yet available—or coarse classification models may be sent to 
cloud servers that are less power-  and computation- constrained. Then, 
deeper AI models may attempt accurate post- classification; this is the 
approach edge computing devices have been designed for. Potentially, 
even though detailed animal behaviour information (e.g. flying versus 
feeding bats) could be obtained with embedded CNNs, our ethological 
use case did not yield enough training images to attempt this. Beyond 
these reporting and networking improvements, highly confident de-
tections could be used to trigger critical alerts for pest management 
or species protection. Among the alternative embedded vision devices 
we compared, only one was networked for real- time data transmission 
(Bjerge, Mann, & Høye, 2021). Although devices without embedded 
vision such as “cellular” camera traps can also be networked, costs for 
sending irrelevant images can be prohibitively high, thereby justifying 
“edge” solutions (Wang et al., 2020), even though hybrid solutions exist 
(Whytock et al., 2023). In general, real- time reactions matter most for 
remote locations and time- sensitive applications. One could imagine 
alerts when biocontrol rates fall below crop- safe levels, suction sam-
pling of flower visitors, electrocution of specific pests on light boards, 

or activation of poacher deterrents. Embedded vision cameras thus 
offer unprecedented opportunities for meaningful actions.

4.3  |  Current limitations and outlook

Our proposed devices are both enabled and limited by their under-
pinning technologies. Cameras are optically limited to a relatively 
narrow field of view compared to human observers, who will eas-
ily detect more targets within a short period of time, although this 
shortcoming is alleviated by longer observation times. Continuous 
image- by- image analysis in embedded devices, however, limits the 
operation time in comparison to camera traps when no lasting power 
source is connected. Future implementations with on- sensor AI or 
event cameras will push the boundaries in terms of image quality, 
speed and identification depth. Even though “DIY” versions of the 
proposed system are conceivable, robust industrial products will 
lower costs with economies of scale, provide access to the technol-
ogy for most end- users and facilitate deployment at large scales.

TA B L E  2  Comparison of automated, vision- based field biodiversity monitoring devices that have computer vision- based, embedded  
(i.e. on- device) detection or classification processes. Camera traps, which do not have embedded vision capabilities, are shown for  
comparison purposes. CNN- based object detection models implicitly include classification (Insect Detect device currently uses only one  
class). All devices except the one based on commercial digital cameras can be enabled with wireless connectivity (WLAN or 4G), and all  
embedded vision devices can potentially detect any resolvable target within their field of view. The size and weight indications exclude  
support and continuous powering accessories. Materials cost in EUR as of 16 Jul 2024.

Author or device Sampled taxa Processing hardware Detection Classification
Maximum sensor  
resolution (MP) Operation Power consumption (W)

Power autonomy 
(continuous operation) Size and weight Materials cost (EUR)

Bjerge 2021a Insects NVIDIA Jetson Nano Object detection Object classification 2 Day 5–10 NA (grid power) NA 390 to 550 (grid power), 
780–1100 (solar panel)

Bjerge 2021, 2024a Nocturnal insects Raspberry Pi 4 Object detection Object classification 8 Night 5 (idle)–30 (night) NA (grid or solar power) NA 930 (grid power) +400 (solar 
panel)

Camera trap Medium to large 
homeotherms

Passive infrared sensor Heat displacement NA 20 Day & night 0.001 30–180 days (solar power 
optional)

10 × 10 × 15 cm; 700 g 
(typical)

150 to 500 (typical, low to 
mid- range)

Corva 2022 Endotherms and 
ectotherms

Raspberry 3B+ Blob detection NA 0.3 Day & night 2.65–4.13 NA (solar power) 20 × 15 × 10 cm (estimated 
from photograph)

550

Diopsisa (Huijbers et al. 
under review)

Insects Raspberry Pi Zero W Object detection Object classification 8 Day & night 2.5–6 NA (grid or solar power) 92 × 97 × 48 cm; 17 kg NA

ecoEye Insects, bats, birds, 
flowers

openMV H7+ Blob detection, 
object detection

Image/ROI/object 
classification

5 Day & night 1.3 (IR off)–2.1 (IR on) 23 h (10 Ah battery, IR 
on at night) to 2 m (solar 
power)

10 × 8 × 10 cm; 400 g 13 (Chinese market prices)

FAIR device Insects BeagleBone Black Blob detection NA 1 Day & night (with 
blacklight lamps)

NA NA (grid power) 270 × 100 × 175 cm, NA 210 (excluding Malaise trap)

Insect Detecta Insects Luxonis OAK- 1, 
raspberry Pi zero 2 W

Object detection Object classification 12 Day 4.4 20 h (24.8 Ah battery) to 
NA (solar power)

160 × 250 × 125 cm 
(enclosure only)

700 (solar panel, 2 batteries), 
530 (one battery), 187 (core 
hardware)

PICTa All Raspberry Pi Zero Blob detection NA 5 Day & night 1.33 (day)–2.46 (night) 
(with MotionEyeOS)

42 h (30 Ah battery) 20 × 13 × 7 cm, 940 g (30 Ah 
battery)

100 to 155

Steen 2011 Insects Commercial digital 
cameras

Blob detection NA 0.4–12 Day 4.8 8–12 days NA, 21.5 kg 463

VespAIa Invasive hornets Raspberry Pi 4 Object detection Object classification 2 Day NA 48 h (27 Ah battery) or 
NA (grid power)

NA 100 (grid power) to 340 
(with batteries, solar panel, 
4G)

a Details confirmed by respective authors.
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Our detection and classification accuracies show mixed results 
in comparison to the most similar applications. The only other 
automated vision- based bat monitoring device to our knowledge 
(Gottwald et al., 2021) uses radio signals or ultrasound to trigger 
video capture, and the other vision- based monitoring device for 
flying insects (Ruczyński et al., 2020) uses timelapse photogra-
phy to capture flying insects, so to our knowledge, there are no 
image- based detection or classification data to compare this use 
case's results to. While we obtained a mean classification accuracy 
of 58% over seven insect taxa in our agronomy use case, higher- 
resolution setups achieved higher taxonomic resolution for eight 
moth species with an average accuracy of 71% (Bjerge, Nielsen, 
et al., 2021). The most similar device monitoring pollinators had 
low precision (60% on average with PowerShot camera) and un-
measured recall. For birds, we found no other embedded vision 
device to compare our results to. Finally, the most similar plant 
phenology monitoring device achieved high accuracies of 91% 
(Mann et al., 2022), a similar performance to ours, albeit with of-
fline image analysis. Overall, although our camera compares fa-
vourably overall, more robust algorithms are needed to apply them 
to other contexts. For instance, our flying fox detection method 
achieved low accuracies due to its unspecific and overly sensitive 
blob detection- based process, and we were not able to use object 
detection models instead as too few training data were available. 
Our waterfowl detection method also would have required more 
training data to handle the classification of juveniles when we re-
peated the deployment after the breeding season. Arguably, re- 
using our models elsewhere in all but our most standardised use 
cases, such as the nocturnal bat and insect monitoring use cases 
that use dark or illuminated backgrounds, would require training 
new models to tackle the domain shift. Finally, not all vision- based 
monitoring scenarios require embedded vision devices: for in-
stance, when devices can be networked to analyse images on ded-
icated stations (Koger et al., 2023; Mann et al., 2022; Ratnayake 
et al., 2023). In any case, it is also possible to use the ecoEye cam-
era without embedded vision algorithms, as an image capture de-
vice similar to the PICT's tested application (Droissart et al., 2021).

Embedded vision devices are poised to dethrone camera traps, 
currently the gold standard for vision- based monitoring, whose 
various constraints prevent broad scale implementation (Glover- 
Kapfer et al., 2019). Although camera traps currently handle much 
longer deployments than constantly- operating embedded vision 
devices and effectively sample medium and large- size homeo-
therms, future technological innovations such as ever- improving 
object detection models, on- sensor machine learning, ultra- low- 
power chips, higher battery energy densities and tiny machine 
learning will tip the scale towards higher- resolution imaging, 
longer operation times and more sophisticated analysis (Allan 
et al., 2018). Together with economies of scale and low- budget de-
signs that should accompany the increased uptake of modern de-
vices, prices will similarly decrease and in turn stimulate adoption. 
Open- set recognition will help to tackle the detection of taxonom-
ically unresolved taxa (Geng et al., 2021), and for some species, 

individuals will become distinguishable (Vidal et al., 2021). Beyond 
this, technology- enabled monitoring for adaptive management of 
ecosystems can be envisaged (Evansen et al., 2021), and the data 
should be used for predicting trends under global change (Besson 
et al., 2022). However, just like new observation technologies have 
historically driven scientific progress, the sheer possibilities of em-
bedded vision systems necessitate regulation to manage dual use 
and alleviate ethics, privacy and security issues. Likewise, harmoni-
sation efforts should be pursued on a much higher level by devising 
official standards for computer vision- based monitoring of biodi-
versity. We hope that with tools that become ever more efficient, 
we will be able to address challenges faced by nature and society 
and focus on the implementation of solutions.
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Figure S1. Overview of the sampling locations in the Zhejiang and 
Hainan provinces of China (top).
Figure S2. (A) A flying fox (Roussettus leschenaultii) feeding on a 
durian flower, with four outer blob corners drawn as a polygon, and 
labelled blob ID. (B) Durian fruits resulting from pollinated flowers 
on the same tree. (C) Accuracy of the blob detection algorithm 
for different minimum and maximum blob pixel areas on the five 
different deployment nights.
Figure S3. (A) Number of detections during each survey night (at 
maximum accuracy confidence level), drawn for bats and insects 
and separated by location. (B) Camera rig, mounted on tripod, on 
concrete wall in rice field before dusk. (C) Example image showing 
blob- detected bat and insect (insect is closer to camera); blob outer 
corners annotated with polygon; blob IDs labelled. (D) Precision- 
recall curves for the classification of detected blobs based on actual 
survey deployments.
Figure S4. (A) Detection counts with time per detected class on each 
deployment night. (B) Camera rig, mounted on tripod before dusk, 
set up on concrete wall inside rice field. (C) Server user interface 
screenshot showing live counts for each detected class, including 
the board detections. (D) Example image showing detected blobs 
on the whole image with annotated outer corners as polygons; 
white- backed planthopper detected in blob ID 707, hymenoptera 
detected in other blobs; insects smaller than the minimum blob pixel 
area threshold were not detected (insect to the right of ID 706); 
stationary insects staying on the board long enough to be blended 
into the reference image would leave empty blobs behind after 
they left (ID 704). € Precision- recall curves for the classification of 
detected blobs based on actual survey deployments (board class 
omitted).
Figure S5. (A): Probability density functions for bee detection 
occurrence with time of the day, across multiple days that were 
completely sampled, separated by deployment. Raw and corrected 
(i.e. estimated visit) densities are shown with different line colors. 
(B) Robustness of F1 score measurements for each deployment 

depending on the analysed proportion of our 10 000 analysed images 
per deployment; the number of runs at each proportion increment is 
determined by the rounded inverse of the proportion multiplied with 
the run multiplicator; upper and lower ribbon boundaries represent 
one standard deviation from the mean, which is indicated by the 
coloured lines. (C) Precision- recall curve for the detection of solitary 
bees (Osmia bicornis) based on actual survey deployments, excluding 
one stationary detection in deployment A3—camera 1; confidence 
thresholds are labelled at each data point.
Figure S6. (A) Screenshot of a the server's user interface during the 
deployment, showing transferred images with detected mandarin 
ducks and bar plots depicting the number of detections for each sex 
with time. (B) Detections count with time, separated by identified 
duck sex, showing the estimated bird passes (i.e. standardised 
detections). (C) Precision- recall curve for the detection of each 
duck sex based on the first survey deployment during the breeding 
season, in 2022.
Figure S7. (A) Individual tracked flowers (flower IDs omitted from 
Y axis for clarity), separated by camera (IDs 2 and 13). Red lines 
represent tracked flowers over single days, and blue lines connect 
identical flowers through nights. (B) Probability density of the flower 
lifespan. (C) Precision- recall curve for the detection of Carthusian 
pink (Dianthus carthusianorum) flowers based on actual survey 
deployments; confidence thresholds are labelled at each data point.
Supplementary Methods. Hardware design and use cases.
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