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non-destructively [3–6], but which, until recently, 
required complex, sophisticated, and dataset-dependent 
statistical analyses.

NIRS is a non-invasive analytical technique that uses 
light in the near-infrared region of the electromag-
netic spectrum (typically between 700 and 2500 nano-
meters) to analyze the chemicals composition of a 
sample. A sample is exposed to near-infrared light, which 
is differentially absorbed depending on the structure and 
composition of samples. In turn, the shape of the elec-
tromagnetic spectrum can be used to predict sample 
structure and chemical composition. Spectral informa-
tion is exploited through the development of calibration 
models relating spectra and reference trait data, then new 
sample’s trait values are predicted using these models. 

Introduction
Plant traits are key to characterize biodiversity from 
a functional perspective [1, 2]. However, measur-
ing traits that describe adaptive strategies on many 
individuals remains laborious. The development of 
near-infrared spectroscopy (NIRS) has provided a pow-
erful tool enabling the collection of plenty of traits 
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Summary
Near-infrared spectroscopy (NIRS) has become a popular tool for investigating phenotypic variability in plants. 
We developed the Shiny NIRSpredict application to get predictions of 81 Arabidopsis thaliana phenotypic traits, 
including classical functional traits as well as a large variety of commonly measured chemical compounds, based 
from near-infrared spectroscopy values based on deep learning. It is freely accessible at the following URL:  h t t  p s : /  / s 
h  i n  y . c e f e . c n r s . f r / N i r s P r e d i c t /     .  
NIRSpredict has three main functionalities. First, it allows users to submit their spectrum values to get the 
predictions of plant traits from models built with the hosted A. thaliana database. Second, users have access to the 
database of traits used for model calibration. Data can be filtered and extracted on user’s choice and visualized in 
a global context. Third, a user can submit his own dataset to extend the database and get part of the application 
development.
NIRSpredict provides an easy-to-use and efficient method for trait prediction and an access to a large dataset of 
A. thaliana trait values. In addition to covering many of functional traits it also allows to predict a large variety 
of commonly measured chemical compounds. As a reliable way of characterizing plant populations across 
geographical ranges, NIRSpredict can facilitate the adoption of phenomics in functional and evolutionary ecology.

Keywords Arabidopsis thaliana, Functional traits, Genetic variability, Machine learning, Phenomics, Secondary 
metabolites, Trait prediction

NIRSpredict: a platform for predicting plant 
traits from near infra-red spectroscopy
Axel Vaillant1, Grégory Beurier2, Denis Cornet2, Lauriane Rouan2, Denis Vile3, Cyrille Violle1 and François Vasseur1*

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://shiny.cefe.cnrs.fr/NirsPredict/
https://shiny.cefe.cnrs.fr/NirsPredict/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12870-024-05776-0&domain=pdf&date_stamp=2024-11-11


Page 2 of 12Vaillant et al. BMC Plant Biology         (2024) 24:1100 

In the 1980s and 1990s, NIRS became increasingly used 
as an analytical tool in a variety of fields, including food 
science, agriculture, pharmaceuticals, and biomedical 
research [5, 7–9]. The development of portable and hand-
held NIRS instruments in the 2000s further expanded the 
range of applications for NIRS. For instance, NIRS has 
become a popular tool for investigating phenotypic vari-
ability in plants [6, 10–12]. By analyzing the spectrum, 
one can quantify specific plant features, such as protein 
and carbohydrate concentrations, secondary metabo-
lites, as well as physiological and morphological traits 
[6, 10–12]. NIRS is a particularly powerful tool because 
it is rapid, non-destructive, and requires minimal sample 
preparation. However, the negative side of the coin is that 
trait estimation from NIRS requires complex statistical 
methods that often represent a bottleneck for robust and 
generalizable predictions.

Until recently, statistical methods such as PCA, least 
squares, and support vector machines (SVM), were 
mostly used to exploit NIRS data and predict trait value 
from spectra [13–15]. However, these methods exhibit 
some weaknesses. First, NIRS data typically consists of 
numerous highly- correlated features, as wavelength 
range and resolution of commercial spectrometers allow 
for a highly multivariate signal. However, conventional 
methods like PLSR or PCA often imply dimension reduc-
tion, leading to a loss of information, and these meth-
ods may struggle to effectively extract the pertinent 
features from the spectral data [16]. Moreover, the vari-
ability associated with spectroscopic measure result in 
a highly noisy signal. To deal with it, PLSR usually relies 
on pre-treatment and removal of spectral outliers, which 
depends on user-guided decisions (as we lack a quantifi-
able method for determining a robust number of latent 
variables in PLSR [17]), and which can lead to loss of 
information, particularly when working with small data-
sets. The escalating array of potential pre-treatment tech-
niques leads to the development of numerous approaches 
for identifying the most suitable approach to eliminate 
noise and linearize the signal (e.g [18–20]. , . Thus, select-
ing the “good” model for each dataset is highly time-
consuming, and it represents a strong bottleneck for 
analyzing different datasets from various sources. Finally, 
the functional properties of a biological samples (e.g., 
a leaf ) arise from complex non-linear relationships or 
threshold effects between traits, which are hardly mod-
eled by reference methods such as PLSR [21, 22].

An alternative approach is the use of deep learning 
algorithms. Unlike statistical methods like PLSR, deep 
learning algorithms are particularly efficient in filtering 
input signals, which therefore requires less pre-treat-
ment and human arbitrary intervention. For instance, 
Cui and Fearn [23] illustrated how the training of convo-
lutional neural network (CNN) was able to mimic data 

preprocessing by continuously tuning the variables. They 
argued that because of the greater flexibility of convolu-
tional layers, their algorithm was more efficient at find-
ing the best form of preprocessing, saving time and effort 
compared to manual trial and error. In addition, deep 
learning enables to deal with noisy signals allowing for 
data augmentation to increase robustness (e.g., robust 
loss function and early stopping). Finally, deep networks 
proved that they can avoid dimensionality problems [24] 
including multiple useful techniques to deal with the 
overfitting risk and nonlinearity issues (e.g., batch nor-
malization, dropout, early stopping and noise genera-
tion).The combination between NIRS and deep learning 
computation has been shown to be a powerful method to 
measure phenotypic traits including plant morphology, 
chemistry, and metabolism [25]. Moreover, this approach 
has allowed to capture a range of ecological information 
on plant diversity and may leads to the creation of exten-
sive trait databases [26, 27]. To our knowledge, no study 
has yet been published that (1) utilizes deep-learning 
approaches to predict functional and metabolomic traits 
across multiple genotypes within a single species, and (2) 
develops an open-access web interface for making deep-
learning-based predictions using both built-in and new 
models. This represents a significant advancement in the 
field and provides a powerful tool for the extensive com-
munity of scientists working on Arabidopsis thaliana.

Here we introduce NIRSpredict, an interactive web 
tool containing a database built from 5,325 unique spec-
tra and 81 trait measurements from Arabidopsis thaliana 
plants grown in various conditions. This plant species 
was chosen because it is widely used in molecular biology 
and population genetics [28–30]. Plenty of natural eco-
types have been fully sequenced to examine the genetic 
determinism of trait variation and local adaptation (1001 
Genomes Consortium [31]), . Moreover, A. thaliana 
exhibits a large range of functional trait variation across 
its geographic range [32–38]. Gathering more pheno-
typic information on this species, in wild and laboratory 
populations, is critical for the understanding of plant 
physiological regulation, trait diversity and local adapta-
tion. In this context, NIRSpredict fulfills the needs for an 
automatic way to get predictions out of NIRS measures 
on A. thaliana without high knowledge in deep-learning.

NIRSpredict (https:/ /shiny. cefe.cn rs.f r/NirsPredict/) 
is a R shiny [39] application designed to make use of 
a large NIRS values database and predict phenotypic 
traits of A. thaliana by submitting NIRS spectra, using 
a hyperparametrized CNN approach comprising three 
convolutional layers followed by two layers of fully con-
nected neural networks (see details of the CNN in Fig. 1). 
NIRSpredict allows users to (a) predict phenotypic traits 
related to leaf metabolism, physiology, and morphology 
using a large trait database available in A. thaliana [25]; 

https://shiny.cefe.cnrs.fr/NirsPredict/
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(b) consult, visualize, and download subset of the data-
base through filters and extend the database with sub-
mission of new datasets. NIRSpredict is not only an open 
access tool allowing consultation of a huge trait-linked 
NIRS values database, but also a modern trustful solu-
tion to make spectral predictions thanks to deep-learning 
algorithms (Fig. 2).

Why and how using NIRSpredict ?
Obtain NIRS-based predictions of many phenotypic traits at 
different scales
The first functionality of NIRSpredict (‘Predict trait’ tab) 
is to submit your NIRS data set to get predictions of 81 
phenotypic traits (Additional file 1), including 13 func-
tional traits, 19 sugars, 5 hormones, 24 glucosinolates 
and 19 other secondary metabolites. To do so, it is pos-
sible to choose among three options according to your 
needs (Fig. 3a). Depending on the chosen option, one or 
more files can be uploaded (a valid email address must 
be provided to launch the job). Then, phenotypic traits 
of interest can be chosen among two lists, one for func-
tional traits and one for metabolites. Once the job is 
complete, an email containing all the results is sent. The 
content of the results will depend on the selected option. 
It will always contain a csv file with predicted trait values, 
as well as a graphic representation of density comparison 

between users’ values and those available in the database. 
It can also contain graphical analysis of the predictions: a 
linear regression of predictions values and their residuals 
(Fig. 4). To predict trait values, users can choose among 
three options:

  • The first option (‘Predict traits from built-in models’) 
allows to use trait-specific models already trained 
with the NIRSpredict database. In that case, only 
spectrum data are needed from users. A csv file 
must be prepared containing all spectrum data, i.e. 
with wavelengths from 350 to 2,500 with headers 
(see template in Additional file 2). Each individual 
is thus represented by 2,151 value of absorbance in 
line corresponding to a wavelength in column with a 
header. If the submitted file contains less than 2,151 
values, the dataset will be re-sampled to match the 
fitted model but a minimum of 400 values is needed. 
A file with missing values will not be accepted 
since no data completion nor gap-filling method is 
performed in the application. The csv file can then 
be uploaded by clicking the ‘Browse’ button in the 
‘Upload spectrum CSV file’ section.

  • The second option (‘Predict traits with your own 
model’) allows to create and use new models trained 
on the provided data set. As for the first option, a 

Fig. 1 Diagram of the architecture of the neural network used by NIRSpredict. Diagram of the architecture of the convolutional neural network used to 
calibrate Arabidopsis thaliana near-infrared spectra prediction models. It was generated using Netron. Roeder, L. (2023, November 15). lutzroeder/netron 
GitHub repository. Retrieved from  h t t  p s : /  / g i  t h  u b . c o m / l u t z r o e d e r / n e t r o n        

 

https://github.com/lutzroeder/netron


Page 4 of 12Vaillant et al. BMC Plant Biology         (2024) 24:1100 

spectrum csv file must be supplied, and a second file 
containing trait values should also be prepared. This 
file will be split into a training and a testing dataset 
used for training and test the model. It is mandatory 
to have as many values in the spectrum file as in 
the trait file, and the rows need correspond to each 
other. It is possible to make predictions for only one 
trait or multiple ones since the traits file can contain 
from one to several columns. The file should be 
organized in columns whose headings correspond to 
the trait names. As with the first file, missing values 
are not accepted. The csv file can then be uploaded 
by clicking the ‘Browse’ button in ‘Upload traits CSV 
file’ section.

  • The third option (‘External validation’) is very 
similar to option 2, but it allows users to use an 
independent dataset (validation file) for external 
validation of models built on their own data (as in 
option 2). In this case, testing and training files must 
be prepared following the same rules (see above). 
The testing file must contain exactly the same traits 
in the same order as the training one. Here, we used 
the spectral and phenotypic data from the AraDiv 
public dataset [40] to test prediction robustness on 
independent measurements of SLA and LDMC in 
A. thaliana. Importantly, plants from the AraDiv 

dataset have been grown outside, in small pots with 
low-nutrient soil [40], i.e. in very different conditions 
than most plants used to build the NIRSpredict 
database. Yet, we found high prediction accuracy 
(predicted-versus-observed R2 = 0,89 for both SLA 
and LDMC, Additional file 3), which suggest that 
the NIRS-based predictions are robust to substantial 
variation in growth and measurement conditions.

Explore and extract data from the database
The second functionality of NIRSpredict (‘Explore data-
base’ tab) allows to consult the trait database used to 
make predictions through NIRS and deep-learning algo-
rithms. This database is made of the 5,325 A. thaliana 
individuals with spectra and 81 phenotypic trait values 
(Table 1). The search can be specified through several fil-
ters (Fig. 3b). Moreover a graphical analysis of the filtered 
samples will be printed with a mean comparison, a PCA, 
and finally the result of the search can be downloaded in 
multiple formats. The results of the search will be down-
loadable as a csv file, but its content depends on the out-
put format chosen. Four options are available. First, ‘All 
data’ allows to get spectrum values and trait values of the 
individuals corresponding to the chosen filters. Second, 
‘Spectrum only’ allows to get only spectrum values while 

Fig. 2 Representative diagramm of NIRSpredict features. Schema of the application showing how the application works. The available running options of 
the prediction features are represented with their needed input and their expected output. The database query process is represented with the available 
data format and the associated charts
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the third one, ‘Functional traits only’ allows to get only 
trait values. Finally, (‘Additional traits’ allows to choose 
which traits should appear in the downloadable result 
file.

Once the filters are established and the output format is 
chosen, the ‘Submit’ button should be pressed to visualize 
the graphical analysis of the corresponding samples (after 
a short loading time, a ‘Download’ button will appear at 
the bottom of the page to get the expected data set). A 
comparison between the chosen subset and the database 

content is visualized through (a) a representation of 
mean absorption and (b) a principal component analysis 
of spectrum values. (Fig. 3b).

Provide data to the NIRSpredict database
The third functionality of NIRSpredict (‘Become a Con-
tributor’ tab) allows users to submit their own data set by 
uploading them to the administrators of NIRSpredict to 
be integrated into the database. As in the first functional-
ity, a csv file must be prepared containing all spectrum 

Fig. 3 Screenshots showing the NIRSpredict main pages in use. (a) Predictions tab with uploaded files and fields fulfilled ; (b) Result of a query on the 
database matching water stress/high temperature treatment condition with graphics outputs. Mean absorption comparison between the subset and the 
database values. Principal component analysis of the subset spectrum values compared to the database values one
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data corresponding to a wavelength from 350 to 2,500 
with headers. Each individual should be represented 
by 2,151 values of absorbance in line corresponding to 
a wavelength in column with a header. There is no size 
constraint in term of number of spectra. Once the file is 
ready, it can be uploaded by clicking the ‘Browse’ button 
in ‘Upload CSV file’ section. An email address needs to be 
provided so that data providers can be contacted for fur-
ther information by the NIRSpredict administrators. The 
process is finalized when the ‘Send’ button is clicked and 
a confirmation message appears on the screen.

Discussion
By analyzing the NIRSpredict database and predict-
ing traits with built-in models, we showed that NIRS 
accurately predicts most functional traits (Table  2). For 
instance, only five plant traits have a validation R² below 
0.65 (Table 2). Correlations between measured and pre-
dicted values were the highest for leaf traits associated 
with resource-use strategies [41, 42], such as specific 

leaf area, leaf dry matter content and leaf nitrogen con-
tent (all R² > 0.79; Table  2). Consistently, Ecarnot and 
colleagues found similar prediction accuracy of NIRS 
for leaf traits (nitrogen content and dry mass per area) 
in wheat [43], using PLSR-based approaches rather than 
deep-learning. This suggests that NIRS-based approach 
can be similarly developed in different species, includ-
ing crop species for which it can be a valuable tool for 
breeding [44, 45]. In addition, using 15 functional and 
metabolomic traits, it has been proven that deep learning 
methods outperform PLSR approach (Additional file 4). 
Moreover, NIRS also allows predicting a large variety of 
commonly measured chemical compounds. Our results 
show that prediction accuracy is highly variable among 
metabolites: validation R² ranged from 0% for the poor-
est predictions (e.g., glucoalysiin, gluconapin, progoitrin, 
see Table  2) to 90% (glucoerucin; Table  2). For sugars, 
the best predictions were obtained for fructose, galac-
tose, melezitose, melibiose and raffinose (Table 2). Over-
all, the variation observed here in predictive power of 

Fig. 4 Graphical analysis associated to the predictions. Linear regression of predictions values. Predicted values have been obtained following the cre-
ation of a model and the use of a calibration and a validation dataset. The predicted values are compared to the observed values for the leaf thickness 
trait. The values follow the x = y pattern thus showing a correct prediction accuracy
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metabolites and chemical composition of the leaves mir-
ror the variation reported in the literature [4, 45–48]. For 
instance, Petit Bon and colleagues [47] found relatively 
high prediction accuracy for nutrient content across con-
trasted plant species, while Galvez-Sola and colleagues 
found weak predictions for many nutrients, including B, 
Cu, and Mn [46]. Yet, even the abundance in trace ele-
ments, such as Zn, Cu, and Mn, can be well predicted 
with NIRS in legume [49]. Interestingly, studies suggest 
that NIRS is able to predict pathogen attack in asymp-
tomatic leaves [50, 51], which works particularly well 
when associated with machine learning approaches [52]. 
Here, we found that glucosinolates, a class of metabolites 
involved in plant defense against herbivores [53], showed 
relatively high prediction accuracy (e.g., glucoerucin 
and glucoraphenin with R² > 0. 75; Table 2) leading to a 
potential prediction of plant response to herbivore and 
pathogen attack at low cost. Accordingly, the jasmonic 
acid (JA), a hormone involved in plant response to patho-
gen and herbivores, was satisfactorily predicted by NIRS 
(R² =0.56; Table 2), although other hormones like auxin 
(IAA) and abscisic acid (ABA) had a weak validation R² 
(respectively 0.13 and 0.12; Table 2).

The “Predict traits with built-in models” is convenient 
for predicting traits in A. thaliana samples grown and 
measured in relatively similar conditions than the sam-
ples of the present database [25]. In our external valida-
tion procedure, we obtained high prediction accuracy 
for leaf traits (Additional file 3), even if the plants used 
for external validation were grown in very contrasted 

conditions compared to plants of the database. How-
ever, although the database is composed of many mea-
surements performed in various conditions [25], and 
although deep-learning models are rather robust to 
variations beyond the training dataset [54], the quality of 
trait prediction will inevitably fall with increasing sources 
of differences between hosted and provided datasets. 
Moreover, prediction accuracy is quite low for certain 
traits, particularly for metabolomic traits such as some 
glucosinolates and other secondary metabolites. How-
ever, instead of setting an arbitrary threshold to classify 
predictions as “accurate” or “meaningless,” we prefer to 
inform users about the variability in prediction accuracy, 
allowing users to determine what is acceptable based on 
their specific research questions and topics. In addition, 
it is important to note that deviation between datasets 
can be caused by different NIRS measurement devices 
(we used a LabSpec 4 spectrometer; ASD Inc., Analy-
tik Ltd, UK), extremely stressing conditions (beyond the 
range of stresses in the database), specific genotypes (e.g., 
phenotypically altered mutants), and different sampling 
measurement protocols (e.g., leaf versus other organs, 
living tissues versus dry powder).

Hopefully, the “Predict traits with your own model” 
option can extend the NIRSpredict operability by giving 
the opportunity for the user to generate a new predictive 
model from fully provided data. This can be useful for 
analyzing datasets obtained on A. thaliana samples that 
may strongly deviate from those contained in the data-
base. Moreover, this option can be used to predict traits 

Table 1 Summary of the database content. Detailed description of each experiment present in the database. Some genotypes are 
common between experiments and only unique ones are counted as total. Same for the traits
Experiment name Reference IndOut Condition Treatment Spectra Genotypes Traits
Exp1_Arabreed_2018 Unpublished Outdoor Common garden Control 958 NA 81

Herbivory
Water stress
Water stress / Herbivory

Exp2_Arabreed_2019 Unpublished Outdoor Common garden Control 226 NA 7
Herbivory
Water stress
Water stress / Herbivory

Exp3_Arabreed_2018 Unpublished Indoor Growth chamber Control 702 NA 13
Exp4_2017 Unpublished Indoor Growth chamber Control 129 11 60
Exp5_2018 Unpublished Indoor Greenhouse Control 62 10 9
Exp6_2015 Vasseur et al. 2018 Indoor Greenhouse Control 687 209 9

Herbivory
Exp7_2019 Estarague et al. 2022 Indoor Greenhouse Control 1646 30 10

High Temperature
Low Temperature
Water stress / High Temperature
Water stress / Low Temperature

Exp8_2017 Sartori et al. 2022 Indoor Greenhouse Control 877 146 9
Exp9_2017 Unpublished Outdoor Wild NA 38 NA 8
Total 2 4 8 5325 340 81
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Category Trait name R² MSE Number of calibra-
tion data

Coverage 
percent-
age

Functional traits Leaf dry matter content (mg g-1) 0.79 337.2 2836 53.3
Specific leaf area (mm² mg-1) 0.83 61.2 3399 63.8
Leaf nitrogen content (%) 0.85 0.6 1958 36.8
Leaf thickness (µm) 0.81 1162.7 2513 47.2
Leaf relative water content (%) 0.18 29.9 1285 24.1
Leaf carbon content (%) 0.45 3.56 1905 35.8
δ13C 0.69 0.73 1218 22.9
δ15N 0.19 4.23 1170 22
Plant life span (days) 0.18 88.7 1398 26.3
Plant relative growth rate (mg d-1) 0.69 178581.7 700 13.2
C score (%) 0.88 14.7 2902 54.5
R score (%) 0.70 44.38 2737 51.4
S score (%) 0.00 202040307.5 2472 46.4

Sugars Arabinose 0.00 104531.2 105 1,97
Cellobiose 0.03 0.00 104 1,95
Fructose 0.32 54.4 159 2,99
Fucose 0.05 106810.3 111 2,08
Galactose 0.39 0.05 149 2,8
Glucose 0.12 51.5 160 3
Inositol 0.08 0.20 116 2,18
Isomaltose 0.12 442295.9 114 2,14
Maltose 0.21 0.00 146 2,74
Mannose 0.00 0.00 33 0,62
Melezitose 0.37 876,203 158 2,97
Melibiose 0.51 0.00 113 2,12
Palatinose 0.01 0.00 112 2,1
Raffinose 0.46 0.46 114 2,14
Rhamnose 0.12 3646980.8 97 1,82
Ribose 0.17 152967.5 102 1,92
Sucrose 0.21 23.1 114 2,14
Trehalose 0.21 0.00 108 2,03
Xylose 0.11 0.00 113 2,12

Hormones ABA 0.12 12.4 142 2,67
CMLX 0.00 151220.5 143 2,69
IAA 0.13 95 152 2,85
JA 0.56 13135.9 155 2,91
SA 0.00 39487.8 132 2,48

Table 2 Predictions accuracy for traits and coverage
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beyond the range of genotypes and conditions hosted in 
the database. For instance, we used the second option of 
NIRSpredict to train independent models using the Ara-
div dataset [40]. This external validation, with traits col-
lected on plants grown under conditions outside of the 

range of the database, showed that prediction accuracy 
is higher when a model trained on these external data 
is regenerated (predicted-versus-observed R2 = 0.94 for 
SLA and 0.96 for LDMC, compared to 0.89 with built-in 
models, Additional file 3 & 5). This suggests two things: 

Category Trait name R² MSE Number of calibra-
tion data

Coverage 
percent-
age

Glucosinolates Butyl 0.38 9.8 156 2,93
Epigallocatechin 0.39 18586.1 164 3,08
Epiprogoitrin 0.17 30431788.3 162 3,04
Glucoalysiin 0.00 44.4 142 2,67
Glucobrassicin 0.12 536790.1 156 2,93
Glucoerucin 0.90 0.06 145 2,72
Gluconapin 0.00 16251280.3 160 3
Gluconasturtiin 0.00 62.3 147 2,76
Glucoraphanin 0.26 250.7 146 2,74
Glucoraphenin 0.77 0.55 157 2,95
Glucosinalbin 0.00 10.6 147 2,76
Hexyl 0.01 182.3 143 2,69
Isobutyl 0.00 154789.3 159 2,99
Negoclubrassicin Peak 1 0.36 10065.5 151 2,84
Neoglucabrassicin Peak 2 0.12 20491.1 147 2,76
Progoitrin 0.00 68268.5 142 2,67
Sinigrin 0.06 8346258.7 149 2,8
X3MTP 0.33 4.26 148 2,78
X5MTP 0.38 3.36 140 2,63
X6MSH 0.12 781.9 150 2,82
X7MSH 0.00 27169.3 153 2,87
X7MTH 0.00 9199.5 153 2,87
X8MSO 0.02 2395944.7 162 3,04
X8MTO 0.38 571412.8 158 2,97

Other secondary 
metabolites

Apigenin rutinoside 0.45 279839.3 158 2,97
Caffeic acid 0.29 0.71 162 3,04
Chlorogenic acid 0.38 81.4 151 2,84
Citrat 0.29 2695015.9 163 3,06
Cyanidin rhamnoside 0.38 603090.3 155 2,91
Cyanidin sophorosid glucoside 0.14 108530.9 155 2,91
Dihydro caffeoyl glucuronide 0.74 154.7 159 2,99
Fumarat 0.09 30909.8 153 2,87
Kaempherol glucosyl rhamnosyl glucoside 0.10 189910.4 151 2,84
Kaempherol rutinoside 0.63 1581260.3 160 3
Kaempherol xylosyl rhamnoside 0.59 345149.6 156 2,93
Malat 0.09 719645.7 163 3,06
mCoumaric acid 0.13 360.7 150 2,82
pCoumaric Acid 0.13 0.78 146 2,74
Pelargonidin cumaroyl diglucoside glucoside 0.54 404.2 149 2,8
Pelargonidin samubioside 0.34 22259.7 154 2,89
Prenyl naringenin 0.45 265.6 160 3
Quercetin glucoside 0.00 476.4 146 2,74
Succinat 0.00 2138.9 163 3,06

R2: coefficient of determination; MSE : mean squared error ; The number of calibration data represents the number of spectra associated with trait values for the each 
traits; The coverage percentage represents the ratio between the spectra available for each trait against the total number of spectra

See (Vasseur et al. 2022) for a detailed description of each traits

Table 2 (continued) 
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first, that the hosted database allows making predictions 
with high accuracy on external datasets, and second, that 
generating new models can be a powerful approach, even 
on very different, out-of-domain, NIRS data. This option 
is nonetheless designed for large datasets, because the 
prediction accuracy is linked to the size of the provided 
dataset. For instance, predictions made with a spectra 
dataset with less than one hundred individuals might not 
be very reliable.

Future developments can be extended to a wider range 
of species. We are currently working on integrating other 
species, notably those for which NIRS is already used 
in routine, such as wheat, maize, sorghum, and tomato 
[55, 56]. Such extension of the database will be released 
as soon as we have gathered enough traits and spectra in 
various environmental conditions. Once implemented, 
it will be possible to select one species from a list and 
choose which trait to predict among the associated ones. 
It would be even possible with the right calibration and 
validation dataset to predict values of a specific trait 
missing from the database through the automatic model 
training and building. Currently, the range of traits cov-
ered by the application is only made up of quantitative 
ones but with more developed algorithms it could be 
possible to predict qualitative traits such as the identity 
of a genotype. In fact, qualitative features such as survival 
rate or genotypes have already been predicted in A. thali-
ana and maize with NIRS [25, 57]. Furthermore, it would 
even be possible to predict environmental features and 
growth conditions through an automatic way leading to 
an improved understanding of the species environmental 
niche and stress response.

Overall, NIRSpredict provides an interactive tool that 
allows a huge saving of time and efforts by providing an 
automatic way of predicting plant functional traits or 
metabolite concentration. Using convolutional neural 
network led to predictions with an improved robust-
ness than usual statistical methods, like PLSR, can pro-
vide. This approach also avoids risk of information loss 
induced by manual pre-treatment and arbitrary removal 
of outliers. Moreover, NIRSpredict compiles thousands 
of trait values acquired from A. thaliana plants grown in 
a large set of environmental conditions into a public and 
reliable database, thus making access to these data easier. 
In brief, NIRSpredict provides a reliable way of charac-
terizing plant populations across geographical ranges and 
may facilitate the adoption of phenomics by functional 
and evolutionary ecologists.
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