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ABSTRACT

Suspended sediment in rivers has important impacts on fluvial biota, fate of nutrients and pol-
lutants, erosion controls, and engineering issues from sediment infilling. However, the study of
sediment transport has been hampered by lack of equipment for continuous field monitoring of
sediment concentration and velocity. Side-looking or horizontal acoustic Doppler current profil-
ers (H-ADCPs) are a potential tool for this purpose. Installed facing across-stream, discharge
rates can be calculated from the river-wide velocity profileand suspended sediment concentra-
tions estimated from the backscattered intensity. A multi-year measurement campaign on three
rivers in southeastern France was used to determine potential uses and limitations of commer-
cially available H-ADCPs under various river morphology, sediment content, boat traffic, sea-
sonal variation, and flow conditions. Standard water samples and optical turbidity measurements
establish a baseline for comparison of the concentration estimates while ADCP gauging and
discharge stations establish a baseline for the velocity measurements. Grain size analysis was
performed on suspended sediment samples from one study siteusing a laser grain sizer. The
distributions were lognormal and the sediments were predominantly silts and clays.

Low sediment load conditions resulted in underestimating velocities. When the H-ADCP
measurement volume was close to the surface, the sound reflected from the surface dominated the
signal from the particles in the water, even when the incident angle was low. In measurement cells
unaffected by the surface, flow velocity was also underestimated when the backscattered intensity
from the water was low due to low sediment concentrations, whereas velocity estimates appeared
accurate when the backscattered intensity was low due to attenuation by high concentrations of
sediment. Relationships between velocity underestimationand (1) concentration and (2) intensity
are presented for the 300, 600 and 1200 kHz H-ADCPs used in thisstudy. These relationships
can be used to correct the biased velocity measurements fromthe H-ADCPs.

At the range of frequencies of these instruments, viscous absorption by silt-sized particles
leads to substantial attenuation when concentrations exceed 100 mg/L. Excellent agreement was
found between concentrations from attenuation and standard methods of water samples and opti-
cal turbidity meters when concentrations ranged from 100 mg/L to 10 g/L. The median grain size
of the suspended sediment was determined from multi-frequency attenuation data by assuming
lognormal size distributions. The sizes estimates were 20 times greater than what was predicted
assuming monosized particles. The median radius measured by laser grain sizer was in between
the two acoustic estimates. This highlights the need for laboratory experiments with controlled
size distributions to determine whether multi-frequency attenuation data can provide accurate
measurements of grain size.

This study shows that once the limits of accurate velocity measurements are established for a
given site and instrument, the H-ADCP is a valuable tool for regional fluvial sediment transport
surveys, especially for monitoring concentration and qualitatively characterizing changes in grain
size during flood events. This is a significant finding, since the majority of sediment transport is
believed to occur during floods or dam flushing events and mostother monitoring techniques fail
under these extreme conditions.
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L IST OF ABBREVIATIONS AND SYMBOLS

USED

a radius of the scatterer

an nth percentile grain radius

at radius of the transducer

A wetted area

BL backscattering level

c sound speed

c0 speed of compression waves in a vacuum

d particle diameter

dn nth percentile grain diameter

D transducer directivity

E intensity in counts

Enoise noise level in counts

E0 elasticity of the medium

E1 elasticity of the scatterer

f acoustic frequency

fr reflection form function

freceive received frequency of a Doppler-shifted signal

f∞ far field form factor

Fd Doppler frequency shift

FCB fluid-corrected backscatter

g ratio of the density of the scatterers to the density of the medium

i
√
−1

I intensity

Ibs backscattered intensity

IdB intensity in decibels

Idetected Intensity detected by the transducer
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Ii incident intensity

Is scattered intensity

I∗ intensity at distancer∗

J1 first order cylindrical Bessel function

k acoustic wavenumber

kc conversion factor from counts to decibels

K index velocity constant

m relative refractive index

M mass concentration of particles

Mh mass concentration from H-ADCP data

n real refractive index

n′ imaginary refractive index

nm real refractive index of the medium

np real refractive index of a particle

n′
p imaginary refractive index of a particle

n(a) size spectral density defined such thatN =
∫∞

0
n(a)da

N number of particles per unit volume

NGF Nivellement Général de la France

p pressure

pd detected pressure

pi incident pressure

pref reference pressure

ps scattered pressure

p∗ pressure at distancer∗

Q discharge

r distance from the point of observation to the scatterer

rn far field distance of a transducer

r∗ reference distance

R correlation coefficient

~r x and y component of~R

~r0 x and y component of~R0

~R vector between the origin of the transducer and a point on thesurface
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~R0 vector coincident with the axis of the transducer

SL source level of the transducer

t time

T temperature

Te temperature of the electronics of a transducer

u particle velocity

u∗ complex conjugate ofu

v relative radial velocity between a particle and the transducer

v1,2,3 radial velocity measured by transducer 1, 2 or 3

vx flow velocity in the x-direction, the along-stream velocity

vy flow velocity in the y-direction, the across-stream velocity

Vh velocity measured with the H-ADCP

Vi index velocity

Vq discharge velocity; cross-sectional averaged velocity

x non-dimensional wavenumber in the medium;ka

z0 depth of the transducer

α attenuation

αdB attenuation in decibels

αs sediment attenuation

αs, visc viscous sediment attenuation

αs, scat scattering sediment attenuation

αw attenuation by the water

β angle between the scatterer and the axis of the transducer

β0 half-power angle of the transducer, i.e. transducer beamwidth

γ angle between the relative velocity vector and the axis of the transducer

ǫi,j difference between the ratios of observed and expected attenuation at frequenciesi andj

ζ theoretical attenuation constant

ζexp experimental attenuation constant

ζs theoretical scattering attenuation constant

ζv theoretical viscous attenuation constant

θ angle between the observer’s line of sight and the surface normal

θi angle between the incident wave and the surface normal
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θs scattering angle

κ horizontal separation angle between the axes of the transducers

λ acoustic wavelength

µ Lambert scattering parameter

µx location parameter of a lognormal probability distribution

ν kinematic viscosity

ρ density of the medium

ρs density of the scatterer

σX shape parameter of a lognormal probability distribution

σs differential scattering cross section

Σs total scattering cross section

τ acoustic pulse duration

χ normalized total scattering cross-section

ψ near field correction factor

Ψh sediment transport rate calculated from H-ADCP measurements

ω angular frequency

Ω solid angle

〈·〉 ensemble average,
∫∞

0
·n(a)da
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RÉSUMÉ DE LA THÈSE

Cadre de l’étude

Le suivi en continu des flux d’eau et de matières en suspensiondans les cours d’eau est important

pour de nombreuses raisons. Les études de l’envasement des retenues de barrage, les études géo-

morphologiques et les études du transport des nutriments etdes polluants nécessitent des mesures

en continu car les concentrations peuvent varier de plusieurs ordres de grandeur lors des crues.

Le suivi en continu des débits est important pour l’optimisation de la production hydro-électrique

et, entre autres, l’étude des crues et des ressources en eau.Afin de quantifier le transport solide

en suspension, les mesures de débit sont en général combinées avec des prélèvements d’eau ou

des mesures optiques de la concentration en sédiments, maisseuls les instruments acoustiques

sont capables de fournir des mesures simultanées de vitesseet de concentration. Cette thèse est

une étude de l’applicabilité d’une nouvelle configuration d’un instrument commercial, le profi-

leur acoustique Doppler horizontal (H-ADCP), pour le suivi des flux d’eau et de matières en

suspension dans les rivières.

Un profileur acoustique Doppler (ADCP) est un instrument conçu pour mesurer un profil de

vitesse. Les ADCPs fonctionnent sur le principe qu’il y a des particules en suspension dans

l’eau qui se déplacent à la vitesse de l’eau. Cette hypothèse est appropriée loin du lit, dans la

couche de suspension homogène des rivières car les particules en suspension se déplacent avec

les mêmes direction et vitesse que l’écoulement, surtout sur les courtes échelles temporelles des

mesures acoustiques. Un ADCP mesure la vitesse de l’écoulement dans la direction parallèle à

l’axe du transducteur en envoyant des signaux acoustiques dans l’eau et en analysant le son qui

est rétrodiffusé par les particules en suspension. En utilisant des transducteurs avec des axes dans

plusieurs directions, les instruments fournissent des mesures de vitesse de l’écoulement en deux

ou trois dimensions.

L’intensité acoustique qui est rétro-diffusée par les matières en suspension peut être exploitée

pour déterminer leur concentration. La majorité de la matière en suspension dans les rivières est

composée de limons, d’argiles et de sables fins. La concentration des sables peut être déterminer à

partir de l’intensité rétrodiffusée (e.g.Hay, 1983;Thorne and Hanes, 2002). Pour les fréquences

des H-ADCPs, l’intensité rétrodiffusée par les limons et argiles est faible, mais l’atténuation est

importante. L’atténuation sédimentaire peut-être exploitée pour determiner la concentration des
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sédiments fins en suspension (e.g.Urick, 1948;Flammer, 1962;Topping et al., 2007;Wright

et al., 2010).

Dans une application fluviale typique, un H-ADCP est installésur une berge de la rivière à

quelques mètres de profondeur, visant la rive opposée. L’instrument mesure un profil de vitesse à

travers la section avec un espacement de cellule de mesure compris entre 0.5 m et 4 m. L’avantage

de ces instruments pour le suivi des vitesses par rapport à unjaugeage avec un ADCP vertical

est qu’ils fournissent des mesures en continu. Avec un modèle approprié, on peut relier leurs

mesures de vitesse à la vitesse débitante, c’est-a-dire la vitesse moyenne sur la section. Il suffit

ensuite d’une mesure de la surface mouillée pour déterminerun débit. L’application de ces ins-

truments pour suivre les débits en continu est très prometteur. Ceci dit, des études préliminaires

par Le Coz et al.(2008) etPierrefeu(2008) ont montré que les vitesses mesurées avec des H-

ADCPs sont sous-estimées quand le débit est faible. Cette observation n’était pas inattendue car

il faut une certaine concentration de particules en suspension pour avoir une mesure fiable, mais

il faut pouvoir quantifier de combien les instruments sous-estiment les vitesses et en quelles cir-

constances. C’est d’autant plus important que les utilisateurs principaux des H-ADCPs en France

sont des compagnies hydro-électriques. Pour assurer le respect du débit réservé et pour optimiser

la production, par exemple, il est impératif qu’ils aient des mesures fiables pendant des périodes

de faible vitesse.

Objectifs

Avec un grand jeu de données acquis sur des sites d’étude avecdes bathymétries et des condi-

tions de forçage contrastées, le premier objectif de cette étude était de déterminer la cause de la

sous-estimation de vitesse par les H-ADCPs et de déterminer les conditions sous lesquelles ces

instruments fournissent des mesures fiables de vitesses. Ledeuxième objectif était d’établir une

méthode robuste pour obtenir la concentration de la matièreen suspension à partir des données

d’intensité.

Plan du manuscrit

Une introduction à la théorie des mesures hydro-acoustiques de vitesse et de concentration est

présentée dans le Chapitre 2. Chapitre 2 aborde la diffusion ainsi que l’atténuation acoustique
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par une suspension de sédiments à des fréquences élévées (100 kHz - 1 MHz). Une méthode in-

novante pour déterminer la granulométrie à partir de mesures multi-fréquences d’atténuation est

introduite. Les sites d’étude sont détaillés dans le Chapitre 3 ; ils appartiennent soit à l’Electricité

de France (EDF), soit à la Compagnie Nationale du Rhône (CNR). Lesmesures ont été réali-

sées principalement sur quatre sites d’étude sur trois cours d’eau : la Saône à Lyon, passerelle

Saint-Georges (CNR), l’Isère à Romans-sur-Isère (CNR) et le Rhôneà Montélimar (CNR) et au

Tricastin (EDF). Les instruments, qui sont tous construitspar Teledyne RD Instruments, ont une

fréquence porteuse de 300, 600 ou 1200 kHz. A Romans-sur-Isère se trouve un instrument de

chaque fréquence, mais les autres sites d’étude comportentuniquement un H-ADCP de 300 kHz.

Une description des conditions hydro-sédimentaires pour chaque site est aussi donnée dans le

Chapitre 3.

A travers ce travail, nous avons observé que la profondeur limitée de certaines rivières peut

compromettre les mesures de vitesse et de concentration à travers la section. L’objectif du Cha-

pitre 4 est de mettre en évidence et d’analyser ce problème. Les mesures de vitesse sont pré-

sentées dans le Chapitre 5 et les facteurs qui influencent la justesse des mesures sont discutés.

Des relations de type “index-velocity” sont établies pour les trois H-ADCPs de Romans et pour

le H-ADCP de Montélimar. Ces relations permettent une correction des débits, qui seraient au-

trement sous-estimés. Montélimar est considéré comme le site d’étude idéal car la position de

l’instrument est assez profonde et horizontale, la rivièreest profonde et il n’y a pas de passage

de bateaux devant l’instrument. Les méthodes d’inversion en concentration sont détaillées et ap-

pliquées dans le Chapitre 6. Dans le Chapitre 7, nous combinonsles mesures de vitesse avec

les mesures de concentration pour calculer les flux de matières en suspension pendant une crue

naturelle sur l’Isère et le bas-Rhône. Les principaux résultats de cette thèse sont détaillés dans

les quatre sections ci-dessous.

Le positionnement des instruments

Dans le Chapitre 4, nous montrons que les profils d’intensité des H-ADCPs de 300 et de 600 kHz

de Romans ne sont pas cohérents avec la diffusion par une suspension homogène de sédiment

quand la concentration de la matière en suspension est en dessous de∼20 mg/L (ce qui est le cas

la majorité de l’année). A part dans les premières quelques cellules de mesures où les valeurs sont

crédibles, les intensités sont fortes et variables malgré des concentrations de diffuseurs faibles

et constantes. De plus, les vitesses sont quasi-nulles et fluctuent autour de zéro dans ces mêmes
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cellules.

D’habitude, on simplifie le fonctionnement d’un ADCP en considérant qu’il mesure ce qui se

passe dans un volume cylindrique à une distance donnée de l’instrument. Mais en réalité, l’inten-

sité qui est détectée correspond à toutes les ondes qui ont parcouru la même distance. C’est-à-dire

qu’à chaque distance supérieure ou égale à la profondeur d’immersion de l’instrument, il y aura

une contribution de la diffusion par la surface. L’explication la plus probable pour les observa-

tions d’intensités et vitesses abhérentes est donc la diffusion par la surface. Les particules à la

surface de l’eau se déplacent à la vitesse de l’eau, mais les ondes capillaires créées par la macro-

turbulence en rivière se propagent dans tous les sens et leurvitesse moyenne devrait être proche

de zéro. Pour une onde acoustique incidente sur une surface présentant des ondes capillaires,

la vitesse détectée serait donc nulle, mais l’intensité rétrodiffusée pourrait être importante par

rapport à l’intensité renvoyée par les particules en suspension quand l’eau est peu chargée.

Pour déterminer l’effet de la diffusion par la surface sur les mesures d’intensité, nous mo-

délisons la surface comme un diffuseur lambertien. Dans le cas de la rétrodiffusion (angle de

diffusion égal à l’angle d’incidence), l’intensité diffusée par une surface lambertienne dépend

linéairement du cosinus carré de l’angle d’incidence. Cettereprésentation de la surface libre est

valable si nous supposons que l’échelle caractéristique des rugosités de la surface est du même

ordre de grandeur que la longeur d’onde acoustique, ce qui est vrai pour des ondes capillaires.

Nous montrons que les irrégularités observées dans les profils d’intensité mesurés avec les H-

ADCPs de 300 et de 600 kHz à Romans-sur-Isère pendant des périodes de faible concentration

ont la même forme que ce qu’on attend de la diffusion par la surface libre. Ces résultats montrent

que quand les ondes acoustiques interceptent la surface libre, les mesures de concentration et de

vitesse peuvent être fortement perturbées, même quand les ondes sont incidentes avec un faible

angle d’incidence. Ceci contraste avec ce qui est écrit dans le guide utilisateur qui est fourni avec

les H-ADCPs ainsi qu’avec les déclarations deHoitink et al.(2009) selon lesquelles la réflexion

du lobe principal sur la surface libre ne pose aucun problèmepour les mesures de vitesse.

Les H-ADCPs de 300 et de 600 kHz à Romans ont été repositionnés endécembre 2010 dans le

but d’éviter le problème de la réflexion par la surface, mais en raison de la faible profondeur de la

section (profondeur maximale de 4 m), aucune position n’a été trouvée dans laquelle ni la surface,

ni le fond ne posent problème. Il n’est, donc, pas possible deprofiler correctement les vitesses à

travers la section entière à Romans (∼85 m). La possibilité que les mesures acoustiques soient

perturbées par la diffusion par la surface à Montélimar et à Saint-Georges a aussi été étudiée à

l’aide du modèle lambertien. La conclusion est qu’en raisondu bon positionnement du H-ADCP
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à Montélimar et de la profondeur importante de ce site d’étude, ni la réflexion par la surface,

ni la réflexion par le fond ne posent problème pour les mesuresdu transport des sédiments en

suspension. Par contre, il semble que la réflexion par le fondpose un léger problème pour les

mesures à Saint-Georges à des distances au-delà de 40 m.

La modélisation simple qui a été effectuée dans cette thèse est un outil pertinent pour de futures

études. Comme le problème de la surface libre n’est pas apparent quand l’eau est suffisamment

chargée, le problème ne sera pas détecté si l’installation est faite un jour où les concentrations

sont suffisantes (typiquement supérieures à 20 mg/L).

Les mesures de vitesse

La justesse des mesures de vitesse faites avec les H-ADCPs a été étudiée sur trois sites d’étude.

La forme des profils de vitesse mesurés avec les H-ADCPs de Saint-Georges et de Montélimar a

été comparée aux données des jaugeages ADCP réalisés avec un ADCP vertical fixé à un bateau

à moteur. Nous observons que les H-ADCPs sous-estiment la vitesse quand les vitesses – et donc

probablement les concentrations – sont faibles. La sous-estimation s’aggrave avec la distance de

mesure depuis l’instrument car l’intensité diminue avec ladistance de propagation.

Les données de débit du barrage de Pizançon (EDF) sont utilisées pour calculer une vitesse

débitante à Romans (débit divisé par la surface mouillée) et le débit du barrage de Châteauneuf

(CNR) est utilisé pour calculer une vitesse débitante à Montélimar. Le barrage de Pizançon est

situé 2 km en amont de Romans et le barrage de Châteauneuf est situé 500 m en aval du H-ADCP

de Montélimar. Pour les deux sites d’étude l’écart entre la vitesse débitante et la vitesse mesurée

par les H-ADCPs à une distance donnée est évalué en fonction de(1) la vitesse débitante, (2) de

l’intensité rétrodiffusée et (3) de la concentration de matières en suspension, quand disponible.

Plus de six mois de données en continu sont utilisées pour effectuer une comparaison avec des

données de plusieurs cellules de mesure. Si les H-ADCPs mesuraient correctement les vitesses, le

rapport de la vitesse débitante à la vitesse locale du H-ADCP devrait être une constante à une dis-

tance de mesure donnée, c’est-à-dire que le rapport ne devrait pas dépendre de la concentration,

ni de la vitesse. Au contraire, on trouve que la vitesse mesurée par les H-ADCPs est sous-estimée

quand l’intensité rétrodiffusée est faible en raison d’unecharge en matières en suspension faible,

mais pas lorsque l’intensité est faible en raison de l’atténuation acoustique due à de fortes concen-

trations. Nous observons un comportement similaire à Montélimar, mais comme il n’y a pas de

mesures de concentration à ce site d’étude, on ne peut pas définir une valeur de concentration
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en-dessous de laquelle les mesures sont faussées. L’explication pour la sous-estimation en raison

de trop faible concentration est que les H-ADCPs amplifient trop le signal. Quand il y a peu de

sédiment ce signal est que du bruit, ce qui contribue une vitesse nulle, mais quand il y a beaucoup

de sédiment, ce signal vient des particules et donc leurs vitesses sont répresentatives de la vitesse

de l’écoulement.

Les mesures de turbidité à Romans-sur-Isère sont utilisées pour montrer que quand la concen-

tration est inférieure à∼70 mg/L, le H-ADCP de 300 kHz sous-estime la vitesse. La sous-

estimation s’aggrave et l’écart dans les mesures de vitesseaugmente avec une concentration

décroissante. Par exemple, à 14 m depuis l’instrument la sous-estimation peut atteindre 50%.

En revanche, quand les concentrations sont supérieures à 100 mg/L, même si l’intensité est très

faible, les valeurs du H-ADCP sont à 10% des vraies vitesses. Une sous-estimation de vitesse a

également été observée dans les données du H-ADCP de 600 kHz deRomans pour des concentra-

tions>70 mg/L. Comme avec le H-ADCP de 300 kHz, l’écart des données et la sous-estimation

de vitesse s’aggravent quand l’intensité diminue. Les mesures de vitesse effectuées avec le H-

ADCP de 1200 kHz sont plutôt correctes, mais l’écart des données augmente légèrement quand

l’intensité décroît. Malgré ses mesures de vitesse justes,un H-ADCP de 1200 kHz ne peut pas

profiler à des distances supérieures à 20 m à cause de l’atténuation importante du signal. Nos

observations montrent donc que l’utilisateur doit déciders’il a besoin de mesures justes sur de

courtes distances, auquel cas il utilisera un H-ADCP de 1200 kHz, ou s’il a besoin de mesures

moins justes, mais sur des distances plus importantes, auquel cas il utilisera un H-ADCP de

600 kHz, voire 300 kHz.

Des relations de type “index-velocity” sont établies pour les trois H-ADCPs de Romans et

pour le H-ADCP de Montélimar en fonction de l’intensité rétrodiffusée et de la concentration.

Ces relations permettent une correction des débits, qui seraient autrement sous-estimés. Pour

obtenir des mesures justes de vitesse avec les données des H-ADCPs, il faut d’abord déterminer

s’il y a de l’atténuation acoustique liée à la présence de la matière en suspension, car les vitesses

sont justes quand le signal est faible en raison de fortes concentrations. S’il y a de l’atténuation,

cela veut dire que la charge en matières en suspension est importante. En ce cas, la vitesse

débitante est toujours le même ratio de la vitesse mesurée par le H-ADCP à une distance donnée,

indépendamment de l’intensité. S’il n’y a pas d’atténuation, il peut y avoir relativement peu

de sédiment et donc une relation index-velocity qui dépend de l’intensité acoustique doit être

utilisée.
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Les mesures de concentration et de granulométrie

Deux méthodes sont présentées pour établir les concentrations de matières en suspension avec

les mesures acoustiques : l’inversion directe de l’intensité retrodiffusée ou l’inversion de l’atté-

nuation acoustique qui est obtenue à partir des profils d’intensité. Les sédiments en suspension

dans l’Isère, la Saône et le Rhône sont surtout des limons accompagnés d’argiles et, de temps en

temps, de sables fins. Pour les fluctuations de granulométrieobservées sur nos sites d’étude, la

méthode d’inversion de l’atténuation est plus robuste que la méthode d’inversion de l’intensité

retrodiffusée. Ceci vient du fait que les sables dominent la rétrodiffusion à des fréquences de

300 kHz - 1200 kHz, alors que c’est justement la proportion desables fins qui est susceptible

de changer lors des crues. Nos observations sont en accord avec les travaux deTopping et al.

(2007) et deWright et al.(2010) avec des H-ADCPs de type Sontek, qui montrent que l’intensité

rétrodiffusée dépend surtout de la concentration des sables, tandis que l’atténuation est dominée

par l’atténuation visqueuse au voisinage des sédiments fins.

En effet, dans la gamme de fréquence 300 - 1200 kHz, l’atténuation visqueuse dans la couche

d’eau qui entoure les sédiments fins (limons et argiles) est beaucoup plus importante que l’atté-

nuation due à la diffusion par les particules. L’atténuation dépend de la concentration d’une ma-

nière linéaire et elle est notable sur des distances de l’ordre d’un mètre quand les concentrations

en sédiments fins sont supérieures à∼100 mg/L. Une relation entre l’atténuation sédimentaire

et la concentration (issue du turbidimètre optique calibré) a été établie pour les H-ADCP de 300,

600 et 1200 kHz à Romans-sur-Isère pour plusieurs évènements. La pente de cette rélation donne

la valeur expérimentale de la constante d’atténuation. Lesrelations linéaires sont très nettes. Des

valeurs théoriques de la constante d’atténuation sont calculées pour les distributions granulomé-

triques des échantillons d’eau mesurées en laboratoire avec un granulomètre à diffraction laser.

L’accord entre les observations et les calculs théoriques est bon pour les données du H-ADCP de

300 kHz. Pour le H-ADCP de 600 kHz, la valeur expérimentale està peu près les deux tiers de la

valeur théorique et pour le H-ADCP de 1200 kHz, c’est la moitié. Le désaccord entre théorie et

observations pourrait être parce que les distributions granulométriques qui sont utilisées dans les

calculs sont les distributions des particules primaires, alors que les sédiments pourraient être floc-

culés en rivière (Droppo and Ongley, 1994), surtout quand les concentrations sont de l’ordre de

1 g/L. Par contre, c’est sûrement aussi liée à l’incertitudesur les mesures de granulométrie pour

les particules les plus fines, ainsi qu’au fait que la théories’applique aux particules sphériques.

Une méthode est également introduite pour déterminer la granulométrie à partir de données

multi -fréquences d’atténuation. Cette méthode se fonde surles méthodes deHay and Sheng
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(1992) etCrawford and Hay(1993) pour l’inversion du signal rétrodiffusé en taille moyenne.

Elle s’applique seulement pendant des périodes de fortes concentrations (? 100 mg/L) car elle

nécessite une atténuation sédimentaire substantielle. Pour l’inversion, des distributions granulo-

métriques volumiques log-normales ont été supposées. L’inversion multi-fréquence donne alors

une valeur de la taille médiane des particules en suspension. Nous montrons que si une taille

unique est supposée au lieu d’une distributions lognormale, le diamètre médian des particules

obtenu peut différer d’un facteur 20. La valeur médiane obtenue avec le granulomètre laser se

trouve entre les deux estimations de taille.

Les concentrations sont aussi obtenues à partir des donnéesH-ADCP à Montélimar et Tricastin.

Comme il n’y a de mesures ni de concentration ni de granulométrie sur le Rhône à Montélimar ou

au Tricastin, on a supposé que les particules en suspension ont la même granulométrie moyenne

qu’à Romans. Cette hypothèse semble réaliste au vu des donnéesdisponibles sur le bas-Rhône, à

la station d’Arles notamment. L’atténuation sédimentaireobtenue à partir des profils d’intensité

est divisée par la constante d’atténuation sédimentaire observée dans les données de 300 kHz de

Romans-sur-Isère pour obtenir des séries temporelles de concentration pendant une succession

de crues. L’accord temporel entre les concentrations obtenues avec les données H-ADCPs à

Montélimar et Tricastin est cohérent avec la propagation déduite des vitesses mesurées.

La mesure des flux de sédiments

Les méthodes qui sont détaillées dans cette thèse pour obtenir des mesures fiables de vitesse

et de concentration par H-ADCP sont appliquées dans le Chapitre 7 pour analyser les flux de

sédiments en suspension pendant une crue naturelle sur l’Isère et le bas-Rhône. Les concentra-

tions obtenues avec l’inversion de l’atténuation sont multipliées par la surface mouillée et la

vitesse débitante (obtenue à partir de la vitesse mesurée à 14 m des H-ADCPs) pour obtenir

un flux de sédiments en suspension. Les mesures acoustiques sont comparées avec des mesures

de concentration par turbidimètre optique combinées avec des mesures de débit classiques pour

étudier la propagation spatio-temporelle de la crue solideentre Romans-sur-Isère et Arles. L’ac-

cord entre les concentrations obtenues avec des mesures acoustiques, optiques et physiques est

encourageant. Cette thèse montre qu’une fois que les limitesd’applicabilité des H-ADCPs sont

bien établies, l’ADCP horizontal peut être un outil puissantpour les mesures en continu de trans-

port des sédiments pendant des périodes de fortes concentration. Des mesures mono-fréquences

peuvent fournir vitesse et concentration et des mesures multi-fréquences peuvent en outre fournir
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l’évolution de la granulométrie intra et inter-évènements. C’est un résultat très encourageant car

la majorité du transport de sédiments en rivière a lieu pendant les évènements les plus chargés.

Perspectives

Les perspectives peuvent être divisées en trois catégories. Les perspectives pour les mesures

de vitesse, celles pour les mesures de concentration et celles pour les mesures de granulométrie.

Pour les mesures de vitesse, la première perspective pour lasuite de ce travail est la validation des

relations “index-velocity” qui ont été établies. L’application de la méthode à un jeu de données

autre que celui qui était utilisé pour le calage permettraitde s’assurer que la méthode peut être

appliquée pour obtenir des vitesses justes à partir des mesures faites avec des ADCPs horizontaux.

Si la méthode est jugée robuste, elle pourra être appliquée lors de l’acquisition des données pour

fournir des mesures de vitesse en continu avec les H-ADCPs quisont déjà en place.

Le site d’étude de Montélimar a été trop peu étudié pendant cette thèse, mais il y a des données

acoustiques qui donnent l’impression que la concentrationet/ou la granulométrie ne sont pas ho-

mogènes à travers la section pendant certaine manœvres d’ouvrages. Comme le positionnement

et les conditions hydrauliques à Montélimar sont a priori idéals pour des mesures H-ADCPs,

des mesures de la distribution spatiale de la concentrationet de la granulométrie, ainsi que des

séries temporelles de concentration à un point donné pourraient permettre de mieux explorer les

capacités des H-ADCPs. Si, en effet, le H-ADCP peut être utilisé pour distinguer des change-

ments de concentration ou de granulométrie à travers son profil de mesure, il constituerait un

outil intéressant pour l’étude des confluences ou des courants de turbidité par exemple.

Une autre perspective pour une étude future est l’investigation du rôle des flocs sur les me-

sures acoustiques. Le bon accord entre les observations et les calculs théoriques pour des parti-

cules primaires pourraient suggérer qu’il n’y avait pas de flocculation des particules pendant nos

campagnes de mesure, mais des mesures de granulométrie in-situ avec un granulo-laser de type

LISST permettraient de mieux élucider cette question. Finalement, cette étude souligne l’intérêt

d’instruments acoustiques capables de fonctionner à plusieurs fréquences. Il existe désormais

des ADCPs dévéloppés pour des mesures fluviales qui sont capables de fonctionner sur deux

fréquences. Cette étude montre que ces instruments offrent la possibilité de fournir des mesures

de granulométrie, même pendant des périodes de fortes concentrations, telles que des crues.
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CHAPTER 1

I NTRODUCTION

The sediment that is transported in rivers is divided into two categories: suspended load and

bedload. Suspended load is the sediment that is dispersed inthe flow by turbulence, it is typically

composed of fine sand, silt and clay. Bedload is the coarser material that moves along the bed,

either by rolling, sliding or saltating. In this thesis we are only concerned with the suspended load,

but a comprehensive overview of the sampling, monitoring and prediction of both suspended load

and bedload can be found inHicks and Gomez(2003).

The study of suspended sediments and their transport in rivers is important for a number

of reasons. Environmental reasons include the study of pollutant and nutrient transport. Hy-

drophobic pollutants, such as polychlorinated biphenyls (PCBs), chlorinated pesticides such as

hexachlorobenzene, and dry-cleaning products such as tetrachloroethylene can adsorb to fine

sediments (e.g.Bero and Gibbs, 1990;Lick, 2009). These particles can then be transported,

deposited, and eventually resuspended. Nutrients such as nitrogen and phosphate can also be

transported on suspended sediment in rivers (Walling et al., 1997).

In rivers used for the production of hydroelectricity, sediments are often trapped upstream of

dams, resulting in infilling which eventually results in thereduction of reservoir storage. Sed-

iments can be flushed out regularly, but in order to understand how far they are transported,

real-time measurements of sediment fluxes are imperative. In addition, flow regulation by dams

severely alters fluvial morphology, changing patterns of erosion and deposition (e.g.Howard and

Dolan, 1981). Although it could be argued that suspended load is negligible for geomorphology

compared to bedload, the suspended load can be transformed to bedload when the flow encoun-

ters deposits or bars or is encroached by vegetation. Therefore the study of suspended sediment

transport enables us to study patterns of erosion and deposition which can then be used to better

understand past rock records and to predict future changes.
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Quantifying suspended sediment fluxes requires continuousmeasurements because of the high

temporal variability in sediment fluxes in rivers. Throughout the course of a flood, concentrations

may vary by three orders of magnitude. A variety of techniques exist for measuring sediment

transport. Frequent collection of water samples across theriver and subsequent filtration is the

most robust method for measuring suspended sediment load. Nonetheless, this method only pro-

vides information about a given location at a given point in time, and intensive sampling is time

consuming. As such, sediment rating curves have been widelyused since the mid 1900s (e.g.

Campbell and Bauder, 1940;Miller , 1951). Using a limited number of samples and a record of

discharge, a relationship is established between sedimentconcentration and discharge. This rela-

tionship can then be used to estimate sediment transport forfuture events. Distinct rating curves

often exist for the rising and falling limbs of floods becausethere is often a time lag, or hysteresis,

between the peak in suspended sediment concentration and the peak in discharge. However, the

relationship between suspended sediment concentration and discharge also depends on sediment

supply (e.g.Wood, 1977) and seasonality and there is significant uncertaintyassociated with this

technique, especially on small time scales. If the wrong rating curve is used for a given event, or

if all possible scenarios have not been sampled, then sediment transport rates estimated from a

rating curve can be quite erroneous (Walling, 1977). What is needed, therefore, is a robust and re-

liable technique to continuously monitor suspended sediment concentration. If such a technique

can be combined with flow velocity measurements, continuousmonitoring of sediment transport

rates can be provided.

Two possibilities currently exist for continuous measurements of suspended sediment concen-

tration: the use of (1) optical or (2) acoustical instruments, with optical instruments being the

most commonly used. Optical instruments include transmissometers or optical backscatter sen-

sors that typically operate at infrared frequencies. A transmissometer measures the transmissivity

between an emitter and a receptor, whereas an optical backscatter sensor, which is also known as

a turbidity meter, measures the scattered signal at an angletypically ranging from 90◦ to 180◦ to

the incident direction (Downing, 2006). The measurement is typically made a few centimetersin

front of the instrument. Depending on the instrument and thesize of particles in suspension, the

detectable range of concentrations can be anywhere from 1 mg/L to 200 g/L (Hicks and Gomez,

2003). There is typically a distinct linear relationship between concentration of suspended sed-

iment and turbidity (optical scattering), but a calibration must be done with water samples col-

lected at the site of interest since the optical scattering is a function of the refractive index and
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particle grain size (Foster et al., 1992). A disadvantage of optical instruments is that they must

be cleaned frequently since biological material can colonize the lens and severely impact the

measurements; this is known as bio-fouling. Furthermore, they cannot measure flow velocity,

which eliminates the possibility of sediment flux monitoring with these instruments alone.

Unlike optical instruments, acoustic instruments are practically insensitive to bio-fouling. A

second difference is that they can provide co-incident and co-located measurements of velocity

and concentration across a profile. With the use of an acoustical backscatter system, such as the

commercially available acoustic Doppler current profiler (ADCP), one has measurements of the

velocity field at a range of distances from the instrument. Depending on the instrument, either

two or three components of the flow field can be measured. In addition, the intensity of the

backscattered signal can be used to determine the concentration of sediment in the measurement

volume. Classical ADCPs have been used for quantitative measurements of suspended sediment

by Holdaway et al.(1999) andReichel and Nachtnebel(1994), among others. The simultaneous

measurements of flow speed and concentration made with ADCPs can be used to determine

fluxes of suspended sediment. The use of instruments which operate at different frequencies can

also provide information on the grain size of particles in suspension. Multi-frequency acoustics

have been applied successfully in fine-scale flow and sediment transport studies in order to profile

sediment size (Hay and Sheng, 1992;Thorne and Hardcastle, 1997) as well as sediment fluxes

across the highly concentrated benthic flow region (Hurther et al., 2011).

This thesis focuses on the use of a new form of ADCP, the side-looking, or horizontal, acoustic

Doppler current profiler (H-ADCP). These instruments are marketed as an ideal tool for high-

accuracy continuous measurements of flow in rivers. They areintended to be installed facing

horizontally across the river in order to continuously measure a profile of flow speed. The interest

in using horizontal ADCPs for gauging as opposed to the more traditional method with a motor

boat and a vertically-oriented ADCP is that H-ADCPs can provide continuous measurements,

whereas gauging with a vertically-oriented ADCP is limited to the number of hours per day a

person can spend in a boat. The work ofHuang(2006),Le Coz et al.(2008),Nihei and Kimizu

(2008) andHoitink et al.(2009) focused on the use of H-ADCPs for discharge measurements in

river. They showed that with the use of a suitable model, the discharge could be determined from

the horizontal profile of velocity. However, at a number of study sites used in this thesis it was

found that when flow speeds, and presumably concentrations of suspended sediment, were low

the H-ADCPs underestimated velocity (Le Coz et al., 2008;Pierrefeu, 2008).
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To the best of our knowledge there have been no publications that explore the validity of the ve-

locity measurements made using H-ADCPs as a function of scatterer concentration, even though

this is of crucial importance for operators. The predominant users of horizontal-ADCPs in France

are hydroelectric companies. They have a vested interest inhaving accurate measurements of

velocity during low flow conditions since they aim to optimize production while respecting com-

pensation water regulations (“débit réservé”). Since preliminary studies showed that velocity

measurements made using H-ADCPs were not accurate during lowflow conditions, the first goal

of this study was to determine the hydrological and suspended sediment conditions under which

H-ADCPs accurately measure cross-river profiles of flow speed. This was done using data from

a number of different study sites with different instruments and instrument configurations. The

second objective was to develop a robust method for determining suspended sediment concentra-

tions from the backscattered intensity data in order to measure fluxes of suspended sediment at

the various study sites. Previous researchers had investigated the use of side-looking ADCPs for

concentration measurements in rivers (Topping et al., 2007;Wright et al., 2010). They showed

that the backscattered intensity was most sensitive to sand-sized particles, while the attenuation

was most sensitive to silt-sized particles.

The layout of the thesis is the following. The theory pertaining to velocity and concentration

measurements is presented in Chapter 2. This includes an introduction to the theory of high fre-

quencies (100 kHz - 1 MHz) acoustic scattering from suspensions of sand (Hay, 1983) as well

as the theory of acoustic attenuation from suspensions of silt-sized particles (Urick, 1948;Hay,

1983). The method that is used to determine particle grain size in this study is also presented.

The various study sites are presented in Chapter 3. This includes a description of the flow and

suspended sediment conditions at each site as well as a detailed description of the acoustic in-

struments and their configurations.

Throughout this dissertation it will be seen that the limited depth in medium-sized rivers poses

a problem for accurately measuring flow speed and concentration across the profile. Chapter 4

discusses the negative effects of scattering from obstacles on the measurement of concentration

and flow speed. The main focus of this chapter is an investigation of the impact of scattering

from the free surface of the flow. Chapter 5 presents velocity measurements made with the

various H-ADCPs. The form of the profiles are compared to measurements from moving-boat

gauging. The validity of the velocity measurements is explored as a function of flow speed,

echo intensity, and suspended sediment concentration. An index-velocity type relationship is
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developed to relate the velocity measured by the H-ADCP at a given distance to the mean flow

velocity. The relationships developed in this thesis can beused to obtain accurate measurements

of discharge from the H-ADCP velocity data.

In Chapter 6 we present the methods that are used to determine the concentration of suspended

sediment. Two methods exist: direct inversion of the backscattered intensity, or determination of

the attenuation and subsequent inversion of the attenuation data. We also present a method for

determining grain size using multi-frequency attenuationdata. In terms of innovative science,

our use of the multi-frequency attenuation measurements isthe principal contribution of our

study to the field of fluvial sediment transport measurements. Lastly, Chapter 7 focuses on the

application of H-ADCPs to suspended sediment discharge measurements during floods. Using

the velocity data from the H-ADCPs and the concentration fromthe attenuation, we calculate

the flux of suspended sediment for a natural flood. Multiplying the flux by the wetted area gives

the suspended sediment discharge, or the mass of suspended sediment moving past a given river

cross section per unit time. We look at the downstream propagation of the event and compare

the acoustic data to optical data and water samples from a number of different study sites. The

evolution of grain size throughout the event is also investigated. Finally, Chapter 8 summarizes

the content of this manuscript and presents perspectives for future work.



CHAPTER 2

THEORY

This chapter is divided into three main sections. The first section describes the manner in which

the horizontal acoustic Doppler current profilers use the backscattered sound to measure velocity.

The second section presents the theory of acoustic scattering and attenuation from a suspension

of particles. The third section is devoted to the theory of laser grain size analysis, which is the

grain sizing technique employed in our study.

2.1 Velocity Measurements

Our ability to use sound scattering to measure currents is based on two assumptions: (1) that

there are particles in the water that will scatter sound; and(2) that these particles are passive

flow tracers, moving at the same velocity as the water. Both statements are typically true in the

homogeneous suspension layer in rivers. The suspension layer represents more than 90% of the

water column, as opposed to the bedload layer which represents the remaining 10%. Although

sediments can move at a lower velocity than the flow in the bedload layer, horizontal ADCPs are

positioned well above the bottom, profiling a part of the river that is well within the suspension

layer. This means that the above two assumptions are true in our measurements.

2.1.1 The Doppler effect

When a wave is incident on an object, the frequency of the wave perceived by the object differs

from the emitted frequency if there is a relative radial velocity between the source and the ob-

stacle. If the object is moving towards the source, the perceived frequency is higher than the

emitted frequency, and if it is moving away from the source, the perceived frequency is lower.

The change in frequency or Doppler shift that is observed by the object isFd = freceive−f where

6
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freceive is the received frequency andf is the emitted frequency. The Doppler shift depends on

the relative radial velocityv in the following manner (Doppler, 1842)

Fd =
fv

c
(2.1)

wherec is the speed of sound in the medium (1484 m/s in fresh water at 20 ◦C) and positive

radial velocity indicates the object moving towards the source.

Acoustic Doppler Current Profilers (ADCPs) are composed of transducers which both emit

and receive waves. They therefore detect the sound that is scattered at180◦ to the incident direc-

tion, which is known as the backscattered sound. This setup is commonly called the monostatic

configuration. Since the sound must travel from source to obstacle and back again, the Doppler

frequency shift of the scattered wave at the transducer is doubled, i.e. it is2fv/c. In the case

where the relative motion between the obstacle and the transducer is not along the radial axis of

the transducer, the Doppler frequency shift of the receivedsound is (RD Instruments, 1996):

Fd =
2fv cos γ

c
(2.2)

whereγ is the angle between the relative velocity vector and the axis of the transducer. By using

transducers positioned at different angles to the flow, we can measure the different components

of velocity.

2.1.2 The principles of operation of RD Instruments BroadBand ADCPs

The horizontal ADCPs used in this study are composed of what RD Instruments refers to as

BroadBand transducers. Velocity is measured using the Doppler principle, but instead of mea-

suring velocity based on information contained in a single backscattered wave, the transducers

transmit two consecutive identical packets of waves, or pulses, and measure velocity from the

phase shift of the consecutive pulses that are scattered back to the transducer. When the time lag

between consecutive pulses is too large, phases ofn degrees and(360 + n) degrees are indis-

tinguishable. In order to avoid this problem of phase ambiguity, two long pulses consisting of a

number of phase coded pulses are emitted, and the phase shiftor propagation delay is determined

by computing the autocorrelation between these two pulse trains.

2.1.3 Measuring the three components of velocity

The 300 kHz and 600 kHz H-ADCPs employed in this study are composed of three transducers,

while the 1200 kHz H-ADCP is composed of two transducers. It iscommon to refer to the
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transducers and the sound that they emit as beams, in reference to the main lobe of the radiation

pattern emitted by each transducer. A sketch of a horizontal-ADCP installed on the right bank

of a river is shown in Figure 2.1. Beam 1 faces downstream and beam 2 faces upstream and

both beams form a horizontal angleκ with the instrument’s axis. For the 600 and 1200 kHz

instruments, the three transducers are in the same horizontal plane, whereas beam 3 of the 300

kHz H-ADCP is slightly raised from the plane of beams 1 and 2 (see Figure 2.2). The horizontal

separation angle between the beams is 20◦ for the 300 kHz instrument, 40◦ for the 1200 kHz and

30.2◦ for the 600 kHz instrument. The x-axis is parallel to the central transducer and the y-axis

is perpendicular. The instruments are positioned such thatthe positive x-direction is downstream

and the positive y-direction is across-stream, as shown in Figure 2.1.

Figure 2.1:Top view of the geometry of a horizontal ADCP installed on the right bank of ariver.

1200 kHz Channel Master300 kHz Workhorse
600 kHz Workhorse

Figure 2.2:Images of the various H-ADCPs used in this study.
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The radial velocitiesv1, v2, andv3 measured by each of the transducers can be combined to

yield vx andvy. The velocity in the x direction,vx is (RD Instruments, 2007):

vx =
1

2 sinκ
(v2 − v1) . (2.3)

If there are only two beams, then:

vy =
−1

2 cosκ
(v1 + v2) . (2.4)

While, in the case of a three beam instrument,

vy =
− cosκ

1 + 2 cos2 κ
(v1 + v2)−

v3
1 + 2 cos2 κ

. (2.5)

Although Equation 2.4 is also valid for three beam H-ADCPs, RD Instruments does the above

calculation, using the redundant data from beam 3 to improvethe estimate of across-stream

velocity.

If the instruments are installed with zero pitch and roll andfacing perpendicular to the main

flow, thenvx is simply the along-stream velocity whilevy is the across-stream velocity. However,

if the pitch and/or roll are non-negligible, then a correction for these terms must be included in

order to calculate the along-stream and across-stream velocities. The rotation matrix that must

be applied to convert from instrument co-ordinates to the so-called ship or Earth coordinates can

be found on page 18 of the ADCP Coordinate Transformation Manuel (RD Instruments, 2007).

A non-negligible pitch and roll is undesirable since the accuracy of our velocity estimates relies

on the flow being uniform over the distance separating the three beams. When the H-ADCPs are

horizontal, this is a fair assumption if we are far from any obstacles or confluences, however, if

there is rotation about the axis of the instrument (roll), then the beams measure the velocity at

different heights above the bottom.

2.2 Echo Intensity Measurements

2.2.1 Sound waves and their propagation

A sound wave is a density disturbance that travels through a medium. If the medium is homoge-

neous, then the wave travels at a constant speed,c. For a sound wave emitted from a spherical

source having pressurep∗ at distancer∗, the complex pressure,p, and particle velocity,u, at
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distancer and timet are (Clay and Medwin, 1977, p.81)

p(r, t) =
p∗r∗
r
ei(ωt−kr) (2.6)

and

u(r, t) =
p∗r∗
rρc

(

1 +
1

ikr

)

ei(ωt−kr) (2.7)

whereρ is the density of the medium. The average power passing through a unit area, which is

equivalent to the average intensity of the wave, is equal to the real part of the time average ofpu∗

whereu∗ is the complex conjugate ofu. Therefore, the intensity,I, is

I =
p∗

2r∗
2

r2ρc
=

|p|2
ρc

, (2.8)

so we see that the intensity of an acoustic wave is proportional to the square of the pressure

amplitude.

2.2.2 Sound scattering

The sound scattering and attenuation from a suspension of particles depend not only on their

concentration, but also on a combination of the incident frequency and the size of the scatterers.

Therefore, the scattering and attenuation parameters are often expressed as functions of the non-

dimensional wave number,x = ka wherek = 2π/λ is the wave number,λ is the wavelength

anda is the particle radius. Depending on the value ofx, different physical processes result in

the scattering (re-direction), or attenuation (decrease in amplitude) of the incident sound. For the

operating frequencies of the horizontal ADCPs and the grain encountered in this study which are

predominantly silts with some fine sands from time to time, the value ofka is always below 1.

For example, for a particle with a 100µm radius (sand), a frequency of 1228.8 kHz and a sound

speed of 1500 m/s, theka value is 0.51. Sand-sized particles are rarely observed in suspension at

our study sites; a more typical radius would be 10µm, which yields aka value of 0.05. When the

non-dimensional wavenumber is much less than one, we say that we are in the long wavelength,

or Rayleigh frequency regime. The geometric regime refers toka > 1. In the following sections

we shall present the theory as it applies to the full range ofka values.

The development of the theory of sound scattering from suspensions of particles began with

the work ofLord (J. W. Strutt) Rayleigh(1945). Lord Rayleigh presented the theory for acoustic
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scattering from a single fluid sphere, treating it as an elastic movable target in an inviscid, non-

heat conducting fluid.Faran (1951) later extended this theory to describe scattering from a solid

elastic sphere, taking into account both the shear and compressional waves that can exist within

a solid body.

Since the mid-1900s, research - primarily in the field of oceanography - has progressed to

the point where we now have a good theoretical and experimental understanding of how sound

scatters from suspensions of both spherical particles and natural sediments. The majority of this

work has focused on scattering from sand-size particles andhas been primarily conducted by

Hay, Schaafsma and Thorne and their respective collaborators. The data published on sound

scattering and attenuation from suspensions of sand-sizedparticles cover the non-dimensional

wavenumber rangex = 0.2 - 50 (see review paper byThorne and Meral(2008)). As previously

mentioned, theka values encountered in the present study are at and below the lower range

of these measurements. Although sand-sized particles of are primary interest in most oceano-

graphic applications, silts are the primary particles in suspension in medium-sized rivers such as

those studied throughout this thesis. The manner in which sound scatters from finer sediments

is currently being explored by other researchers (B. Moate and P.D. Thorne, Personal Communi-

cation, June 2011). In terms of the attenuation of sound by fine sediments, the early theoretical

and experimental work ofUrick (1948) provides the background for this study.

2.2.3 Scattering from a single spherical particle

The presentation of equations which follows is based primarily on the formulations ofSheng

and Hay(1988). To begin with, we consider the simple case of a plane wave incident on a

homogeneous particle of radiusa surrounded by water. The scattered pressure,ps, at a distance

r from the particle can be expressed as

ps = pi
f∞a

2r
exp [−αwr] exp [i (kr − ωt)] (2.9)

wherepi is the incident pressure amplitude,f∞ is the far field form function which describes the

scattering properties of the particle,αw is the attenuation by the water in m−1, ω is the angular

frequency andt is time. Using Equation 2.6 and accounting for (a) the directivity pattern of the

transducer,D, and (b) the near field correction function,ψ, the amplitude of the incident pressure

wave at a distancer from the source is generally expressed as:

pi =
p∗r∗
ψr

D exp [−αwr] . (2.10)
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The near field correction accounts for the complicated rangedependence of the pressure at dis-

tances close to the transducer, it is equal to one in the far field of the transducer. For a transducer

of radiusat and wavelengthλ, the distance to the far field is defined to bern = 2πat
2/λ. The

directivity accounts for the angular dependence of the radiated power of a transmit transducer or

the sensitivity of a receive transducer, as applicable. Forthe monostatic piston transducers used

in this study, the directivity is the same on emission as on reception. The directivity of a circular

piston transducer of radiusat depends on the angleβ between the scatterer and the axis of the

transducer (see Figure 2.3 for geometry) as (Clay and Medwin, 1977, p.454):

D =
2J1(kat sin β)

kat sin β
(2.11)

whereJ1 is the first-order cylindrical Bessel function. A clear and succinct introduction to trans-

ducers and their directionality can be found in Section 5.2 and Appendix A5 ofClay and Med-

win (1977). An example of the radiation pattern of the transducers used in this study shall be

presented in Chapter 3. The directivity on transmission is also referred to as the radiation pattern,

while the directivity on reception is often called the directional response.

Figure 2.3:The coordinate system of the transducers. The x axis is parallel to the transducer face and the
y axis is normal.

Combining equations 2.9 and 2.10, the amplitude of the pressure that is detected by the trans-

ducer,pd, for backscattering from a spherical particle can be written as
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pd =
p∗r∗f∞a

2ψr2
D2 exp[−2αwr] (2.12)

where we have accounted for the transducer’s directivity upon reception and the attenuation loss

of the scattered wave.

2.2.4 Scattering from a suspension of spherical particles

When sound is scattered from a suspension of spheres in turbulent motion, the phases of the

scattered waves are random and uniformly distributed over 2π. This means that the phases of the

scattered waves add incoherently and the ensemble mean-square pressure for scattering from a

large number of particles,〈ps2〉, is the sum of the wavelets scattered from each particle (Morse

and Ingard, 1968, p. 438). When concentrations are sufficiently low thatthere is no multiple

scattering, the ensemble mean-square pressure depends linearly on the number of particle per

unit volumeN (e.g.Hay, 1991). Multiple scattering refers to the process whereby the wave

scattered by one particle influences the wave that is incident on another particle. It occurs when

concentrations exceed 1% by volume (Ma et al., 1984), which is equivalent to 26.5 kg/m3 for

quartz particles in water. Since the concentrations encountered at our study sites never exceeded

10 kg/m3, multiple scattering is not an issue.

When the particles in suspension have more than one grain size, we must average over the

contributions from all particles of all sizes. The ensembleaverage for a suspension of particles

with a probability number size distributionn(a) is the integral over the size distribution times the

parameter of interest:
∫∞

0
·n(a)da. In the remainder of this thesis, it is expressed as< · >. In the

far-field of the transducers, the ensemble mean-square pressure for scattering from a suspension

of particles with a size spectral densityn(a) can be expressed as

〈

ps
2
〉

=

∫

V

N

[
∫ ∞

0

psps
∗n(a)da

]

dV

=
p∗

2r∗
2

4

∫

V

N

[

D4

r2
exp[−4αr]

∫ ∞

0

|f∞|2a2n(a)da
]

dV, (2.13)

whereps∗ is the complex conjugate ofps, dV is the detected volume andα = αw + αs is the

sum of the attenuation due to water and that due to the suspended sediment. Since the mass

concentration of particles,M , can be measured more easily than the number concentration of

particles, it is substituted forN , in Equation 2.13 using the relationship
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M = Nρs
4

3
π

∫ ∞

0

a3n(a)da, (2.14)

whereρs is the particle density. Equation 2.13 then becomes

〈

ps
2
〉

=
3Mp∗

2r∗
2

16πρs

∫∞

0
|f∞|2a2n(a)da
∫∞

0
a3n(a)da

∫

V

D4

r2
exp[−4αr] dV (2.15)

for a narrow beamwidth transducer (Sheng and Hay, 1988).

2.2.5 The form function

The reflection form function,fr, is a dimensionless parameter which describes the scattering

properties of a particle. It was originally introduced byNeubauer et al.(1974) in order to describe

the relationship between the incident and scattered pressure for acoustic scattering from elastic

spheres. At distances much greater than the radius of the sphere, the reflection form function is

equivalent to the far field form function,f∞, which is a simplified version offr. It is defined as

|f∞| = 2r

a

|ps|
|pi|

, (2.16)

or equivalently,

σs =
|f∞|2a2

4
(2.17)

whereσs is the differential scattering cross-section. This is a measure of the power that is scat-

tered into the solid angledΩ at a given angle,θs relative to the incident intensity.

Although the nomenclature of the form function was first introduced byNeubauer et al.(1974),

the theory for sound scattering from solid spheres was primarily developed byFaran (1951),

Hickling (1962) andHay and Mercer(1985). Since then, a number of experiments have been

performed on sound scattering from suspensions of glass beads and natural sand particles in order

to compare experimental results with the theory for suspensions of spherical particles.Thorne

and Hanes(2002) andThorne and Meral(2008) provide comprehensive reviews of these studies.

In Thorne and Meral(2008), a general expression is provided for the far field form function of

suspensions of sand-sized particles based on data that covered the rangex = ka = 0.2 − 30.

Their expression, which is given below, predicts somethingclose to the theoretical scattering by
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a suspension of spheres in both the Rayleigh and geometric regimes:

f∞ =
x2
(

1− 0.35 exp−((x−1.5)/0.7)2
)(

1 + 0.5 exp−((x−1.8)/2.2)2
)

1 + 0.9x2
. (2.18)

The expression for the backscatter form function in the Rayleigh regime is given byClay and

Medwin(1977) as

f∞ = 2x2
[

e− 1

3e
+

g − 1

2g + 1

]

(2.19)

wheree = E1/E0 is the ratio of the elasticity of the scatterers to the elasticity of the medium

andg is the ratio of the density of the scatterers to the density ofthe medium. For quartz spheres

suspended in water,e = 39 andg = 2.65, yieldingf∞ = 1.17x2. In comparison, Equation 2.18

givesf∞ = 1.25x2 whenx << 1.

In the geometric regime, as the name suggests, the scattering is dependent on the shape of

the particle. In this regime, the total power that is scattered by a sphere is equal to twice its

cross-sectional area,2πa2, the backscattering cross section,σs(180
◦), is equal toa2/4 andf∞

is therefore equal to 1. Since it has been found that the scattering from a suspension of natural

sand grains is enhanced compared to scattering from a suspension of spheres (e.g.Hay, 1991),

Equation 2.18 tends to 1.1 whenx >> 1.

2.2.6 Attenuation

In underwater acoustics, the term attenuation is used to describe the portion of the reduction in

amplitude of the acoustic waves that is not dependent on geometrical spreading (Clay and Med-

win, 1977, p. 78 - 79). When a sound wave travels through a fluid medium such as fresh water,

the amplitude of the signal decreases due to viscous losses as the acoustic energy is transformed

into heat. The expression for the attenuation due to freshwater that will be employed in the

following analysis is:

αw =
(

55.9− 2.37T + 4.77× 10−2T 2 − 3.48× 10−4T 3
)

10−15f 2 [m−1] (2.20)

whereT is the water temperature in degrees Celsius andf is the frequency in Hz (Fisher and

Simmons, 1977). The pressure term proposed byFisher and Simmons(1977) has been neglected

in Equation 2.20 since it is negligible in our measurements,where the maximum measurement
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depth is 5 m. As an example,αw is 0.0035 m−1 at 10◦C and 307.2 kHz, which is the frequency

of an RD Instruments 300 kHz H-ADCP.

When particles are present in the water, there is additional attenuation due to their presence.

This sediment attenuation,αs, can be the result of two different phenomena, but in both cases it

is linearly proportional to the mass concentration of suspended sediment and must be averaged

over the number size distribution of the particles. The total sediment attenuation can be written

as

αs = αs, visc + αs, scat=M 〈ζv〉+M 〈ζs〉 (2.21)

whereαs, visc andαs, scatare the viscous and scattering attenuation, respectively,angular brackets

continue to represent an average over the number size distribution andζv andζs are what we

refer to as the viscous and scattering attenuation constants.

If the particles are small, there is viscous absorption in the boundary layer surrounding the

particles. If the particles are larger, the incident wave isscattered from the particles which also

results in loss, this is known as scattering attenuation. The scattering attenuation,αs, scat, can be

written as

αs, scat=
3M 〈a2χ〉
4ρs 〈a3〉

=M 〈ζs〉 (2.22)

where the expression that we use forχ is taken fromThorne and Meral(2008):

χ =
0.29x4

0.95 + 1.28x2 + 0.25x4
. (2.23)

The above expression was established using measurements made with suspensions of sand at

MHz frequencies.

The attenuation due to viscous absorption for a suspension of particles with a range of sizes is

(Hay, 1983)

αs, visc =M〈ζv〉. (2.24)
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The viscous attenuation constant is based on the theory ofUrick (1948), from which we get :

ζv =
k (g − 1)2

2ρs

[

s

s2 + (g + δ)2

]

(2.25)

s =
9

4ba

[

1 +
1

ba

]

g =
ρs
ρ
, δ =

1

2

[

1 +
9

2ba

]

, b =

√

ω

2ν
,

ρ is the density of the fluid (water),ρs is the density of the sediment,ν is the kinematic viscosity

of water, which is1.2 × 10−6 m2/s at 14◦C (Clay and Medwin, 1977) andω is the angular

frequency.

Viscous absorption is the dominant source of attenuation atand below megahertz frequencies

for small particles, but for sand sized particles the scattering attenuation dominates. To demon-

strate this, Figure 2.4 is a plot of the attenuation due to both scattering and viscous absorption

as a function of grain size for the three operating frequencies of the H-ADCPs used in this study.

This plot was inspired by Figure 1b ofHa et al.(2011). It can be seen from Figure 2.4 that the

attenuation due to viscous absorption (solid curves) dominates the sediment attenuation constant

when particle radii are less than∼50µm for the 1200 kHz instrument,∼90µm for the 600 kHz

instrument, and∼160µm for the 300 kHz instrument.

While instructive, Figure 2.4 is too simplistic, since natural sediments are not a unique size,

but have a distribution of sizes. Consequently, in order to determine the theoretical attenuation

for a suspension of particles we must average over the grain size distribution. The size frequency

distributions of natural sediments are commonly interpreted as lognormal (e.g.Middleton, 1970).

The probability density function of a variableX with a lognormal distribution is defined as

pdf(X) =
1

XσX
√
2π

exp

[

−(lnX − µX)
2

2σX2

]

(2.26)

where the median value ofX, X50, is expµX and the parameterσX controls the shape of the

distribution.Sengupta(1979) found that suspended sediment tended towards a lognormal grain

size distribution for a particular combination of bed material, flow velocity and height above the

bed. He found that the higher the flow velocity, the more likely the particles were to have a

lognormal distribution. In our observations of grain size which will be presented in Section 3.1.3

of Chapter 3, we found that the volume size distributions thatwe observed were reasonably well

modelled by a lognormal distribution withµX = ln d50 andσX = 1, when plotted with diameter.
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As such, we compute the theoretical attenuation as a function of a50 smoothing over the number

size distributionn(a) that corresponds to a lognormal volume size distribution with µX = ln a50

andσX = 1. The resulting theoretical attenuation constants are shown in Figure 2.5. The validity

of these theoretical values rests on the assumption that thevolume size distributions of the grains

continue to be lognormal across a range of grain sizes from 0.01µm to 1 mm.
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Figure 2.4:The attenuation coefficient due to viscous absorption (solid curves) andscattering (dashed-
dotted curves) as a function of particle radius for sound waves having the operating frequencies of the
H-ADCPs.
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Figure 2.5: The attenuation coefficient due to viscous absorption (thin solid curves) and scattering
(dashed-dotted curves) calculated for lognormal volume size distributionswith µX = ln a50 andσX = 1

as a function of median radius,a50 for the operating frequencies of the H-ADCPs. The thick solid lines
are the total attenuation constant.

It can be seen that incorporating size distributions into the calculation of the sediment attenu-

ation constants flattens both the viscous absorption and scattering peaks compared to the single

size case (notice the different y scales). It also shifts thepeaks in the viscous absorption constants

to much higher grain sizes and there is overlap of the two processes for a givena50.

2.3 Principles of laser grain sizing

The method of grain size analysis used in this study was the low-angle laser light scattering tech-

nique. The decision to use this sizing method was primarily motivated by instrument availability,

however, it is also one of the few sizing methods capable of precisely measuring micron and

sub-micron particles. Although the suspended particulatematter of the Isère, Saône and lower

Rhône can contain sand-sized particles during floods (Bravard (1987) for upper-Rhône,Astrade

(2005) for Saône,O. Radakovitch, personal comm., May 2011for lower-Rhône), the suspended

matter tends to be primarily composed of silts (> 2 µm) with some clays.
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When light is scattered from a suspension of particles, the diffraction pattern that is created

depends on the size of the scatterers. If particle concentrations are sufficiently low that multiple

scattering does not occur, i.e., the scattered light from one particle does not influence the incident

light on any other particles, then the scattering pattern from a suspension of particles is equal to

the sum of their individual scattering patterns. Laser grain sizers calculate the size distribution

of the illuminated particles by matching the diffraction pattern that is measured to the diffraction

pattern that would be created by a certain size distributionof particles.

The laser grain sizer used in this work was a Mastersizer 2000manufactured by Malvern

instruments. This instrument has the advantage that eitherone of two optical models can be

applied in the interpretation of the scattering pattern: either Fraunhofer or Mie (Malvern, 2005).

Historically, Fraunhofer theory was preferred due to the restrictive computation time of the full

Mie theory, but at present computation time is no longer a deciding factor and one must carefully

weigh one’s choice of model based on the available knowledgeof particle size and composition.

The basis of the two theories and the assumptions made in their application are outlined below.

The Fraunhofer method is distinctive in its simplicity, as it does not require any knowledge

of the optical properties of the particles. However, it doesrequire that the particles be spheri-

cal and that they be much larger than the wavelength of the incident light. If this is the case,

then the extent to which the particle attenuates light through scattering and absorption (its extinc-

tion efficiency), is equal to twice its geometrical cross-section. According to the ISO standard

for particle size analysis by laser diffraction methods (NFISO 13320-1, 2000), the Fraunhofer

method can be used when the particle diameter is at least 40 times the wavelength of the inci-

dent light. The wavelength of the He-Ne laser used by the Malvern Mastersizer 2000 is 632 nm.

This implies that the Fraunhofer model should be suitable when particles exceed 26µm in di-

ameter. If the particles are opaque compared to the solutionin which they are suspended, the

Fraunhofer theory can be used without error for particles smaller than this limit; if however, the

sample contains small, optically transparent particles, use of the Fraunhofer model may predict

a substantially larger amount of small particles than what is actually present (NF ISO 13320-1).

Mie theory, on the other hand, is suitable for all sizes of particles. However, the assumptions of

particle sphericity and homogeneity still apply and the complex refractive index of the particles

is required as input for the model. Any error in the assumption of this value will introduce error

into the measured grain size distributions.

The refractive index of a medium is a measure of the speed of light in that medium. The real
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refractive index,n, quantifies the ratio of the phase speedin vacuo, c0, to that in the medium,c,

as (e.g.Morel and Bricaud, 1986):

n = c0/c. (2.27)

The imaginary part of the refractive index,n′, quantifies the absorption, or reduction of intensity

of the incident light by the medium. Since it is the difference in refractive index from one

medium to another which induces scattering and/or absorption, the parameter of interest is the

relative refractive index of the particles to that of the medium. The relative refractive index,m,

of a particle in water is expressed as:

m =
np − i n′

p

nm

(2.28)

where the subscriptsp andm refer to particle and medium, respectively, and in waternm equals

1.33 andn′
m = 0. Typically the refractive index of natural sediments is taken to be that of quartz,

with np =1.544, andn′
p = 0.008 (Campbell, 2003). The relative refractive index of the quartz is

therefore 1.16, since the imaginary part of the refractive index is negligible compared to the real

part.

While the optical properties of quartz are well understood, water samples collected in rivers

often contain some organic particles. There were problems with algae colonising the area around

the suction tube of the automatic sampler at the Romans-sur-Isère study site, especially during

periods of low flow. As such, most samples collected with the automatic sampler during quies-

cent periods contained some algae. Samples collected by hand during the summer months also

contained algae, likely because the samples were collectednear the wall of the right bank, which

tends to be colonised by algae. On the Saône river, algae was even observed in samples that were

collected during periods of high flow.

We do not have a measure of the proportions of organic to inorganic material in our samples,

nor do we know the origins of the algae, but we can assume that they were freshwater cyanobac-

teria. According to a study byMorel and Bricaud(1986), the relative refractive index of algal

cells ranges from 1.02 to 1.08 and, due to the high water content of algal material, the relative

refractive index of algal strands is closer to 1.0 than the value for the individual cells. If the

samples are not treated prior to grain size analysis to kill the organic particles, as was the case in

our study, then there is ambiguity in the value of the relative refractive index. The ISO guidelines
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suggest using the Fraunhofer method for all particles greater than 50µm, no matter their refrac-

tive index, and for medium sized particles (1µm - 50µm) with np/nm > 1.1. The majority of

particles encountered in this study fall within the latter size range. Although the relative propor-

tion of organic to inorganic material in each sample was unknown, we expect thatnp/nm likely

exceeded 1.1. Thus, we applied the Fraunhofer method to all samples, keeping in mind that the

fraction of finer particles may be overestimated as a result.

The laser grain sizer provides a measure of the projected area of the particles. By making

the assumption of particle sphericity and homogeneity, thelaser grain sizer outputs the size

distributions as volume size distributions, giving the fraction of the total volume of particles

occupied by particles of each size class. We refer to the fraction of particles in size classi as

volFraci. Since the scattering power of particles that are much larger than the wavelength of

incident light is proportional to two times their geometriccross section, the representation in

terms of volume is logical (Wedd, 2003). Nevertheless, number size distributions are required

for the acoustic calculations. For a given size class,i, the volume fraction is converted to number

fraction, numFraci, as follows:

numFraci =
volFraci/voli

∑

i

(volFraci/voli)
(2.29)

where voli is the volume of a spherical particle with radiusai: 4πai3/3. In Figure 2.6, grain

size distributions are represented as both volume and number fractions in order to highlight

the differences in these two representations of the data. This is an interesting exercise as it

demonstrates how a few large particles can completely skew the volume size distributions.

In order to explore the difference between the application of the two optical theories, roughly

10% of the samples were processed using both Fraunhofer and Mie theory. The default settings

for glass beads (a real refractive index of 1.52 and an imaginary refractive index of zero) were

used for the optical parameters, since they are very close tothe properties of quartz. The volume

size distributions obtained using the two theories for three different samples are shown in Figure

2.6(a). The Fraunhofer results are shown as circles, and theMie results are shown as triangles. It

can be seen that the Fraunhofer theory predicts a significantamount of particles with a diameter

less than 2µm, while the Mie theory does not. In the conversion from volume size distributions

to number size distributions, this leads to differences between the results of the two methods that

are much larger than the observed variability between samples.
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Figure 2.6:Grain size distributions measured using the low-angle laser light scattering technique for wa-
ter samples collected at Romans-sur-Isère interpreted using either Fraunhofer (circles) or Mie (triangles)
theory.

Few studies have been done investigating the accuracy of laser sizing of natural sediments,

but it appears that the method may overestimate the amount oflarger particles due to the non-

sphericity of natural sediments (Campbell, 2003). The work ofXu and Di Guida(2003) showed

that as the shape of the particles was less and less spherical, measurements with a laser diffraction

system yielded progressively larger mean sizes and broaderdistributions compared to results

from electrical sensing zone and dynamic image analysis.



CHAPTER 3

STUDY SITES AND I NSTRUMENTATION

In the following chapter we provide pertinent information on the various study sites from which

data will be presented in this thesis, including details of the instrumentation, the hydrological

conditions and the concentration and grain sizes of the suspended sediment, when available. The

three rivers which are studied in this thesis, the Saône, theRhône and the Isère, are indicated on

the map of France presented in Figure 3.1. A depiction of the Rhône river catchment is shown in

Figure 3.2, with the study sites listed. The four study sitesare Saint-Georges (Saône), Romans-

sur-Isère (Isère), Montélimar (Rhône canal) and Tricastin (Rhône canal). The Saint-Georges

study site, which is located in Lyon on the right bank of the Saône river, is 2 km upstream

of the confluence with the Rhône river. The Romans-sur-Isère study site is 20 km upstream

of the confluence of the Isère and Rhône rivers. The Montélimarand Tricastin study sites are

on different parts of the Rhône canal. The Isère and Rhône rivers are used for hydroelectric

production and therefore have dams which regulate their discharge and flow rates. The Saône

and Rhône rivers are used for navigation, meaning that there are navigation canals on certain

parts of the rivers.

Since Romans-sur-Isère was the primary site of investigation of this thesis, the details of this

site shall be presented first and then the other sites shall becompared and contrasted with it.

There are a number of reasons for which Romans-sur-Isère was our main study site. To be-

gin with, the ranges of concentration and velocity observedat this site are much larger than

what is observed at the other sites. As an example, between November 2009 and July 2010 the

cross-sectional averaged velocity at Romans-sur-Isère ranged from 0.25 m/s to 3.5 m/s and the

concentration ranged from 5 mg/L to 8.5 g/L. In contrast, thecross-sectional averaged velocity

at Saint-Georges ranges from∼ 0.1 m/s to 2.3 m/s (Le Coz et al., 2008) and the concentration

24
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of suspended sediment ranges from 5 mg/L to 150 mg/L during floods. The maximum concen-

tration observed at Saint-Georges is an order of magnitude less than the values that have been

observed at Romans.

250 km

Saone

Rhone

Isère

Figure 3.1:Map of France indicating the three rivers that are studied in this thesis.
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Arles

Couzon

Pizançon

Beaumont−Monteux
Romans−sur−Isère

Tricastin

Saint−Georges

Montélimar

Figure 3.2:Map of the Rhône drainage basin. The sites used in this thesis are labeled. The red dots mark cities and the lake in the top right corner
is Lake Léman.
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The Montélimar study site is on a canal of the Rhône river, 12 kmdownstream of the dif-

fluence between the Rhône canal and the old Rhône, and 500 m upstream of the Châteauneuf

dam. Due to the H-ADCP’s proximity to the dam and the diversionof water the old Rhône at the

upstream diffluence, the flow speeds at Montélimar are fairlylow, even during floods: the maxi-

mum section-averaged velocity observed in 2010 was 1.2 m/s,as opposed to 3.5 m/s at Romans.

The concentrations are also less than at Romans-sur-Isère. This is because the Rhône river is less

concentrated than the Isère river and their confluence 60 km upstream of Montélimar dilutes the

water. Based on acoustic attenuation data from the H-ADCP at Montélimar (cf. Section 6.2.3),

the maximum concentration observed in 2010 was 1 g/L. The range of velocity values observed

at Tricastin was also less than at Romans-sur-Isère and the concentration did not exceed 2 g/L

during floods. Daily concentration data collected on the Rhône at Arles (∼ 90 km downstream

of Tricastin) confirm that the Rhône is less concentrated thanthe Isère.

The second reason for which Romans-sur-Isère was the primaryfocus of this thesis is related

to the difficulties that were faced making accurate measurements of velocity across the entire

profile. These problems shall be detailed in Chapter 5, but essentially the Compagnie Nationale

du Rhône (CNR) purchased and installed two 300 kHz H-ADCPs in the hopes of profiling across

the whole width of the river. The aspect ratio limitation of a300 kHz Workhorse H-ADCP is

19:1, range to total depth (Teledyne RD Instruments, 2007). This means that at Romans-sur-Isère,

where the depth is 4 m, these instruments should provide accurate measurements of velocity up

to 76 m from the instrument. Instead, the instruments underestimated velocities at distances

much closer to the instrument than what was expected. It was hypothesized that this was due

to the difficulty with properly positioning the instrumentsin such a shallow site. Thus, in order

to have a better understanding of the possibilities and limitations of using side-looking ADCPs

to make discharge measurements at shallow sites, RD Instruments Europe lent CNR a 600 kHz

Workhorse H-ADCP prototype and a 1200 kHz ChannelMaster H-ADCP. In addition, this thesis

was launched around the same time. Since few side-looking ADCPs had been employed in rivers

prior to this study, we decided to use Romans-sur-Isère as a worst-case scenario to explore the

conditions under which measurements are accurate, and the conditions under which they are not.

An additional and major reason to focus on this site is that the quasi simultaneous measurements

at three frequencies provide data that can be used to determine the grain size of the sediment in

suspension. For all of these reasons, Romans-sur-Isère became our principle study site.
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3.1 Romans-sur-Isère

3.1.1 Instrumentation

Acoustic Instruments

The study site is equipped with three RD Instruments H-ADCPs which operate at 307.2 kHz,

614.4 kHz and 1228.8 kHz, they shall be referred to as the 300 kHz, 600 kHz, and 1200 kHz

instruments in the remainder of the thesis. The 300 kHz instrument is a Workhorse model, the

600 kHz instrument is a Workhorse prototype and the 1200 kHz instrument is a Channel Master

model. The depth, pitch and roll of each instrument are listed in Table 3.1 and depicted in Figure

3.3 (NB. Only the pitch can be discerned from the figure). An image of the right bank of the

study site is provided in Figure 3.4. For instruments installed on the right bank, beam 1 faces

downstream, beam 2, upstream, and beam 3 across stream (see Figure 2.1).
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Figure 3.3: Upstream view of the Romans-sur-Isère study site. The solid horizontal line at 0.16 m
indicates the mean water level and the dashed-dotted line is the river bathymetry. The horizontal ADCPs
are indicated as squares. The solid lines represent the projections of the“central” beam of each instrument
and dashed lines represent their beam widths (-3dB level of the transmittedpower).



29

Table 3.1:A summary of the positioning and specifications of the horizontal ADCPs at Romans-sur-Isère.
Depth is given with respect to the zero on the staff gauge, positive pitch indicates upward inclination,
positive roll means the downstream beam faces the surface and the upstream beam faces the bottom.
The beam width (β0) and nominal maximum profiling range are based on information provided by the
manufacturer. Beam width corresponds to the full width half maximum of the transmitted power (-3dB
level of the directivity squared). The distance to the far field of each instrument,rn is also listed.

Instrument depth pitch roll max rangeβ0 rn
(m) (◦) (◦) (m) (◦) (m)

300 kHz -2.16 1.8 0.1 250 1 12.8
600 kHz -0.36 -0.1 -0.4 85 1.2 4.5
1200 kHz -0.76 0.1 -0.7 15 1.5 2.2

Figure 3.4:The Romans-sur-Isère study site. All instruments are installed along the wallof the right
bank except the 300 kHz H-ADCP which is attached to a 6-m long arm. To give an idea of scale, the thick
vertical bars of the railing are separated by 2 m.

Each instrument is composed of either two or three monostatic piezoelectric transducers. Im-

ages of the three different H-ADCPs are shown in Figure 2.2. The axis of each transducer and

the sound that they emit are often referred to as “beams”, in reference to the main beam of their

lobed radiation pattern. The term “beam width” is also commonly used, this is the full width at
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half maximum of the directivity,D2, of the transducer in degrees. If both the beam width and

the radius of the active area of a circular piston transducerare known, then Equation 2.11 can

be used to calculate the directivity of the transducer. The beam widths provided by the manufac-

turer for the 300, 600, and 1200 kHz instruments at Romans are 1◦, 1.2◦ and 1.5◦, respectively.

The theoretical directional response of the 300 kHz H-ADCP used at Romans is shown in Figure

3.5 as an example. Directivity is plotted as a function ofβ, the angle between the axis of the

transducer and a field point (recall Figure 2.3).
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Figure 3.5: The theoretical directional response of the 300 kHz H-ADCP at Romans-sur-Isère. The
directivity,D, is calculated for a 307.2 kHz transducer with a 14 cm radius and a beam width of 1◦ using
Equation 2.11.

The 300 kHz and 600 kHz instruments each have three transducers: one points downstream

(beam 1), one points upstream (beam 2), and one points acrossstream (beam 3). For the 600 kHz

instrument, all three transducers are in the same plane, separated by 30.2◦ and the axis of the

instrument is the axis of beam 3. For the 300 kHz instrument, beam 3 is parallel to, but slightly

raised from the plane of beams 1 and 2 (see Figure 2.2), which are both at an angle of 20◦ to

the instrument axis. The 1200 kHz instrument has two beams: beam 1 faces 20◦ downstream

and beam 2 faces 20◦ upstream. The horizontal ADCPs are equipped with temperature sensors
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in order to calculate the sound celerity. Their sampling rate is typically 2 Hz (RD Instruments,

2008).

In order to avoid interference between the various H-ADCPs, they are programmed to ping

in turn, with each instrument transmitting 15 pings and thenlying dormant until a total of 75

seconds has passed. The profiles of velocity and intensity measured by each transducer are

internally averaged and the final result is one profile of intensity and one of velocity for each

beam every 75 seconds. The transmit pulse length and size of the range gates that were used

corresponded to the manufacturer’s recommendations for our specific site. The cell size was 2 m

for the 300 kHz H-ADCP, 1 m for the 600 kHz H-ADCP and 0.5 m for the 1200 kHz instrument,

and the blank distance was 1.75 m, 1.00 m, and 0.50 m, respectively. All instruments at Romans-

sur-Isère were operated in narrow bandwidth mode. In this mode of operation a bandwidth filter

of 6.25% of the central frequency of the transducer is applied to the signal on reception (RD

Instruments, 2008, p. 162).

Turbidity Meter

A SOLITAX sc optical turbidity meter constructed by Hach Lange provides a continuous mea-

sure of suspended sediment concentration at Romans-sur-Isère. It is installed at a depth of 0.5

m on the right bank of the river as shown in Figure 3.4. For all data presented in this thesis, the

turbidity meter was operated in Total Suspended Solids (TSS) mode. This mode of operation

is to be used when particle concentrations are high, although the manufacturer does not spec-

ify a concentration. While concentrations at this site are typically on the order of 0.01 kg/m3

(10 mg/L), the high concentration mode of operation was selected because concentrations may

exceed 1 kg/m3 (1 g/L) during floods. The turbidity meter functions by emitting light with a

light-emitting diode and detecting the scattered light with a photoreceptor. In Total Suspended

Solids mode it detects the light that is scattered at 140◦ to the incident direction and the optical

turbidity is recorded in units of mg/L TSS (p.9Hach Lange, 2006). Water samples are required

in order to relate this unit to mass concentration.

An ISCO 6712 peristaltic pump automatic sampler is also installed along the right river bank

(see Figure 3.4). The water intake of the sampler is at the same depth as the optical sensor, 0.5 m,

and at the same along-stream position as the 300 kHz H-ADCP. The automatic sampler is linked

to the turbidity meter and can be programmed to sample when triggered by events, sampling say

once an hour when the turbidity exceeds a certain value. Alternatively, it can be programmed

to sample regularly over a fixed time period. When triggered tosample, a plastic bottle is filled
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with 700 mL of water.

In order to calibrate the turbidity meter, water samples were also collected by hand by sub-

merging 1-l plastic bottles just below the surface. In total, 128 samples were collected between

April 2009 and January 2011 for the calibration of the turbidity meter. Figure 3.6 is a plot of

the concentration of suspended particles versus turbidityat the time of sampling. The concen-

trations that were measured ranged from 0.0047 kg/m3 to 8.3 kg/m3 while the turbidity values

encountered ranged from 8.8 mg/l TSS to 8.3 g/l TSS. It can be seen from Figure 3.6 that a clear

linear relationship exists between concentration and optical turbidity over a range of concentra-

tion values that spans three orders of magnitude. A major observation is that there appeared to

be no grouping of the points by events. In addition, the turbidity meter appeared to be relatively

insensitive to the differences in the size distributions ofthe primary particles that were observed

at this study site, at least relative to the other sources of scatter on a log-log plot (Moore et al.,

2011). (These grain size distributions shall be presented later in this chapter.) Thus, in the re-

mainder of our analysis we calculate the concentration of suspended sediment from the turbidity

data using the linear relationship that is provided in Figure 3.6. Nevertheless, we can see that use

of this linear relationship will have a tendency to overestimate the concentration when it exceeds

200 mg/L (see points below the line).
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Figure 3.6:Relationship between suspended sediment concentration measured in watersamples and opti-
cal turbidity at Romans-sur-Isère. Units of turbidity are g/l Total Suspended Solids. The linear regression
between concentration and turbidity was forced through the zero crossing of both variables. The number
of data points used for the fit and the coefficient of determination, R2 are given.

3.1.2 Hydrological conditions

The Romans-sur-Isère study site is 6 km upstream of the La Vanelle dam (EDF) and 2 km down-

stream of the Pizançon dam (EDF). At this location, the riveris roughly 90 m wide and the max-

imum depth is about 4 m. A pressure gauge that is independent from the acoustic instruments

is used to measure the water level. The average bathymetry measured during river gauging Jan-

uary 9, 2009 is shown in Figure 3.7, using the actual aspect ratio of the site in the top panel

and a more legible aspect ratio in the bottom panel. The velocity magnitude normal to the axis

of the 300 kHz instrument, as measured with ADCP gauging is overlayed on the bathymetry.

These measurements were made with a 600 kHz RD Instruments Workhorse RioGrande ADCP.

These values have been averaged over six transects and interpolated onto a grid with regular

spacing. Since the ADCP cannot measure velocity within∼50 cm of the surface and bottom due

to ringing and side lobe effects, respectively, the velocity field presented in Figure 3.7 has been

extrapolated to fill the water column. The values near the bottom have been extrapolated using a



34

linear regression to zero at the bottom. Although it may havebeen better to use a log law, these

figures are purely for illustrative purposes. From Figure 3.7 we see that the velocity field has the

form that we would expect considering the site is along a relatively straight reach of the river, far

from any confluences and is not too near a dam. That is, the maximum velocity occurs towards

the centre of the river and the flow field is nearly symmetric about the centre.
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Figure 3.7:The average velocity magnitude [m/s] measured on January 9, 2009 by moving-boat gauging
using a 600 kHz Workhorse RioGrande ADCP at Romans-sur-Isère overlayed on the average bathymetry
from its bottom-tracking function. The velocity data are the average of six transects with velocities extrap-
olated to fill the water column.

During most of the year, the cross-sectional averaged flow speed at Romans-sur-Isère typically

ranges from 0.25 m/s to 1.5 m/s. The concentration of suspended sediment ranges from 10 mg/L

to 30 mg/L. Floods tend to occur during the spring snowmelt since there are a number of moun-

tains in the catchment basin of the Isère river, but they can also occur due to rain storms. During

these events, the mean discharge and particle concentration can exceed 1000 m3/s and 1 g/L. Nev-

ertheless, the conditions at this site depend heavily on theoperations of the neighbouring dams.
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There can be high concentrations of suspended sediment during floods when the dam gates can

be opened wider than usual. This permits the sediment from further upstream to continue down-

stream and it often results in a sort of dam flushing of the fine sediments that can be retained

behind the dam. The downstream dam controls the mean water level and hence the mean flow

velocity. During floods or dam opening events upstream, the downstream dam is opened wider

than usual which results in a decrease in water level. This means that velocity values at this site

are more telling of hydrological conditions than are water level or discharge values alone.

In this study the output discharge from the Pizançon dam is used in combination with the

water level measured by the pneumatic water level sensor at Romans-sur-Isère to determine the

cross-sectional averaged velocity. The cross-sectional averaged velocity is also referred to as the

discharge velocity,Vq, since it is calculated as

Vq =
Q

A
, (3.1)

whereQ is the discharge andA is the wetted area at the site. The latter is calculated usingthe

water level and bathymetry data. The range of discharge velocity values measured at this site

between November 2009 and July 2010 was between 0.25 m/s and 3.5 m/s.

3.1.3 Concentration and grain size of the suspended sediment

Measurement procedure

In terms of the suspended sediment at Romans-sur-Isère, overone hundred water samples have

been analysed for concentration following the ISO 11923 (1997) standard. To begin with, 47 mm

diameter glass fiber filters were washed. They were then driedfor 90 - 120 minutes in an oven

at 105◦C and weighed with a scale that has a precision of 10−5 g. A volume of 500 mL of

the sample was filtered through the clean filter and the sediment-laden filter was then dried and

weighed. The difference between the weight of the filter before and after filtration divided by

the sample volume gives the concentration of suspended sediment, which is typically quoted in

kg/m3 or equivalently g/L.

Grain size analysis was performed using a Malvern Mastersizer, as indicated in Section 6.1.3,

following the procedure outlined by the manufacturer for two phase samples. To begin with the

system was flushed with distilled water twice. The samples were then added to the recirculation

tank and, if needed, water was added (1) to increase volume tocover the recirculation valves

and permit recirculation or (2) to dilute the suspension if heavily concentrated. The amount of



36

water to be added was determined using the obscuration valueoutput by the instrument. This is

a measure of the light that is diverted or absorbed by the particles. Although it is recommended

that this value be kept between 5 and 20% of the incident light, this was not always possible

since many of the samples were not sufficiently concentrated. This means that the obscuration

was often less than the recommended 5%.

In between sample collection and size analysis, the sampleswere stored in a refrigerator at

14◦C. Before commencing the grain size measurements, ultrasonicwaves were typically applied

to the solution in order to break up any flocs that may have existed in the river or that may

have formed since the time of collection. As such, our grain size analysis was performed on the

primary particles in suspension in the river, and we have no information of the presence or lack

thereof of flocs. During the measurements, the solution was kept in motion by a stirrer which

maintained homogeneity in the recirculation tank and a pumppermitted the solution to circulate

through the measurement volume. The stirrer speed was 500 rpm and the pump speed was 20

000 rpm. A measurement run lasted 15 seconds, and three consecutive runs were performed on

each sample. In between the analysis of each sample, one cleaning cycle was run. For samples

which were analysed using both Fraunhofer and Mie theory, the measurements were performed

consecutively without any alterations to the sample.

Assessing the quality of the measurements

A large number of water samples have been analysed by a variety of different users on a number

of different days. Only a selection of the data shall be shownin the main text, but a list of all the

samples and the corresponding figures can be found in Appendix A. The tables that summarize

the laser grain sizer results (Tables 3.2 and 3.4) include the location and date of sampling, the

concentration measured by filtration and the optical theoryused in the interpretation of the results.

The percentage optical obscuration recorded by the grain sizer is also listed. If this value is less

than 5% there may be insufficient sediment to have accurate measurements, and if the value is

greater than 20 %, multiple scattering may occur, thereby leading to error in the results.

The grain sizer essentially measure the cross-sectional ofthe particles. Using the obscura-

tion value plus a number of other values (p.15Wedd, 2003), the instrument calculates a volume

concentration of particles assuming spherical particles.This value is converted to a mass con-

centration by assuming that all particles have the density of quartz, 2650 kg/m3. The volume

and mass concentration from the laser grain sizer are also provided in Tables 3.2 and 3.4. The

agreement, or lack thereof, between the actual concentration of the sample and the concentration
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from the laser grain sizer provides a measure of whether or not the selected model does a suitable

job of representing the data (NF ISO 13320-1). Since we did not note when the samples were

diluted, we cannot compare absolute values of concentration, but when the concentration from

the laser grain sizer is greater than the actual concentration, there is likely a problem with the

grain size measurements.

We found that for samples analysed with both Mie and Fraunhofer theory, analysis using Mie

theory provided slightly higher values of concentration than Fraunhofer theory for the same sam-

ple (see Section 6.1.3 for a description of the two theories and the tables in Appendix A for a

summary of the measurements). However, the agreement between the actual concentration and

the concentration from the laser grain sizer did not differ significantly for the two methods. This

suggests that neither theory is better suited to our samples. When the samples appeared to contain

only inorganic particles, the agreement between the actualconcentration and the concentration

from the laser grain sizer was good. However, when the samples contained algae there were sub-

stantial differences between the actual concentration andthe optical concentration regardless of

the method that was used (see Table A.3). This points to the inability of both models to represent

the optical scattering from the organic that can be present in our water samples. The final value

given in Tables 3.2 and 3.4 is the residual error. This is a measure of the difference between the

modelled and the measured diffraction patterns; the higherit is, the worse the agreement between

the observations and the theoretical optical diffraction for the size distribution that is determined.

Ideally this value should be less than 1%. Although a small residual value indicates that the

modelled diffraction pattern closely resembles the observations, it should not be used as the sole

criterion of good measurements, since the modelled diffraction pattern for the wrong distribution

could closely resemble the data.

Spatial homogeneity of grain size and concentration

In order to verify that the concentration and grain size of particles were homogeneous throughout

the measurement volume of the side-looking ADCPs, an experiment was performed March 31,

2010 during which water samples were collected throughout the river cross-section. Water sam-

ples were collected with a 1-L Niskin bottle at depths of 0 m, 1m, 2 m, 3 m and ranges of 10 m,

30 m, 50 m, 70 m, and 90 m from the right bank at the along-streamposition of the staff gauge,

for a total of 20 samples. The mean velocity during the experiment was 0.8 m/s. No noticeable

trend in concentration or grain size was seen with either depth or distance across the river. The

mean concentration for all samples was 0.031 kg/m3 and the standard deviation from the mean
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was 0.002 kg/m3, which is the typical uncertainty for the filtration method.It should be noted

that no samples were collected near the bed and the details ofthe grain size of the bed material

are unknown.

Since the homogeneity experiment was performed before the Fraunhofer theory was selected

as the method of choice, Mie theory was applied. The results are shown in Figures 3.8 and

3.9 as probability density distributions of volume and number size (Equation 2.29 is used to

go from volume size distributions to number size distributions) and the relevant information is

summarized in Table 3.2. From these figures we see that the probability density functions of

the volume size are either unimodal or slightly bimodal distributions that are positively skewed.

The particles are mainly silts with some clays. The median diameter,d50, of the volume size

distributions ranges from 5 to 9µm, while the median diameter of the number size distributions

ranges from 2 to 4µm. There is good agreement between the actual concentrationand the

concentration measured by the laser grain sizer. Nevertheless, the laser obscuration values were

below the recommended 5% level and the residual errors were fairly high (see Table 3.2). This

implies that caution must be used when interpreting the data.

Using the Equations laid out in Chapter 2 we calculate theoretical values of the ensemble

average of the scattering attenuation constant〈ζs〉 and of the viscous attenuation constant〈ζv〉
for the various grain size distributions that were observed. These values are calculated for the

three operating frequencies of the horizontal ADCPs at Romans-sur-Isère. They are summarized

in Table 3.3. The first thing to notice from Table 3.3 is that the viscous attenuation constant is

always orders of magnitude larger than the scattering attenuation constant, as we would expect

for these fine particles (recall Figure 2.4). It can be seen that the viscous attenuation constant

varies negligibly with the slight changes in the grain size distributions that are observed from one

sample to the next. The scattering attenuation constant, onthe other hand, varies substantially:

the presence of slightly larger particles in samples V1 1-m and V4 2-m (see Figures 3.8(c) and

3.9(a)) leads to a substantial increase in the scattering attenuation constant, since larger particles

dominate the scattering losses.
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Table 3.2: Relevant information for the samples collected at Romans-sur-Isère March 31, 2010 and
analysed using the laser grain sizer. This includes the sizing method (Fraunhofer or Mie theory), the laser
obscuration, the concentration measured by filtration, the sizer concentration in percent volume and mass
and the residual error. The across-stream positions relative to the right bank are abbreviated as V1 (∼ 10
m), V2(∼ 30 m), V3 (∼ 50 m), V4 (∼ 70 m) or V5 (∼ 90 m).

Sample Method Sample Conc Obscuration Sizer Conc Sizer Conc Residual Error Notes
(mg/L) (%) (% volume) (mg/L) (%)

31/03/2010 R bank surface Mie 31 2.4 0.0016 42 4.8 -
31/03/2010 V1 surface Mie 31 3.1 0.0022 58 6.2 -
31/03/2010 V2 surface Mie 30 3.2 0.0025 66 5.5 -
31/03/2010 V3 surface Mie 30 2.0 0.0014 37 6.1 -
31/03/2010 V4 surface Mie 30 2.1 0.0014 37 4.8 -
31/03/2010 V5 surface Mie 31 1.9 0.0011 29 4.7 -

31/03/2010 V1 1-m Mie 31 3.0 0.0026 69 4.1 -
31/03/2010 V2 1-m Mie 32 1.8 0.0014 37 4.3 -
31/03/2010 V3 1-m Mie 33 2.7 0.0018 48 11.0 -
31/03/2010 V4 1-m Mie 30 2.6 0.0018 48 2.3 -
31/03/2010 V5 1-m Mie 30 2.2 0.0015 40 5.7 -
31/03/2010 V1 2-m Mie 32 1.7 0.001 27 5.5 -
31/03/2010 V2 2-m Mie 30 1.3 0.0007 19 7.9 -
31/03/2010 V3 2-m Mie 32 1.5 0.0009 24 9.8 -
31/03/2010 V4 2-m Mie 30 3.0 0.0029 77 1.8 -
31/03/2010 V5 2-m Mie 29 1.9 0.0012 32 4.0 -
31/03/2010 V1 3-m Mie 30 1.6 0.001 27 7.0 -
31/03/2010 V2 3-m Mie 37 1.3 0.0008 21 4.9 -
31/03/2010 V3 3-m Mie 31 2.4 0.0016 42 10.6 -
31/03/2010 V4 3-m Mie 31 2.2 0.0015 40 3.0 -
31/03/2010 V5 3-m Mie 31 2.0 0.0015 40 4.9 -

Table 3.3:The theoretical attenuation parameters for the grain size distributions measured in the samples
collected at Romans-sur-Isère March 31, 2010. The viscous and scattering attenuation parameters,〈ζv〉
and〈ζs〉, are calculated for the three operating frequencies of the ADCPs at Romans-sur-Isère.

307.2 kHz 614.4 kHz 1228.8 kHz
Sample 〈ζv(a)〉 〈ζs(a)〉 〈ζv(a)〉 〈ζs(a)〉 〈ζv(a)〉 〈ζs(a)〉

(m2/kg) (m2/kg) (m2/kg) (m2/kg) (m2/kg) (m2/kg)
31/03/2010 R bank surface 0.059 2.53e-008 0.111 4.05e-007 0.190 6.47e-006

31/03/2010 V1 surface 0.058 3.20e-008 0.110 5.12e-007 0.189 8.18e-006
31/03/2010 V2 surface 0.058 4.44e-008 0.108 7.09e-007 0.183 1.13e-005
31/03/2010 V3 surface 0.056 1.01e-008 0.095 1.62e-007 0.151 2.59e-006
31/03/2010 V4 surface 0.057 1.11e-008 0.101 1.77e-007 0.165 2.84e-006
31/03/2010 V5 surface 0.059 1.82e-008 0.111 2.91e-007 0.189 4.66e-006

31/03/2010 V1 1-m 0.058 4.67e-006 0.109 7.00e-005 0.186 9.14e-004
31/03/2010 V2 1-m 0.057 2.92e-008 0.104 4.66e-007 0.173 7.45e-006
31/03/2010 V3 1-m 0.058 2.82e-008 0.112 4.51e-007 0.194 7.21e-006
31/03/2010 V4 1-m 0.058 2.97e-008 0.109 4.74e-007 0.185 7.58e-006
31/03/2010 V5 1-m 0.058 2.82e-008 0.110 4.52e-007 0.189 7.22e-006
31/03/2010 V1 2-m 0.058 1.28e-008 0.107 2.05e-007 0.180 3.27e-006
31/03/2010 V2 2-m 0.059 1.18e-008 0.113 1.88e-007 0.195 3.01e-006
31/03/2010 V3 2-m 0.059 1.60e-008 0.113 2.57e-007 0.197 4.10e-006
31/03/2010 V4 2-m 0.058 1.22e-005 0.108 1.77e-004 0.184 0.0021
31/03/2010 V5 2-m 0.059 2.65e-008 0.112 4.24e-007 0.192 6.77e-006
31/03/2010 V1 3-m 0.059 2.25e-008 0.111 3.60e-007 0.190 5.75e-006
31/03/2010 V2 3-m 0.058 9.56e-009 0.103 1.53e-007 0.170 2.45e-006
31/03/2010 V3 3-m 0.058 2.86e-008 0.112 4.58e-007 0.194 7.32e-006
31/03/2010 V4 3-m 0.058 1.67e-008 0.105 2.67e-007 0.174 4.27e-006
31/03/2010 V5 3-m 0.058 3.74e-008 0.109 5.99e-007 0.186 9.56e-006
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Figure 3.8:Grain size distributions measured using the laser grain sizer for water samples collected at
Romans-sur-Isère March 31, 2010 represented as probability densityfunctions of (a,c) volume and (b,d)
number size. Samples were collectedeither just below the surface, or at a depth of 1 m,as indicated.
The across-stream positions relative to the right bank are V1 (∼ 10 m), V2(∼ 30 m), V3 (∼ 50 m), V4
(∼ 70 m) or V5 (∼ 90 m). Concentrations were 30 mg/L
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Figure 3.9:Grain size distributions measured using the laser grain sizer for water samples collected at
Romans-sur-Isère March 31, 2010 represented as probability densityfunctions of (a,c) volume and (b,d)
number fractions. Samples were collectedeither at 2 or 3 m depth, as indicated. The across-stream
position relative to the right bank are V1 (∼ 10 m), V2 (∼ 30 m), V3 (∼ 50 m), V4 (∼ 70 m) or V5 (∼ 90
m). Concentrations were 30 mg/L
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The results of our test of the spatial distribution of wash load at Romans-sur-Isère imply that

the grain size and concentration of suspended sediment werehomogeneous across the river cross-

section. While these results may only be representative of the velocities and concentrations

encountered March 31 2010, in the acoustical analysis that is presented in Chapters 6 and 7, it

will be assumed that the grain size distributions and concentration are homogeneous throughout

the ensonified volume. We believe this to be a fair assumptionconsidering the study site is along

a relatively straight and uniform reach of the river and is far from any confluences.

Variability with hydraulic conditions

The grain size distributions measured in five surface water samples collected during various flow

conditions at various times in the year are shown in Figure 3.10 and the relevant information is

summarized in Table 3.4. These samples, which were all analysed in Fraunhofer mode illustrate

the variety of grain size distributions that were observed at Romans-sur-Isère. They include both

samples collected by hand (open circles) and by the automatic sampler (filled circles) and cover

a range of concentration values from 8 mg/L to almost 5 g/L. Noorganic particles were seen

by the naked eye in these samples, but organic content was notassessed quantitatively. The

sample from January 9, 2009 corresponds to a period of low flow(5 mg/L, Vq < 1 m/s). The

sample collected May 11, 2010 corresponds to two days of relatively high concentrations and

flow rates (100 mg/L, 1.5 m/s). The sample from June 1 was collected near the peak of a large

spring flood (5 g/L, 2.5 m/s), while the sample from June 3 was collected on the falling limb of

this flood (200 mg/L,∼ 1.5 m/s) and the sample collected in December 2010 was collected on

the descent of a small winter flood (velocity unknown, concentration 62 mg/L). We believe that

the differences in the grain size distributions that are observed between these five samples are

representative of the differences that can be observed at Romans-sur-Isère at different times in

the year1.

1The grain size distributions of the samples collected May 11, 2010 and June 1, 2010 were presented inMoore
et al. (2011). Instead of plotting the data in terms of the probability density functions, as was done here, the data
were plotted in terms of the fraction of the total sample occupied by grains of a given size class. This resulted in
more noticeable differences between the different samples, and it appeared that the size distributions were unimodal,
bimodal and trimodal. With the current representation of the data, the differences in the grain size distributions
between the various samples are less noticeable.
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Table 3.4:Relevant information from the grain size analysis of samples collected at the surface near the
right bank of the Romans-sur-Isère study site. This includes the sizing method (Fraunhofer or Mie theory),
the laser obscuration, the concentration measured by filtration, the concentration from the laser sizer in
percent volume and mass and the residual error.

Sample Method Measured Conc Obscuration Sizer Conc Sizer Conc Residual Error
(mg/L) (%) (% volume) (mg/L) (%)

2009-01-09 10:20 Fr 8 0.9 0.0014 37 0.4
2010-05-11 04:31 Fr 104 4.9 0.0042 111 4.0
2010-06-01 12:04 Fr 4937 15.2 0.0158 419 2.0
2010-06-03 15:02 Fr 200 8.2 0.008 212 2.7
2010-12-11 05:10 Fr 62 7.1 0.0043 114 1.8
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Figure 3.10:Grain size distributions measured using the Fraunhofer method for water samples collected
at Romans-sur-Isère throughout 2009 and 2010. Samples collected byhand are represented as open circles
while those collected by the automatic sampler are represented as closed circles.

From Table 3.4, we see that the laser obscuration value for the sample collected in January

2009 was very low (< 1%), as we would expect for such a dilute sample. In addition,the

sizer concentration was 4.5 times the actual concentration. We are therefore skeptical of the low

residual error that was output by the laser grain sizer and ofthe grain size distribution that was

measured (see data in magenta in Figure 3.10). Apart from this sample, the form of the grain size

distributions of the other samples are all very similar: they all appear to be lognormal, and the

main mode in the volume size distributions and the only mode in the number size distributions

change little from sample to sample. The volume size distributions from Figure 3.10(a) are repro-

duced in Figure 3.11 on both a linear and logarithmic scale inorder to better visualize the form

of the profiles at micron and submicron diameters. For all samples but the one collected Jan-

uary 9, peaks in the size distributions are seen around 1, 2 and 3 microns. We suspect that these
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modes are an artifact of the use of the Fraunhofer method (seeFigure 2.6 and the corresponding

discussion in Chapter 2).

Recalling the discussion from Chapter 2, Section 2.2.6, the size frequency distributions of

natural sediments are commonly interpreted as lognormal. Overlayed on the data in Figure 3.11

are lognormal distributions computed usingµX = ln d50 andσX = 1 for each sample (N.B.

These curves are not fitted to the data). It can be seen that there is relatively good agreement

between the data and the theoretical curves, except at diameters less than a few microns. We

conjecture that the discrepancy between theory and observations at low diameters is an artifact

of the Fraunhofer method overpredicting the fine particles.Consequently, lognormal grain size

distributions shall be used in the theoretical calculations of the acoustic scattering and attenuation

later on in this thesis.

As with the data collected during the homogeneity test, the viscous and scattering attenuation

constants are calculated for the grain size distributions shown in Figures 3.10 and 3.11 for in-

cident frequencies of 307.2, 614.4 and 1228.8 kHz. These values are summarized in Table 3.5.

Apart from the values for the sample collected January 9, 2009, of which we are skeptical, the

values of the viscous attenuation constant for all samples at all frequencies are very similar. In

contrast, the scattering attenuation constant changes significantly with the different size distribu-

tions due to the different amounts of larger particles. As anexample, the scattering attenuation

constants for the sample collected in December, 2010 are about an order of magnitude lower than

the values for the other samples due to the lack of large particles in this sample.

Table 3.5:The theoretical attenuation parameters for the grain size distributions measured in the samples
collected at Romans-sur-Isère and shown in Figures 3.10 and 3.11. Theviscous and scattering attenuation
parameters,〈ζv〉 and〈ζs〉, are calculated for the operating frequencies of the H-ADCPs used in thisstudy.

307.2 kHz 614.4 kHz 1228.8 kHz
Sample 〈ζv(a)〉 〈ζs(a)〉 〈ζv(a)〉 〈ζs(a)〉 〈ζv(a)〉 〈ζs(a)〉

(m2/kg) (m2/kg) (m2/kg) (m2/kg) (m2/kg) (m2/kg)
2009-01-09 10:20 0.0181 9.7×10−5 0.0540 1.10×10−3 0.1514 8.7×10−3

2010-05-11 04:31 0.0358 3.4×10−6 0.0937 5.3×10−5 0.2208 7.5×10−4

2010-06-01 12:04 0.0347 2.0×10−6 0.0902 3.1×10−5 0.2135 4.6×10−4

2010-06-03 15:02 0.0340 1.0×10−6 0.0893 1.6×10−5 0.2130 2.5×10−4

2010-12-11 05:10 0.0266 4.4×10−7 0.0753 7.0×10−6 0.1953 1.1×10−4
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Figure 3.11:Probability density distributions of the volume size for the samples previously presented in
Figure 3.10. The distributions are shown on both linear and logarithmic scales. Lognormal distributions
with µX = ln d50 andσX = 1 are plotted as dashed lines for each sample. Samples collected by hand
are represented as open circles while those collected by the automatic samplerare represented as closed
circles.

3.1.3.1 Variability of the results depending on the theory that is used

In terms of the implications of the grain size analysis results for our acoustic study, we have

previously seen and discussed the fact that the viscous attenuation parameter is controlled by

the fine particles. This implies that the overprediction of clay-sized particles when using the

Fraunhofer method may impact the theoretical values of the scattering and attenuation parameters

that are calculated. This would in turn affect the concentration estimates that are calculated with

these values. In order to quantify these differences, we have calculated the viscous and scattering

attenuation constants for all samples that have been analysed using the two different theories.

These values are summarized in Table 3.6. It can be seen that,for the most part, there is little
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difference between the values calculated from the grain size distributions from the two methods.

Table 3.6:The theoretical attenuation parameters for the grain size distributions measured in the samples
collected at Romans-sur-Isère using both Fraunhofer and Mie theory.The viscous and scattering attenua-
tion parameters,〈ζv〉 and〈ζs〉, are calculated for the operating frequencies of the H-ADCPs used in this
study.

307.2 kHz 614.4 kHz 1228.8 kHz
Sample Method 〈ζv(a)〉 〈ζs(a)〉 〈ζv(a)〉 〈ζs(a)〉 〈ζv(a)〉 〈ζs(a)〉

(m2/kg) (m2/kg) (m2/kg) (m2/kg) (m2/kg) (m2/kg)
01/06/2010 11:34 Fr 0.033 1.6×10−6 0.088 2.6×10−5 0.212 4.0×10−4

01/06/2010 11:34 Mie 0.058 2.4×10−6 0.107 3.9×10−5 0.182 5.8×10−4

02/06/2010 06:02 Fr 0.033 7.5×10−7 0.088 1.2×10−5 0.212 1.9×10−4

02/06/2010 06:02 Mie 0.057 5.6×10−7 0.103 8.9×10−6 0.170 1.4×10−4

08/06/2010 20:00 Fr 0.032 2.1×10−6 0.086 3.2×10−5 0.211 4.9×10−4

08/06/2010 20:00 Mie 0.056 2.0×10−6 0.102 3.2×10−5 0.170 4.9×10−4

09/06/2010 20:00 Fr 0.033 1.4×10−6 0.088 2.1×10−5 0.213 3.3×10−4

09/06/2010 20:00 Mie 0.058 1.4×10−6 0.109 2.27×10−5 0.185 3.5×10−4

11/06/2010 02:00 Fr 0.032 2.9×10−6 0.086 4.5×10−5 0.211 6.9×10−4

11/06/2010 02:00 Mie 0.057 3.2×10−6 0.107 5.1×10−5 0.182 7.6×10−4

10/10/2010 04:00 Fr 0.054 2.0×10−2 0.115 1.02×10−1 0.220 2.69×10−1

10/10/2010 04:00 Mie 0.057 1.6×10−2 0.103 9.4×10−2 0.169 2.74×10−1

11/12/2010 01:10 Fr 0.006 1.2×10−7 0.019 1.9×10−6 0.058 3.0×10−5

11/12/2010 01:10 Mie 0.058 1.2×10−7 0.109 2.0×10−6 0.186 3.1×10−5

3.2 Saint-Georges

3.2.1 Study site and instrumentation

The Saint-Georges study site, which is shown in Figure 3.12 is located on the right bank of the

Saône river in Lyon, France, along a relatively straight reach of the river. It is 3.5 km upstream of

the confluence of the Saône and Rhône rivers and about 20 m upstream of a footbridge. The river

is trained at this location and there are vertical walls on both banks. The width and maximum

depth during normal conditions at this site are 95 m and 10 m, respectively. The study site is

15 km downstream of the Couzon dam and 8 km upstream of the Pierre Bénite dams (CNR); the

latter controls the water level and flow rate at the Saint-Georges site. A measure of discharge is

available at the Couzon station, these values are calculatedfrom a rating-curve that is a function

of the water level at Couzon and at Pierre-Bénite. The discharge data from the Couzon dam can

be combined with the water level from Saint-Georges to estimate the mean flow rate at Saint-

Georges.
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Figure 3.12:Aerial photograph of the Saint-Georges study site taken from Google Maps. The location
of the side-looking ADCP is marked by an x and the direction of flow is indicatedwith an arrow.

The bathymetry and average flow field measured with a 600 kHz RD Instruments Workhorse

RioGrande ADCP during six transects performed on February 18,2006 are shown in Figure 3.13.

These data correspond to relatively high flow conditions. From this figure, it can be seen that the

flow is a maximum towards the centre of the river, and the flow field is nearly symmetrical about

the centre. Based on our observations, the flow field is conserved at this site regardless of the

mean flow speed.

A 300-kHz narrow beam Teledyne RD Instruments Workhorse H-ADCP has been installed

on the right bank of this study site since February, 2006. Thehorizontal separation of the three

transducers is 20◦, as it is for all 300 kHz Workhorse H-ADCPs and the beam width ofeach

transducer is 1◦. The H-ADCP was positioned on the wall of the right river bank at an elevation

of 160.00 m NGF (Nivellement Général de la France) system. The water level at this site typically

fluctuates between 162 and 163 m NGF, meaning that the instrument is typically 2 or 3 m below

the surface. The pitch of the instrument is -0.4◦ (it is angled downwards) and the roll is -0.1◦,

meaning that the downstream beam is angled slightly towardsthe bottom and the upstream beam

is angled slightly towards the surface. The instrument is programmed to have a blank distance

of 2 m and a bin size of 4 m. The ping repetition rate is set to themaximum possible ping rate,

which is slightly greater than 2 Hz, and 180 pings are averaged per ensemble. This results in one
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profile of velocity and intensity for each beam every 80 seconds.
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Figure 3.13:Upstream view of the Saint-Georges study site with velocity data obtained during moving-
boat gauging with a 600 kHz ADCP attached to a motor boat. The dashed-dotted line is the river
bathymetry. The H-ADCP is indicated as a square, the solid line represents the axis of the central trans-
ducer, the small xs represent the centre of each measurement cell and dashed lines represent the instru-
ment’s beam width (-3dB transmitted power).

A pneumatic water level sensor is installed next to the H-ADCPin order to provide an indepen-

dent measure of water level. A SOLITAX sc optical turbidity meter constructed by Hach Lange

is used to measure concentrations of suspended sediment at this site; it has been in place since Oc-

tober 14, 2009. This is the same turbidity meter as the one at Romans-sur-Isère, only it operates

in “turbidity” mode as opposed to “total suspended solids” mode. It measures light scattering at

90◦ and records values in Nephelometric Turbidity Units (NTU).The turbidity meter has been

calibrated with nine water samples that were collected between February and June, 2010. The re-

lationship between the concentration of sediment measuredin these samples and the turbidity at

the time of sampling is shown in Figure 3.14. The least-squares linear regression forced through

the origin is also shown. The equation of the line yields concentration/turbidity = 0.85. Although

more data points at concentrations less than 40 mg/L are required, the high end of the concentra-

tion values have been fairly well sampled since most water samples were collected during small

floods. In terms of extreme values at this site, the concentrations at this site can exceed 100 mg/L
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a couple of times per year during the floods which can occur in the fall and winter months. The

maximum observed concentration at this site of which we are aware was 146 mg/L (Le Coz et al.,

2007). As mentioned in the introduction to this chapter, concentrations are less than 10 mg/L

the majority of the time. Therefore, if the turbidity meter is to be used as an accurate proxy for

concentration, more low concentration samples should be collected in order to complete the data

set shown in Figure 3.14.
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Figure 3.14:Calibration curve for the turbidity meter at Saint-Georges. The linear relationship between
concentration and turbidity is forced through the origin.

3.2.2 Grain size distributions of the suspended sediment

The homogeneity of the concentration of suspended sedimentat Saint-Georges was tested prior to

the start of this thesis (Le Coz et al., 2007). It was found that concentrations of the wash load were

homogeneous throughout the cross section. The grain size distributions of these samples were

not measured. However, during this thesis, grain size analysis was performed on ten samples

that were collected on the Saône river on various days. Thesesamples were collected either at

the Saint-Georges study site, or 2 km upstream at the Koenig bridge, which is∼200 m from our

laboratory. The data set includes two samples collected in 2009 (March 26, 2009 and December

8, 2009), six samples collected during small floods on the Saône in 2010, and two samples from
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floods in January, 2011. All samples had concentrations exceeding 20 mg/L and should therefore

be sufficiently concentrated for reliable laser grain sizermeasurements. (N.B. We do not have

concentration data for the sample collected March 26 2009, but we think that it was fairly dilute.)

The probability density distributions of volume and numbersize measured for these samples are

shown in Figure 3.15. They are plotted on a logarithmic scaleof grain size due to the multi modal

and irregular grain size distributions.

Table 3.7 is a summary of the relevant information output from the laser grain sizer for each

sample. It can be seen that the concentration detected by thegrain sizer for all samples except

that of December 2009 are orders of magnitude higher than theactual concentrations. This is

a result of the high algal content of the samples. Much to our surprise, algae were even seen

in the samples that were collected during the winter floods. Clearly, the samples should have

been pre-treated to eliminate the organic matter, but sincethey were not, the resulting grain size

measurements are unreliable. This is reassuring in a way because the results that are shown in

Figure 3.15 suggest that the laser grain sizer “measured” particles with grain sizes greater than

1 mm. Since ultrasonic waves were used to break up flocs prior to grain size analysis, these

results are clearly not representative of the sediment in suspension, but represent scattering from

the organic matter.

We turn our attenuation to the results for the samples which we believe did not contain algae,

those of March and December, 2009. The volume size distribution for the March 2009 sample,

which was analysed in Fraunhofer mode, is bimodal with a peakat clay sized particles, and one

at silt-sized particles. The median diameter is 10.7µm. The volume size distribution for the

December 2009 sample, which was analysed in Mie mode, was slightly bimodal and the median

diameter was 28µm. The difference in the values ofd50 for these two samples may be due to the

differences in the two theories. From these two samples we see that the suspended sediments at

the Saint-Georges study site were mainly silts. In addition, from visual analysis of the samples

we know that there were sand size particles in some of the samples and thus the small peaks in

the volume size distributions around 100µm seem realistic.
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Figure 3.15:Grain size distributions measured for water samples collected from the Saôneat the Saint-
Georges study site (SG) and at the Koenig bridge (K) using the theories ofFraunhofer (circles) and Mie
(triangles). Unless otherwise indicated, samples collected at Saint-Georges were taken from the right bank,
and those collected at Pont Koenig were taken in the centre of the river.



52
Table 3.7:Relevant information for the samples collected on the Saône river and analysed using the laser grain sizer. This includes the sizing
method (Fraunhofer or Mie), the concentration measured by filtration, andthe sizer concentration (percent total volume and mass, assuming a
particle density of 2650 kg/m3). The residual error, or percent difference between the modelled and observed light scattering, is also listed.

Sample Method Sample Conc Laser Obscuration Sizer Conc Sizer Conc Residual Error Notes
(mg/L) (%) (% volume) (mg/L) (%)

SG 26/03/2009 10:48 Fr - - - - - -
SG R bank 08/12/2009 14:10 Mie - 2.8 0.0030 80 1.6 -

Pont K. 16/11/2010 10:30 Fr 145 16.4 0.0663 1757 2.1 lots of algae
Pont K. 22/11/2010 10:30 Fr 33 8.0 0.0724 1919 3.3 a bit of algae, visible sand
SG ctr 23/11/2010 14:50 Fr 43 9.2 0.0686 1818 2.7 -
SG ctr 23/11/2010 14:50 Mie 43 8.6 0.0853 2260 3.5 -
Pont K. 07/12/2010 16:30 Fr 85 13.5 0.0646 1712 2.6 few floaters/algae, some clumping, some sand
Pont K. 08/12/2010 10:15 Fr - 14.8 0.0595 1577 2.6 some algae
Pont K. 09/12/2010 11:08 Fr 96 18.3 0.0609 1614 1.7 lots of floaters and algae
Pont K. 13/01/2011 16:15 Fr - 10.8 0.0742 1966 3.7 -
Pont K. 13/01/2011 16:15 Mie - 10.0 0.0572 1516 1.7 -
Pont K. 14/01/2011 16:00 Fr - 9.2 0.0568 1505 2.9 some floaters
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3.2.3 Complementary data

Although the turbidity meter at Saint-Georges was installed in October 2009, we have little si-

multaneous optical and acoustical data. The computer responsible for data acquisition crashed

regularly and there was a problem with corrosion of the central transducer of the H-ADCP. This

influenced its measurements of both velocity and intensity.Although the central transducer is not

imperative for streamflow measurements, the instrument wasremoved for repair on September

23, 2010.

In terms of validation of the velocity measurements at this study site, about twenty gauging

campaigns have been performed during various flow conditions. The majority of these measure-

ments were made in 2006; they are summarized inLe Coz et al.(2008). The procedure of ADCP

gauging will be detailed in Section 5.1. Theoretically, we could also use the discharge data from

Couzon (upstream of Saint-Georges) and the wetted area at Saint-Georges to obtain values of the

cross-sectional averaged flow speed.

3.3 Montélimar

Moving downstream along the Rhône valley we come to the Montélimar study site. The site is

on the left bank of the Rhône canal, 500 m before the Châteauneufdam (see Figure 3.16). For

a variety of reasons we believe this to be the ideal site for reliable H-ADCP measurements. To

begin with, there should be no passage of either motor boats or barges in front of the instrument

since the canal to the lock system diverges∼ 50 m upstream of the site. The geometry of the

section is also ideal(see bathymetry data collected duringADCP gauging in Figure 3.17), the

canal is about 13 m deep and 170 m wide.

The site is equipped with a 300 kHz H-ADCP which was installed in October, 2007 at an

elevation of 71.55 m NGF; this typically corresponds to a submergence of 5 m. The pitch of

the instrument is -0.3◦ (it is angled downwards) and its roll is 0.2◦. For the data presented in

this thesis, the instrument was programmed with a blank distance of 1.00 m, a bin size of 4.00

m, 33 bins, and 4 pings averaged per ensemble. Each ensemble lasted approximately 1 minute.

Unlike all other H-ADCPs used in this thesis, this instrumentwas operated in wide bandwidth

mode. In this mode, the instrument applies a frequency filterof 25% of its central frequency to

the return signal, as opposed to the 6.25% filter in narrow bandwidth mode. Operation in wide

bandwidth mode results in (1) lower signal to noise ratios ofthe backscattered intensity (Clay
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and Medwin, 1977), (2) lower velocity variance and (3) lower profiling range (RD Instruments,

2008, p. 162) compared to operation in narrow bandwidth mode. The explanation for the first

point is that the Dopppler-shifted signal that we are tryingto detect should be centered around

the central frequency of the transducer, while the background noise has a broad spectrum. Thus,

using a broader bandwidth filter results in a smaller total signal-to-noise ratio than with a narrow

bandwidth filter (Clay and Medwin, 1977, p.123). The lower signal-to-noise ratio means that

for a given concentration, an instrument operating in broadbandwidth mode cannot profile as

far as one operating in narrow bandwidth mode. As for the lower velocity variance, the broader

bandwidth permits higher temporal resolution and thus higher sampling rates since the ambiguity

velocity is lower. The decreased time between two consecutive signals improves their correlation,

resulting in lower variance in the measured velocity values(Clay and Medwin, 1977). This means

that less pings need to be averaged to reduce the noise in the velocity data.

H−ADCP

N

100m

Figure 3.16:Aerial photograph of the Montélimar study site on the Rhône canal. The image istaken
from Géoportail.

In terms of other instrumentation at Montélimar, a pneumatic gauge provides the water level
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Figure 3.17:Upstream view of the velocity field at the Montélimar study site. The velocity data were
obtained during moving-boat gauging with a 600 kHz ADCP and the magnitude of the velocity perpen-
dicular to the ADCP crossing is shown. The dashed-dotted line is the river bathymetry. The horizontal
ADCP is indicated as a square, the solid line represents the axis of the central transducer and dashed lines
represent its beam width (-3dB transmitted power).

near the H-ADCP. These results are believed to be unreliable (X. Martin, CNR, Personal commu-

nication, August, 2011) and therefore the water level from the upstream end of the Châteauneuf

dam is used in its place. It should essentially be equal to thewater level at the H-ADCP. Dis-

charge data from the Châteauneuf dam are available. A handfulof gauging campaigns have

been performed by CNR at Montélimar, but due to the proximity of the site to the dam, safety

regulations prohibit frequent measurements.

Unfortunately we have no measurements of suspended sediment at this study site. However,

we know that the suspended sediment should be predominantlycontrolled by the load brought

downstream by the Isère river. Another controlling factor of the suspended sediment at Montéli-

mar is the Châteauneuf dam which will have a tendency to retainfine sediments (dam in-filling).

We have acoustic evidence that there may be regular resuspension of sediment from the bottom

during dam operations, however we lack ground truth measurements to confirm this hypothesis.
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3.4 Tricastin

Fifteen kilometers downstream of Montélimar is the Tricastin study site. This site, which belongs

to EDF, is on the Donzère-Mondragon canal. It has been equipped with a 300 kHz Workhorse H-

ADCP since June, 2006. The instrument is installed on the right bank at an elevation of 55.6 m

NGF (IGN69). The water level at this site typically fluctuates between 57.9 and 58.6 m NGF

(IGN69), meaning that the instrument is between 2 and 3 m deep. the pitch and roll are non-

negligible. The pitch is -1.7◦ (instrument faces downwards) and the roll is 0.7◦ (downstream

beam faces the surface, upstream beam faces the bottom). TheH-ADCP settings are a blank

distance of 2.5 m and a bin size of 2.0 m. The number of pings averaged per ensemble is 50

and the time between ensembles is 2 minutes. An external gauge measures the water level at this

study site.

Only one velocity gauging campaign has been performed by Cemagref, but EDF has done a

few dozen since the instrument’s installation. The H-ADCP velocity data can also be compared

to values calculated using the discharge from the Bollène dam(CNR) which is on the same canal,

8 km downstream. We do not have any concentration or grain size information at this study site,

but daily measurements of concentration are available at Arles, which is 90 km downstream on

the Rhône. The measurement station at Arles is the Station Observatoire du Rhône en Arles

(SORA). It is run by Institut de Radioprotection et de Sûreté Nucléaire (IRSN), COM, CEFREM

and CEREGE. The water samples collected at this location are time-weighted averaged: small

amounts of water are collected in the same bottle throughoutthe day, so that the final sample

represents the average concentration that day. During normal periods, there is one sample per

day, but during floods, there are often hourly samples.
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Figure 3.18:Aerial photograph of the Tricastin study site on the Donzère-Mondragoncanal. The image
is taken from Géoportail.
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Figure 3.19:Upstream view of the velocity field at the Tricastin study site. The velocity data were ob-
tained during moving-boat gauging with a 600 kHz ADCP, the values are the velocity magnitude perpen-
dicular to the transect. The dashed-dotted line is the river bathymetry. The horizontal ADCP is indicated
as a square, the solid line represents the axis of the central transducer and dashed lines represent its beam
width (-3dB transmitted power).
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3.5 Conclusion

The Romans-sur-Isère study site was presented in the first section of this chapter. Details of the

hydrological conditions were provided, as were the concentrations and grain size distributions of

the suspended sediment. The next three sections presented the Saint-Georges, Montélimar and

Tricastin study sites in less detail. Table 3.8 summarizes the positioning and general specifica-

tions of the H-ADCPs used at these sites.

Table 3.8:A summary of the positioning and instrument specifications for the H-ADCPs used at Saint-
Georges, Montélimar and Tricastin. The position is given in meters NivellementGénéral de la France, and
the average depth is given in meters. Positive pitch indicates upward inclination, positive roll indicates
beam 1 facing upwards and beam 2 facing downwards. The beam width (β0) and nominal maximum
profiling range of each instrument are based on information from the instrument specification sheets. The
distance to the far field of each instrument,rn is also listed.

Site Frequency Position depth pitch roll max rangeβ0 rn
(kHz) (m NGF) (m) (◦) (◦) (m) (◦) (m)

Saint-Georges 300 160 2.5 -0.4 -0.1 250 1 12.8
Montélimar 300 71.55 5 -0.3 0.2 250 1 12.8
Tricastin 300 55.6 2.6 -1.7 0.7 250 1 12.8

Of the four sites, the highest concentration values were observed at Romans-sur-Isère (>

10 g/L). This is because it is on the Isère river and is close tothe mountains that supply the

sediment. Concentrations on the order of 1 g/L occur during floods on the Rhône river down-

stream of the confluence with the Isère, while concentrations on the Saône at Saint-Georges

rarely exceed 100 mg/L. The flow forcing conditions differ atthe various study sites, but they

are all controlled to some extent by dam operations. The bathymetry of the various study sites

also differs noticeably. Romans-sur-Isère is a shallow study site compared to the other three

and Montélimar and Tricastin are trapezoidal. The range of flow forcing conditions, boat traffic,

geometry, instrument positioning and configuration observed in this study provide the grounds

for a thorough investigation of the applicability of horizontal ADCPs to quantitatively measure

sediment transport in medium-sized rivers.



CHAPTER 4

I NFLUENCE OF THE H-ADCP

POSITIONING ON THE PROFILES OF

VELOCITY AND INTENSITY

This chapter focuses on an investigation of the proper positioning of horizontal acoustic Doppler

current profilers in medium-sized rivers where depth can be limited. In order to have accurate

measurements of flow velocity and suspended sediment concentrations, the instrument should be

positioned horizontally (zero pitch and roll) so that all three transducers measure intensity and

velocity at the same height above the bottom. The line of sight of each transducer must also be

clear of obstructions which can bias the data. In terms of guidelines for the ideal deployment

depth of the instruments, on page 12 of theWorkHorse H-ADCP Operation Manual(RD Instru-

ments, 2008) it is stated that the ideal deployment depth is approximately 10 m submergence.

Due to the limited depth of our river sites, we have sites where the submergence can be as little

as one meter that were approved by the manufacturer. Referring once again to page 12 of the

WorkHorse H-ADCP Operation Manual, there is a very misleading sentence about the deploy-

ment of H-ADCPs. The manual states that “The system is resilient to striking thesurfaceat a

grazing angle” (the word surface is in bold font in the manual). In our experience and in the

experience of others (A. E. Hay, personal communication, April, 2010), this statement is false:

striking the surface at a grazing angle can have an impact on the measurements of both velocity

and intensity.

The goal of this chapter is to discuss the negative impact of scattering from obstructions on

the measurements made using H-ADCPs. The majority of the chapter focuses on the impact of

59
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scattering from the water-air interface. Results are predominantly presented from the Romans-

sur-Isère study site, but measurements are also presented from the Montélimar study site for

contrast since the geometry at this site is ideal. We felt that such an investigation was necessary

since the literature and instrument manufacturer are somewhat vague on the subject, providing

only suggestions for limiting aspect ratios. The first section of this chapter deals with scattering

from obstacles such as boats and bridge pillars. The second section presents the measurements

made at Romans-sur-Isère that lead to this study. The model for scattering from the surface is

introduced in Section 4.3 and the results of the modelling are given in Section 4.4. Observa-

tions and model results from Montélimar and Saint-Georges are presented in Section 4.5 and the

conclusions are presented in Section 4.6.

4.1 The impact of scattering from obstacles

Obstacles such as bridge pillars or large rocks in shallow rivers can block the line of sight of

the a horizontal ADCP, often leading to misinterpretation ofthe data. In this study, obstacles

on the river bottom limited the maximum profiling range of theH-ADCP at the St. Alban study

site (Rhône river, EDF) and a pillar of a pedestrian bridge interfered with the measurements of

the downstream beam of the H-ADCP at the Saint-Georges study site. Since the measurements

at Saint Alban were of such poor quality, the site is no longerused and therefore it was not

introduced in Chapter 3. An example of fifteen minutes of data from the downstream beam of

the 300 kHz H-ADCP at Saint-Alban is shown in Figure 4.1. The peaks in the intensity profiles

at distances greater than 50 m correspond to scattering fromstumps of old bridge pillars. Figure

4.2 is 15 minutes of data from the downstream beam of the H-ADCPat Saint-Georges. The large

peak that is centred around 90 m in Figure 4.2 corresponds to scattering from the left bank of

the river. The smaller peak that is centred around 70 m corresponds to scattering from the bridge

pillar just downstream of the instrument.

We refer to unmoving obstacles such as bridge pillars and theriver bed as fixed targets. Fixed

targets are easy to identify in the backscattered intensityprofiles since they correspond to a peak

in intensity at a set distance. If the fixed target occupies anentire measurement cell, then the

range-corrected intensity of that cell (IdB + 20 log10 r + 2αr) should always be the same. If the

obstacle does not occupy the entire volume of the measurement cell, then the scattering from the

water will also have an influence on the backscattered intensity of the problematic cell, but the

target itself should always scatter with the same intensityat the same distance.
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Figure 4.1:Fifteen minutes of intensity data from the downstream beam of the 300 kHz H-ADCP at the
Saint-Alban study site. The peaks in intensity beyond 10 m are due to scattering from old bridge pillars.

Moving obstacles such as boats or the bubbles created in their wake can also interfere with

our ability to accurately measure suspended sediment concentrations and velocity. During the

hours of navigation on the Saône river, there can be upwards of three or four boats passing the

St. Georges study site per hour in the summer months. The passage of boats is noticeable in the

intensity data from each beam. If the ensemble times are short enough, one can see the passage

of the boat from upstream to downstream by looking at the echointensity data of the appropriate

transducers. A trained user of horizontal ADCP data should beable to recognize the passage of

boats in the echo intensity data.
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Figure 4.2:Example of fifteen minutes of data from the downstream beam of the 300 kHz H-ADCP at
Saint-Georges. The peaks in intensity beyond 10 m are due to scattering from a bridge pillar and from the
wall of the left bank of the river.

As an example of intensity data detected during a period of high boat traffic, Figure 4.3(a) is a

time series of approximately 2.5 hours of backscattered intensity data collected with the central

transducer of the H-ADCP at Saint-Georges on June 11, 2006. The zones of high intensity

(red splotches) in Figure 4.3(a) correspond to the passage of boats. Figure 4.3(b) is the average

intensity profile for fifteen minutes of data that appear to beunaffected by the passage of boats

and Figure 4.3(c) is the equivalent plot for fifteen minutes of data that were affected by boat

traffic.
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Figure 4.3: Echo intensity in counts measured with the central transducer of the H-ADCPat Saint-
Georges on June 11, 2006 during a period of heavy boat traffic. (a)the raw intensity data; (b) the average
profile in time periodA - this corresponds to data seemingly unaffected by boat traffic; (c) the average
profile in time periodB - this corresponds to the passage of a boat.

4.2 Observations at Romans-sur-Isère

At the Romans-sur-Isère study site, there should be neither fixed targets nor frequent passage of

boats in the line of sight of the instruments. Nonetheless, the intensity profiles that were recorded

by the 300 and 600 kHz H-ADCPs were frequently inexplicable based on the concentrations of

suspended sediment that were measured in water samples. Theintensity profiles were irregular

and the possibility of inhomogeneity of concentration or grain size across the river could not

account for the magnitude of the fluctuations along the profile.

From the instrument configuration that was shown in Figure 3.3, it can be seen that the main
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beam of both the 300 kHz and 600 kHz instruments intercept thesurface 50 m and 60 m from

the right bank, respectively. As a result, we did not expect to have valid measurements across

the entire profile, but the data were perturbed at distances much nearer to the instruments than

expected when concentrations were low (> 0.03 kg/m3 or equivalently, 30 mg/L). The velocity

profiles were also perturbed at the same distances.

In order to test the validity of the H-ADCP velocity measurements, they were compared to

velocities measured by vertically-oriented ADCPs deployedduring repeated moving-boat tran-

sects under a variety of flow conditions. The ADCP data are usedas the reference values since

they provide an unbiased measure of velocity (Oberg and Mueller, 2007). An RD Instruments

Workhorse RioGrande ADCP was secured to a bow swing mount attached to a motorboat. It

was operated in RDI broadband mode 1. The frequency of the ADCP was either 600 kHz or 1.2

MHz, depending on the day. The acquisition bin size ranged from 30 cm to 40 cm and the results

were 5-ping averaged. All data were referenced to ADCP bottomtracking. For each series of

measurements, a minimum of six transects were performed. Transects typically began and ended

two meters from each bank, and every effort was made to maintain a constant speed and straight

path.

A vertical profile of the water column was obtained every 2 s which, depending on the boat

speed, corresponded to profile widths of 5 - 30 cm. The straight-line distance from the departure

point was recorded for each measured vertical profile. Afterensuring that the flow conditions

remained stable during the six transects, they were averaged. Averaging of ADCP data is re-

quired to yield accurate measurements of flow speed. The values from each (irregularly spaced)

measurement cell of each transect were transposed onto a regular grid using inverse distance

weighting and the transposed transects were averaged. The ADCP data from one transect per-

formed on January 1, 2009 are shown in Figure 4.4a and the average of six transects is shown

in Figure 4.4b. The cross-sectional averaged velocity measured by the ADCP was 0.66 m/s.

The black dot-dashed lines in both subplots of Figure 4.4 indicate the river bottom according to

ADCP bottom tracking.

In order to compare H-ADCP and ADCP measurements, H-ADCP data obtained during the

time period corresponding to the ADCP transects (typically 15 minutes) were first isolated. The

ADCP data were then projected onto the vertical plane that is centred on the axis of the H-ADCP.

This was done using the heading of the H-ADCP and the directional data for each vertical velocity

profile from the ADCP. The x and y coordinates of the centre of each H-ADCP measurement
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Figure 4.4: Velocity magnitude measured during ADCP gaugingJanuary 9, 2009 at Romans.
Data obtained during one transect are shown on the left, while the average of six transects is
shown on the right with velocities extrapolated to fill the water column.

cell were determined. In the same manner that the grid-averaged profiles of Figures 4.4b were

obtained, the comparison ADCP data were determined using inverse distance weighted averaging

at the positions of the H-ADCP cell centres. The end product isone ADCP value for comparison

to the value in each H-ADCP measurement cell.

During this thesis, three gauging campaigns were performedat Romans-sur-Isère, but over a

dozen gauging campaigns were performed prior to the thesis (Pierrefeu, 2008) (see Appendix

B for relevant figure). Figure 4.5 is a comparison of the velocity profile measured by ADCP

gauging on March 5, 2009 to the velocity profiles measured with the 300 and 600 kHz H-ADCPs

at Romans-sur-Isère. It can be seen from this figure that thereis substantial discrepancy between

the ADCP and H-ADCP measurements.

In general, it was found that during periods of low velocity and concentration (mean veloci-

ties > 1 m/s and concentrations on the order of 0.01 kg/m3), the 300 and 600 kHz H-ADCPs

underestimated velocity compared to measurements from ADCPgauging. The 300 kHz instru-

ment underestimated the downstream velocity,vx, in the far half of the river, while the 600 kHz

instrument underestimatedvx across most of the river. To illustrate this, fifteen minutesof data

collected by the two instruments during extended periods of(1) relatively low velocity and con-

centration (maximum velocity of 0.3 m/s and concentration of 0.012 kg/m3) and (2) relatively

high velocity and concentration (maximum velocity of 1.3 m/s and concentration of 0.045 kg/m3)

are shown side by side in Figure 4.6. The water level for the low velocity and low concentration
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Figure 4.5: Comparaison between ADCP (red) and H-ADCP velocitydata measured by the 300
kHz (black) and 600 kHz (gray) H-ADCPs at Romans-sur-Isère on March 5, 2009. The data are
averaged over 15 minutes.

data was 0.09 m on the staff gauge, while it was 0.20 m for the high concentration and high veloc-

ity data. Velocity measurements are shown in the top two panels and intensity measurements are

shown in the bottom two panels. The echo intensities have been converted from counts to deci-

bels using Equation 6.1 and they have been corrected for losses due to spreading and attenuation

by pure water in order to highlight their irregularities. Inthe remainder of this chapter, unless

otherwise specified, “range-corrected intensity” will refer to the intensity in decibels corrected

for spherical spreading and attenuation due to water.

If the instrument’s line of sight was unobstructed and if grain size and concentration were

homogeneous throughout the measurement volume, then we would expect to see velocity profiles

having only positive values (i.e. downstream flow) with minima towards the edges and maxima

towards the middle. We would also expect to see constant values of the range corrected intensity

for all ranges less than 90 m, which is the distance at which the beams intercept the opposing river

bank. This is more or less the case for the data collected whenthe concentration of suspended

sediment was 0.045 kg/m3 (see Figure 4.6(b,d)). However, when the concentration of suspended

sediment was 0.012 kg/m3, the velocity and intensity profiles were irregular for bothinstruments

(see Figure 4.6(a,c)).

The low concentration data shown in Figure 4.6(a,c) are representative of a large portion of
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Figure 4.6:[(a,b)] Average streamwise velocity,vx, measured by the 300 kHz (black) and 600 kHz (gray)
H-ADCPs (a) November 25, 2009 between 18:15 and 18:30 (UTC+1) and(b) May 4, 2010 between 23:15
and 23:30 (UTC+1); [(c,d)] the corresponding range-corrected intensities measured by the central beam
of each H-ADCP. Concentrations from the optical turbidity meter were 0.012kg/m3 for the data shown in
panels (a,c) and 0.045 kg/m3 for the data shown in panels (b,d) and the water levels were 0.09 m and 0.20
m, respectively. The distance from the right bank is plotted on the x axis.

the data collected when the concentration of suspended sediment was less than 0.020 kg/m3 and

the discharge was less than 100 - 200 m3/s (mean velocities between 0.30 m/s and 1 m/s). This

phenomenon of near-zero velocities and high intensities came and went in a continuous manner,

despite constant values of discharge and concentration.

We suspect that when suspended sediment concentrations arelow, the response of scattering

from the air-water interface may over-power that from the suspended sediment and subsequently

bias the results. Although the water at the air-water interface should move at the same speed
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as the sub-surface water, capillary waves created by macro turbulence or wind-generated waves

reflected from the river banks move in a variety of directions. If scattering from the air-water

interface were to be detected by the transducers, we would expect to see high intensities and

very low and irregular velocities. This is essentially whatwe observe. Consequently, in the

remainder of this chapter we explore the influence of scattering from the air-water interface on

the intensity profiles that are recorded by the 300 and 600 kHzH-ADCPs at Romans-sur-Isère

through modelling. We also present observations and model results for the 300 kHz H-ADCP

at the Montélimar study site for contrast, since this instrument is sufficiently deep (5 m), that

scattering from the air-water interface should not pose a problem.

4.3 Modelling scattering from the air-water interface

In order to model the effect of scattering from the air-waterinterface on the backscattered inten-

sity profiles, we model the surface as a Lambertian scatterer1. The intensity that is observed

for scattering from a Lambertian surface is proportional tothe cosine of the angleθ between the

observer’s line of sight and the surface normal. The incident power intercepted by the surface

dA is Ii cos θi dA, whereIi is the incident intensity andθi is the incident angle of the sound (see

Figure 4.7 for geometry). The intensity that is scattered from a Lambertian surface is expressed

as

Is = µ Ii cos θ cos θi dA (4.1)

whereµ is a proportionality constant known as the Lambert parameter.

water

θ
θ

i

air

Figure 4.7:The relevant geometry for scattering from the air-water interface.

1N.B. We have simplified the analysis by using a continuous wave approach. This means that we have not
accounted for the pulsed nature of the acoustic signal.



69

In oceanographic studies the seafloor is commonly treated asa Lambertian scatterer (see

Ainslie et al.(2011), Ellis (2011), LePage(2011) orOlson et al.(2011) for a number of re-

cent examples). The air-sea interface can also be treated asa Lambertian scatterer if the length

scale of the surface roughness is on the same order as the incident wavelength (e.g.Davis et al.,

2002). Such is the case for our study if we consider the surface roughness to be created by cap-

illary waves: the wavelength of the central frequencies of the 300 and 600 kHz H-ADCPs are

4.9 mm and 2.4 mm, respectively, while the root-mean-squareamplitude of capillary waves will

likely range from O(0.1 mm) - O(1 cm). Thus, there will likelybe capillary waves from which

the sound can be scattered.

Since the H-ADCPs are monostatic, we are only concerned with the case of backscatter, this

is the special case for whichθ = θi. The backscattered intensity,Ibs, can be expressed as

Ibs = µ cos2 (θ) Ii dA . (4.2)

The intensity that is incident on the surface is calculated for a given water level and angle

of inclination of the instruments using Equation 2.11 to calculate the directivity patterns of the

transducers for the beam widths listed in Tables 3.1 and 3.8.The geometry of the situation is

shown in Figure 4.8, which is a side view of the central transducer of an H-ADCP tilted upwards

and fixed at a depth ofz0 below the surface. For the ideal case where the instrument faces directly

across-stream, this is an upstream view. The positivez direction is towards the surface, the x-

axis extends outwards from the face of the transducer (it should be parallel to the cross-channel

direction), and the y-axis is parallel to the face of the transducer and points upstream. The vector

~R0 is coincident with the axis of the transducer and~R is the vector between the origin of the

transducer and a point on the surface. The angle between the two vectors isβ. Since we are only

considering the case of backscatter,θ is the incident angle on the surface and its complementγ is

the grazing angle. The vector~r is the x and y component of~R, so that~R = ~r + z0k̂. The vector

~r just happens to be parallel to the x-axis in this figure, but this is not always the case.
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Figure 4.8:The relevant geometry in the vertical plane for a transducer installed at a depthz0, angled
upwards. The vector~R0 is co-incident with the axis of the transducer. The vector~R is between the
transducer and the point of insonification of the surface; it is not necessarily in line with the x axis.

Figure 4.9 is a top view of the same system. The black dot depicts the point at which the

axis of the transducer intercepts the surface, this corresponds toy = 0 andx = x0, so that

~r0 = x0ı̂. The black square depicts the point of interception of the vector ~R with the surface,r is

the distance along the surface between the location of the centre of the transducer and the point

of insonification and the angle between this point and the x-axis isφ. For the geometry depicted

in Figures 4.8 and 4.9 we have:

~R0 = x0ı̂+ z0k̂ (4.3)

~r = xı̂+ ŷ = rj cosφk ı̂+ rj sinφk ̂ = xjk ı̂+ yjk ̂

~R = xı̂+ ŷ+ zk̂ = xı̂+ ŷ+ z0k̂.

wherej is the index of the radial coordinate, andk is the index of the angular coordinate, not to

be confused with the unit vectorŝ andk̂. In order to calculate the angleβ between the axis of the

transducer and the point of insonification on the surface fora vector~R, we use the trigonometric

identity

~R · ~R0 = ‖~R‖‖ ~R0‖ cos β (4.4)
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which yields the following for the cosine of the angle between the two vectors at distancerj and

azimuthφk:

cos βjk =
xx0 + z0

2

[(xjk2 + yjk2 + z02) (x02 + z02)]
1/2

(4.5)

where

xjk = rj cosφk

yjk = rj sinφk.

Figure 4.9:Top view of the geometry of Figure 4.8. The black dot atx0 is the point of interception of
the axis of the transducer with the surface and the square is the point of interception of the vector~R with
the surface.

Using Equation 2.8, we define the intensity that is incident on the surface,Ii, as

Ii =
|pi|2
ρc

(4.6)

wherepi is the incident pressure andρ andc are the density and sound speed of water. In the

same way, we define the intensity of the wave at distancer∗ as

I∗ =
|p∗|2
ρc

. (4.7)
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In order to obtain an expression for the intensity incident on the surface at a distance within the

far field of the instrument, we combine Equations 4.6, 4.7 and2.10 (N.B. The distance from the

transducer to the point of insonification was represented asr in Equation 2.10 whereas it is now

represented as‖~R‖). This yields

Ii =
I∗r∗

2D2e−2α‖~R‖

‖~R‖2
(4.8)

with

‖~R‖ =
(

r2 + z0
2
)1/2

. (4.9)

Taking the reference distancer∗ to be 1 m, the intensity that is incident on the surface relative to

the intensityI∗ can be written as:

Ii

I∗
=
D2e−2α‖~R‖

‖~R‖2
. (4.10)

In Figure 4.10 we have plottedIi/I∗ as a function ofr andφ for the central transducer of the

300 kHz instrument at Romans-sur-Isère. These values were computed using the mean water

level recorded throughout our study period: 0.16 m on the staff gauge; this corresponds to an

instrument depth of 2.32 m below the surface. The pitch of theinstrument is 1.8◦ towards the

surface and the value ofα used in this calculation was 0.0033 m−1. This is the standard value for

pure water at 10◦C; it is calculated asα = 3.52× 10−8F 2 whereF is the frequency in kilohertz

(e.g.Hay, 1983, Equation 9). The instrument is plotted as a black square in Figure 4.10 and the

point of interception of the axis of the transducer with the surface is shown with an x. It can be

seen that the distance from the instrument at which the surface has the greatest influence is about

10 m before this point. This is primarily due to intensity loss from spherical spreading.

Lambert’s law is used to calculate the intensity of the soundscattered from the air-water inter-

face by combining Equations 4.2 and 4.10. Spherical spreading and attenuation are accounted

for on both the outgoing and return paths. Since the backscattered sound that is interpreted as

coming from the distance‖R0‖ along the instrument’s axis actually corresponds to the sound

coming from all points that are a distance‖R0‖ away, there will be some contribution from scat-

tering from the surface to the intensity values recorded at all ranges greater than or equal to the

depth of the instrument. Therefore, in order to determine the impact of the surface at a given

range‖R0‖, we must sum the contributions from all points having the same path length. The
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Figure 4.10:The theoretical intensity incident on the air-water interface for the centraltransducer of the
300 kHz H-ADCP at Romans-sur-Isère, relative toI∗. The location of the H-ADCP is shown as a black
square and the point of interception of the axis of the transducer with the surface is shown as a black x.
The attenuationα is 0.0033 m−1 in this calculation.

intensity that would be detected for scattering from the air-water interface at the radial distance

rj can be expressed as

Idetectedj =
µ cos2 (θj) I∗ e

−4αRj

Rj
4

φ
∑

k=−φ

Dj,k
4 rjdrdφ, (4.11)

whereDj,k is the directivity calculated at rangerj and angleφk. Note that the angle of incidence

on the surface,θ, is only a function ofrj. Also, due to the small angle of inclination of the

instruments, the ranger along the surface is essentially equal to the range along theaxis of the

transducer which was also represented asr in Chapter 2.

Figure 4.11 is a plot of the intensity that would be detected by the central transducer of the

300 kHz H-ADCP at Romans-sur-Isère for scattering from the air-water interface at all ranges

in its far field. These values are computed using the incidentintensity pattern shown in Figure

4.10 combined with Equation 4.11, usingµ = 1, as an example. The dependence ofIdetected/I∗

on ranger is plotted on both a linear and logarithmic scale. The wiggles that are seen at ranges

less than 50 m correspond to the interception of the various side lobes with the surface.
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Figure 4.11:The theoretical intensity detected by the 300 kHz H-ADCP for scattering from the air-water
interface, normalized byI∗. The point of interception of the axis of the transducer with the surface is
shown as a dashed line. The Lambert parameter for this calculation isµ = 1 andα = 0.0033m−1.

4.4 Comparison of model results to data at Romans-sur-Isère

Using the procedure outlined in Section 4.3, we calculate the theoretical intensity profiles that

would be measured by the central transducer of the 300 and 600kHz instruments at Romans-sur-

Isère for scattering from the air-water interface. Values are computed for a water level of 0.09

and 0.21 m on the staff gauge in order to show the effect of a varying water level. The theoretical

intensity profiles are corrected for spreading and attenuation due to water so that the expression

for the range-corrected theoretical intensity detected bythe transducer (in decibels) at ranger is

SL+ 10 log10(Idetected/I∗) + 20 log10 r + 2αwr, (4.12)
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whereSL is the source level. The sediment attenuation is neglected because it is an order of

magnitude less than the attenuation due to water for both instruments when the temperature is

10◦C and the particle concentration is 0.010 kg/m3.

The source levels for both instruments were taken to be 216 dB.This is the value given for a

RD Instruments 300 kHz Workhorse Navigator DVL on their frequently asked questions website

(http://www.rdinstruments.com/nav_faq.aspx#two, October, 2011). We were

unable to find values for the Lambert parameterµ for the water-air interface in the literature.

Since the objective of this modelling was to understand the form of the intensity profiles and not

the absolute values, the Lambert parameter was taken to be the commonly used value for the

ocean floor, 0.002 (e.g.Ainslie et al., 2011;Ellis, 2011).

The theoretical profiles of range-corrected intensity for scattering from the surface for the two

water levels (0.09 m and 0.21 m) are depicted as solid lines inFigure 4.12(a) for the 300 kHz H-

ADCP and Figure 4.12(b) for the 600 kHz instrument. The wiggles that are seen in the theoretical

profiles at ranges less than 50 m for the 300 kHz instrument andranges less than 20 m for the

600 kHz instrument correspond to the interception of the various side lobes with the surface.

These theoretical profiles are compared to two examples of data for the same water levels. The

concentration from turbidity was 12 mg/L when the water level was 0.09 m and 22 mg/L when the

water level was 0.21 m. To contrast the theoretical scattering from the surface, horizontal lines

are depicted to represent what would be expected for scattering from a homogeneous suspension

of particles.
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Figure 4.12:Theoretical profiles of the range-corrected intensity for scattering from the air-water inter-
face in the far field of the transducers (solid lines) compared to measurements (dotted solid lines) for (a)
the 300 and (b) the 600 kHz H-ADCPs for water levels of 0.09 m (black) and 0.21 m (gray) on the staff
gauge. The concentrations from turbidity for the two data sets were 12 mg/L and 22 mg/L, respectively.
Data are averaged over 15 minutes and the same time periods are used for both instruments. The dashed
lines depict what would be expected for scattering from a homogeneous suspension of particles.

Comparison of the theoretical and experimental intensity profiles in Figure 4.12 reveals that

the intensity profiles that were observed during periods of low flow and low suspended sediment

concentration have a similar form to the theoretical profiles for scattering for the air-water in-

terface. Even though a continuous wave approach was taken inthis analysis, these results are

sufficient to demonstrate that scattering from the surface was the reason for the velocity under-

estimation by the H-ADCPs when suspended sediment concentrations were low. In an attempt

to avoid scattering from the surface, the positionings of the 300 and 600 kHz H-ADCPs were

altered in December, 2010. The old and new positioning of both instruments are shown in Figure

4.13, which is an upstream view of the geometry of the centraltransducer of the 300 and 600

kHz H-ADCPs. The depth, pitch and roll before and after repositioning are summarized in Table

4.1.
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Table 4.1:The positioning of the 300 and 600 kHz horizontal ADCPs at Romans-sur-Isère before and
after December 14, 2010. Depth is given with respect to the zero on the staff gauge, positive values of
pitch indicate upward inclination and positive roll indicates beam 1 facing upwards and beam 2 facing
downwards.

Before After
Instrument depth pitch roll depth pitch roll

(m) (◦) (◦) (m) (◦) (m)
300 kHz -2.16 1.8 0.1 -2.16 0.7 -0.1
600 kHz -0.36 0.1 -0.4 -1.5 -0.5 -2.5
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Figure 4.13:Positioning of the 300 and 600 kHz H-ADCPs at the Romans-sur-Isère study site before
and after their repositioning on December 14, 2010. The zero level corresponds to the surface of the water.
The dashed lines show the half-power angle of the main beam.

Figure 4.14 is a plot of the theoretical predictions of range-corrected intensity for scattering

from the air-water interface for the two instruments beforeand after repositioning. The calcu-

lation is done for the mean water level, 0.16 m on the staff gauge. The theoretical decrease in

the overall level of scattering shows that the impact of the surface on the backscattered intensity

profiles should be less for the new position of both instruments. The range-dependence of the

scattering from the surface for the 300 kHz instrument should also be less pronounced. As for our

observations, improvement in the intensity data from the 300 kHz instrument was seen, though

there now appears to be a problem with scattering from the bottom. The re-positioning of the

600 kHz instrument did not improve the velocity measurements since it now has a non-negligible

roll. The roll of the instrument went from being -0.4◦ to -2.5◦.



78

10 20 30 40 50 60 70 80 90 100
70

80

90

100

110

120

130

140

IN
T

E
N

S
IT

Y
 [d

B
]

(a)

0 10 20 30 40 50 60 70 80 90 100
70

80

90

100

110

120

130

140

IN
T

E
N

S
IT

Y
 [d

B
]

(b)

Distance r [m]

300 kHz Before
300 kHz After

600 kHz Before
600 kHz After

Figure 4.14:Theoretical profiles of the range-corrected intensity for scattering from the air-water inter-
face in the far field of the central transducer of (a) the 300 kHz H-ADCPand (b) the 600 kHz H-ADCP at
Romans in the old (solid line) and new (dashed-dotted line) positioning. Thesevalues were computed for
a water level of 0.16 m, SL of 216 dB andµ of 0.002.

The accuracy of the velocity measurements made with horizontal ADCPs relies on the as-

sumption that each transducer sees the same streamlines. Since the downstream beam of the

600 kHz transducer is currently angled downwards and the upstream beam is angled upwards,

this assumption is no longer valid. Furthermore, the upstream beam intercepts the surface and

the downstream beam intercepts the bottom at distances closer to the instrument than the range

at which the surface was previously intercepted. As a consequence, measurements of velocity

from the 600 kHz H-ADCP cannot be used, even when concentrations are high. The velocity

profiles from the 600 kHz instrument tend to always have the same caved-in form that is seen in

Figure 4.15(b), even during high flow conditions. Nevertheless, the intensity data make for an
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interesting case study since we have simultaneous measurements of scattering from the bottom,

water column and surface with the same instrument.

The low flow data that were previously presented in Figure 4.6(a,c) are reproduced in Figure

4.15(a,c) and further low-flow data collected mid-January after the repositioning of the instru-

ments are shown in Figure 4.15(b,d). The intensity data fromall three beams of the 600 kHz

instrument are shown in order to illustrate the effect of thechange in the roll. In Figure 4.15(c,d),

it can be seen that when the roll is -0.4◦, all three transducers detect very similar signals, while

their measurements are noticeably different when the roll is -2.5◦. In the instrument’s current

position, the data from the upstream beam are very noisy and the form of the profile evolves

with time as it would for scattering from the air-water interface. (Please note that the time evolu-

tion of the signal is not discernible from Figure 4.15.) The forms of the range-corrected profiles

from the central and downstream beams now change negligiblywith time. A second observation

is that the range-corrected intensity for the central and downstream beams appear to decrease

with range. We suspect that this is the result of scattering from the bottom which may be more

pronounced closer to the instrument.

The only improvement in the low flow measurements appears to be the intensity profiles of

the 300 kHz H-ADCP, which are now independent of time. However, the two contiguous bumps

that can be seen between 30 and 45 m from the right bank in Figure 4.15(d) are now a permanent

feature of the range-corrected intensity profiles. We believe this to be the result of scattering

from the bottom which would explain the underestimation of velocity in the centre of the river

that can be seen in Figure 4.15(b).
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Figure 4.15:Along-stream velocity profiles (top panels) and range-corrected intensity profiles (bottom
panels) measured with the 300 kHz (black) and 600 kHz (gray) instrumentsat Romans-sur-Isère. The
data in panels (a) and (c) were collected before the instrument repositioning and the data in panels (b) and
(d) were collected afterwards. Data are averaged over 15 minutes and the same time periods are used for
both instruments. Solid lines indicate data from the central beam, dotted from theupstream beam, and
dashed-dotted from the downstream beam.

4.5 Comparison to data from Montélimar and Saint-Georges

In order to contrast the data from Romans-sur-Isère, which isclearly a problematic study site,

we present data from Montélimar. This study site is ideal formeasurements since the H-ADCP

is more than 6 m from the bottom and it is typically submerged by 5 m. The minimum submer-

gence observed throughout the study period was 4.5 meters. Figure 4.16 shows three examples of

range-corrected intensity profiles measured at Montélimarduring periods of high, medium and
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low flow speeds. As in the rest of this chapter, our use of the expression “range corrected” im-

plies that20 log10 r and2αw,dB r have been added to the intensity in decibels at each ranger. The

mean velocities across the corresponding H-ADCP velocity profiles for the data shown in Figure

4.16 were 1.11 m/s, 0.55 m/s, and 0.22 m/s. We do not have concentration measurements at

this site, but the observations are consistent with what we would expect for concentrations suffi-

ciently low that there is no attenuation: the higher the flow speed, the higher the range-corrected

backscattered intensities, which implies either higher concentrations and/or larger particles in

suspension.

The same y-axis as in Figures 4.15(c,d) has been used to facilitate comparison between the

Romans-sur-Isère and Montélimar data. It can be seen that while the range-corrected intensity

profiles observed at Romans-sur-Isère could fluctuate by tensof decibels before interception with

the opposing river bank, the fluctuations across more than 100 m at Montélimar are between one

and two decibels. Apart from the two points in the near field ofthe instrument, and the last one

to three points of the profile, which are presumably affectedby scattering from the right bank,

the profiles are essentially horizontal lines. This is what we would expect for scattering from a

suspension of particles with homogeneous concentration and grain size.
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Figure 4.16:Three 15-minute averaged profiles of range-corrected intensity measured with the 300 kHz
H-ADCP at Montélimar. The mean water velocity measured by the H-ADCP was 1.11 m/s (circles),
0.55 m/s (triangles) and 0.22 m/s (squares). The y-axis scale is the same as in Figure 4.15(c,d) to facilitate
comparison.
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Figure 4.17:Two 15-minute averaged profiles of range-corrected intensity measuredby the central trans-
ducer of the H-ADCP at Saint-Georges. The mean velocity for the two profiles were∼1.3 m/s (circles)
and∼0.3 m/s (triangles).

As a second example, Figure 4.17 depicts two examples of the intensity data measured by the

central transducer of the H-ADCP at Saint-Georges, for whichthe mean flow speeds were 1 m/s

and 0.2 m/s. Within the region of the far field of the H-ADCP and before interception with the

left bank, i.e. between 15 and 80 m from the instrument, the range-corrected intensity at Saint-

Georges appears to be more or less a slowly increasing function of range. When the velocity

(and presumably suspended sediment concentration) are low(see triangles), the range-corrected

intensity increases by 10 dB within the first 80 m from the instrument, whereas it increases by

only 5 dB for the high velocity data. These range corrected intensity profiles are less horizontal

than what was seen at Montélimar, but more so than what was seen at Romans-sur-Isère. Also,

unlike at Romans-sur-Isère the form of the profile at Saint-Georges is fairly constant, only the

amplitude of the curve seems to change. Based on the positioning of this instrument, we believe

there to be scattering from the river bed. This seems a plausible explanation since the distance

between the H-ADCP and the bottom decreases with increasing range, which would explain

why the effect is more pronounced on the far side of the river.We have not attempted to model

scattering from the bottom since it was not one of the goals ofthis thesis.
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4.6 Conclusions

This chapter presented observations of the different formsof the range-corrected intensity pro-

files that were recorded at the different study sites. At the Montélimar study site, where the

instrument is installed 5 m from the surface and bottom, the range-corrected intensity appeared

to be independent of range for a variety of flow speeds. This iswhat we would expect for a cross

section having a homogeneous distribution of suspended sediment. The properties of the sus-

pended sediment at the Saint-Georges study site should alsobe constant throughout the measure-

ment volume of the H-ADCP. The form of the range-corrected intensity profiles at Saint-Georges

remained the same despite changes in the scattering level with changing flow speed. Nonethe-

less, the range-corrected intensity increased slightly with range. This trend was strongest when

the flow speeds were the lowest. Since the distance between the axis of the transducer and the

bottom decreases with distance from the instrument, we suspect that there is increased scattering

from the bottom at distances approaching the left bank.

In studying the velocity and backscattered intensity profiles that were recorded by the 300

and 600 kHz H-ADCPs at Romans-sur-Isère, we found that the measurements were perturbed at

distances closer to the instrument than what was anticipated based on simple geometry. These

perturbations came and went in a continuous manner when the mean flow speed was less than

∼1 m/s. Since the 300 kHz H-ADCP was angled towards the surface and the 600 kHz instrument

was not very deep, this led to a study of the effect of scattering from the air-water interface on

the backscattered intensity profiles. By simply treating thesurface as a Lambertian scatterer, we

were able to reasonably model the form of the range-corrected backscattered intensity profiles

that were observed during periods of low flow (low velocitiesand low concentrations) by the two

instruments.

The positioning of both instruments was modified in December, 2010. The 300 kHz instrument

was tilted away from the surface and the 600 kHz instrument was installed deeper, but with a

non-negligible roll. The 300 kHz intensity profiles are no longer influenced by the surface, but

scattering from the bottom now poses a problem and the velocities continue to be underestimated

when concentrations are weak. The measurements made with the 600 kHz H-ADCP at Romans-

sur-Isère were altered with its repositioning, but they were not improved. The instrument is

now positioned with one beam facing downwards, one more or less horizontal and one upwards.

This means that each beam measures the velocity at a different height above the bottom. The

velocity measurements are therefore invalid, no matter theconcentration of suspended sediment.
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Nevertheless, the intensity data from this instrument makefor an interesting case study. We

conclude that the Romans-sur-Isère study site is too shallowto expect reliable measurements

across the entire cross section during all flow conditions.

Our ability to reasonably model the effect of scattering from the air-water interface suggests

that this technique could be used to determine the ideal depth and inclination for future H-ADCP

installations when limited depth is expected to cause problems. Also, we suggest a criterion

for data invalidation: if the concentration and size of suspended sediment are expected to be

homogeneous across the insonified area, yet the acoustic intensities increase with range, these

data should be discarded. In future applications at sites where depth is limited to less than

10 m, the modelling of scattering from the bottom and surfacecould cut down on costs of hiring

divers to test different positions. This is especially interesting if the instrument is installed on a

day when concentrations are sufficiently high that scattering from the bottom or surface are not

noticeable, since simple in-situ positioning tests will not detect this problem. Such was the case

at Romans-sur-Isère.



CHAPTER 5

VELOCITY DATA ANALYSIS

A number of researchers in fluvial hydraulics have publishedwork on the use of horizontal acous-

tic Doppler current profilers for velocity measurements (e.g. Huang, 2006;Nihei and Kimizu,

2008;Hoitink et al., 2009;Buschman et al., 2009;Sassi et al., 2011) and sediment load measure-

ments (e.gWood, 2010). Nonetheless, few published works include an evaluation of the validity

of the velocity measurements, and those that do (e.g.Nihei and Kimizu, 2008;Hoitink et al.,

2009;Sassi et al., 2011) often neglect to mention pertinent information on the concentration of

suspended sediment and/or the backscattered intensity at the time of measurement. This gap in

the research was one of the main motivations for this thesis.

Prior to the start of this thesis, J. Le Coz and G. Pierrefeu compared the velocity profiles

obtained with the horizontal ADCPs used in this study to measurements made with a vertically-

oriented ADCP attached to a moving boat, as mentioned in Chapter 4, Section 4.2. InLe Coz

et al. (2008), results were presented from the Saint-Georges study site: measurements of along-

stream velocity made with the 300 kHz H-ADCP at Saint-Georgeswere compared to results

from 17 ADCP gauging campaigns. They found that the velocity measurements obtained with

the H-ADCP were acceptable (within 5% of the reference values) when the cross sectional av-

eraged velocity exceeded 0.4 m/s (equivalent to discharge> 300 m3/s), but below this value

the H-ADCP significantly underestimated velocity. They found that the measurement campaign

with the lowest discharge, for which the concentration of suspended sediment was only 10 mg/L,

corresponded to the worst underestimation of velocity by the H-ADCP (50%)1. In their perspec-

tives for future work,Le Coz et al.(2008) mention the need for an investigation of the connection

between backscattered intensity and velocity underestimation, since the backscattered intensity

1It should be noted that, due to the various dam operations, water levels at all study sites tend to be the most
variable when discharge is high. High discharge values are therefore not necessarilyco-incident with high water
levels, and vice versa.
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is typically weak when the concentration of suspended sediment is low.

Pierrefeu(2008) also found that velocity underestimation by the H-ADCPs correlated with

flow rate: the slower the flow, the more the velocity was underestimated. He found that the

velocity at which measurements switched from being acceptable to being unacceptable was site-

specific. Furthermore,Pierrefeu(2008) showed that there was a trend between velocity under-

estimation by the H-ADCPs at Romans-sur-Isère and the intensity of the backscattered signal.

When the velocities measured by the ADCP were low and the intensity of the backscattered

signal was low (presumably due to low concentrations), the H-ADCPs tended to underestimate

velocity. However, when the flow speed was high, the H-ADCPs tended to output the correct

velocity regardless of whether the backscattered signal was high or low. Pierrefeu conjectured

that it may be necessary to establish a specific index velocity relationship for each measurement

cell as a function of backscattered intensity, but concluded that further investigation was required.

As such, the goal of this chapter is to assess the validity of (1) the form of the across-stream pro-

files of velocity measured with the H-ADCPs and (2) their absolute values, exploring the role

played by the concentration of suspended sediment, the intensity of the backscattered signal and

the distance from the instrument on these results.

In terms of the layout of this chapter, the first section dealswith the validity of the form of

the horizontal velocity profiles. Velocity data from ADCP gauging are used for the comparison.

Using the average velocity field obtained from multiple transects during ADCP gauging, we

extract the horizontal profile of along-stream velocity that corresponds to the depths and distances

of the measurement cells of the horizontal-ADCP in question.When simultaneous ADCP and

H-ADCP measurements exist, we can compare the form and valuesof the two profiles directly.

When simultaneous or quasi-simultaneous ADCP and H-ADCP data do not exist, we can evaluate

the accuracy of the form of the H-ADCP profiles by examining normalized profiles. Recalling

Chapter 4, Section 4.2, it is the examination of the form of thevelocity profiles at Romans that

tipped us off to the positioning problem of the 300 and 600 kHzH-ADCPs. As such, we shall

not focus on the results of Romans, but present results from the Saint-Georges and Montélimar

study sites.

The second section focuses on the applicability of an index-velocity method in order to obtain

discharge from H-ADCP velocity measurements. Using data acquired in measurement cells that

are unaffected by boats, the river bed, bridge piers or the surface, we investigate whether it is

possible to establish a relationship between the H-ADCP velocity and the discharge velocity.
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Recalling Equation 3.1, the discharge velocity,Vq, is simply the discharge divided by the wetted

area; it is equivalent to the cross-sectional averaged velocity. We examine the difference between

the velocity measured by the horizontal ADCP at a given distance from the H-ADCP and the

discharge velocity as a function of discharge velocity, backscattered intensity, and concentration

of suspended sediment.

5.1 Validation of the form of the velocity profiles

In order to test the validity of the H-ADCP results, they were compared to results from ADCP

gauging. In a laboratory setting, ADCPs have been found to yield velocity measurements within

0.3 cm/s of the actual value (see tow-tank tests ofOberg, 2002). River discharge values calculated

using ADCP data have been found to be within 5% of values from current meters (Morlock,

1996), while the mean deviation from reference values has been shown to be 4–5% during ADCP

intercomparison tests in large river sections such as the ones studied in this thesis (Le Coz et al.,

2009).

The gauguing procedure was outlined in Chapter 4, Section 4.2. For each ADCP gauging

campaign, six consecutive transects were averaged. It was ensured that flow conditions remained

stable during this period. This typically corresponded to 10 to 20 minutes of acquisition and

processing time, which is sufficient to average out the effects of random instrument noise and

turbulent fluctuations of the flow (Oberg and Mueller, 2007). The H-ADCP data were averaged

over fifteen minutes.

Comparisons between the velocities measured during river gauging and those measured by the

horizontal ADCP at Saint-Georges have been presented inLe Coz et al.(2008) andMoore et al.

(2009). In both articles, the data were presented in terms ofprofiles of the relative difference

between the two measures of velocity. In this chapter the data are presented in a slightly different

manner. The profiles of velocity from the ADCP and H-ADCP are normalized by the maximum

value observed in each of their profiles and the comparison isdone between the normalized

velocity profiles. This normalization is done so that we can compare the form of the H-ADCP

velocity profiles to the expected form of the profile on days for which there are no gauging data.

At a given site, the form of the velocity profiles should be similar, in the geometric sense of the

word, with changing velocity and discharge if the site is farfrom any hydroelectric plants or

confluences that might alter the flow field. A second assumption is that the fluctuations in water

level remain small enough that the velocity at the height of each H-ADCP measurement cell is
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always the same proportion of the mean velocity. Since ADCPs provide an unbiased measure

of velocity (Oberg and Mueller, 2007), any discrepancy between the normalized ADCP and

H-ADCP velocity profiles should indicate a problem with the H-ADCP measurements.

Gauging campaigns at Saint-Georges have been performed during a variety of flow conditions.

We have measurements made when the discharge velocity was aslittle as 16 cm/s and as high as

2.1 m/s. Only the results from five gauging campaigns are summarized here, but further results

can be found inLe Coz et al.(2008) andMoore et al.(2009). A summary of the relevant infor-

mation from the five campaigns, including measurement datesand mean velocities, is provided

in Table 5.1 and the data are shown as solid lines in Figure 5.1. Horizontal ADCP data collected

on the same day as the ADCP measurements are shown for comparison in Figure 5.1. Simulta-

neous data from the two instruments are not shown since the presence of the motor boat used for

gauging can affect the H-ADCP results. The H-ADCP data that areshown in Figure 5.1 are the

average of fifteen minutes of data.

Table 5.1:Summary of the ADCP gauging campaigns at the Saint-Georges study site that are analyzed
in this chapter. The mean velocity values correspond to the mean velocity measured by the ADCP along
the axis of the H-ADCP.

Date ADCP Mean velocity Discharge Colour
(yyyy-mm-dd) (kHz) (m/s) (m3/s)
2006-02-15 1200 0.18 115 magenta
2006-02-16 1200 0.33 246 cyan
2006-05-03 600 0.40 262 green
2006-02-18 600 1.35 902 blue
2006-03-17 600 2.27 1787 black
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Figure 5.1: Saint-Georges: horizontal profiles of along-stream velocity normalized by the maximum
value of each profile. The H-ADCP data (dashed-dotted lines) are averaged over 15 min and the ADCP
data (solid lines) are averaged over six transects (∼15 min). Each color corresponds to a different day. The
dates and discharges from the ADCP data are: magenta for 2006-02-15(115 m3/s), cyan for 2006-02-16
(246 m3/s), blue for 2006-02-18 (902 m3/s), green for 2006-05-03 (262 m3/s) and black for 2006-03-17
(1787 m3/s).

From Figure 5.1 we see that the form of the velocity profiles measured with the ADCP is

conserved for the range of discharge values observed (115 m3/s - 1787 m3/s). We also see that

there is nearly perfect agreement between the ADCP and H-ADCP data for the measurement

campaign that corresponded to the highest velocities (see the data in black) and there is good

agreement when the mean velocity from the ADCP was 1.35 m/s (data in blue). However, the

normalized H-ADCP profiles shown in magenta, green and cyan differ notably from the ADCP

data. For these three profiles, the maximum velocities measured with the H-ADCP were less

than 0.70 m/s (N.B. The velocity values are not discernible from the figure). Based on these

data and the data that were presented inLe Coz et al.(2008) andMoore et al.(2009), we find

that whenever the cross-sectional averaged velocity measured with ADCP gauging was less than

0.40 m/s, the H-ADCP measurements were biased to lower values. The negative velocity bias

increased with increasing distance from the instrument. This can be seen from the apparent
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positive bias in the velocity values measured by H-ADCP in thefirst part of the section and the

negative bias in the far half of the section, as seen in Figure5.1. These results clearly indicate

that even the measurements in the cell corresponding to the maximum H-ADCP velocity were

underestimated.

Considering the apparent flow structure similarity in the ADCPdata, we interpret the discrep-

ancy between the ADCP and H-ADCP normalized velocity profiles as underestimation of veloc-

ity by the H-ADCP. The H-ADCP increasingly underestimates velocity as the mean velocity of

the flow decreases. Velocity underestimation is first seen inthe cells furthest from the instrument.

As the flow speed decreases it occurs at cells nearer to the instrument. Since the backscattered

intensity from the water is typically weak when the flow is low(low concentrations) and since

the echo intensity decreases with range from the instrument, we suspect that the cause of the

velocity underestimation is a combination of an insufficient signal-to-noise ratio and increased

scattering from the river bottom with increased range (see discussion in Chapter 4 surrounding

Figure 4.17). Since the river bottom should be stationary atthis site, the signal scattered from the

bottom would have a Doppler shift of zero which would bias themean velocity measurements

towards lower values.

To test the conjecture that ambient scattering from the surface or bottom may bias velocity

measurements when concentrations of suspended sediment are low, we examine velocity data

collected at Montélimar. In Chapter 4 we concluded that neither the surface nor the bottom posed

a visible problem for the backscattered intensity measurements at Montélimar. We therefore use

it as our reference site, but remind the reader that the H-ADCPat Montélimar operates in broad

bandwidth mode, while all the other instruments operate in narrow bandwidth mode (see Section

3.3). Since Montélimar was not a major focus of this study until late in the thesis, there are no

days for which there are both ADCP and H-ADCP data. However, this highlights the interest of

normalizing the velocity profiles by their maximum velocity: we can investigate the role of flow

speed on the form of the velocity profiles without requiring simultaneous ADCP and H-ADCP

measurements.

In Figure 5.2 we present ADCP data from five gauging campaigns at Montélimar for which the

mean velocity measured by the ADCP ranged from 0.2 m/s to 1.2 m/s. The date of the various

measurement campaigns, the discharge and the mean velocitymeasured by the ADCP along the

H-ADCP profile are summarized in Table 5.2. Four examples of 15minutes of H-ADCP data are

shown as dashed-dotted lines in Figure 5.2. The gray scale ofthese lines gets lighter as velocity
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increases: going from black to light gray the maximum velocities of the H-ADCP profiles are

0.19 m/s, 0.31 m/s, 0.70 m/s and 1.36 m/s, respectively.

Table 5.2: Summary of the ADCP gauging campaigns at the Montélimar study site analyzed in this
chapter. The mean velocity values correspond to the mean velocity measuredby the ADCP along the axis
of the H-ADCP.

Date ADCP Mean velocity Discharge Colour
(yyyy-mm-dd) (kHz) (m/s) (m3/s)
2007-11-06 1200 0.19 332 cyan
2009-09-30 1200 0.20 354 green
2009-09-07 1200 0.42 746 blue
2007-10-04 600 0.49 847 yellow
2007-12-11 600 1.22 1961 magenta
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Figure 5.2:Montélimar: examples of the horizontal profiles of along-stream velocity averaged over 15
minutes and normalized by the maximum velocity of each profile. The H-ADCP dataare shown as dashed-
dotted lines and the ADCP data are shown as solid lines. The ADCP data are summarized in Table 5.2,
the maximum value of each H-ADCP velocity profile is 0.19 m/s, 0.31 m/s, 0.70 m/s and 1.35 m/s, going
from black to light gray. There are no co-incident ADCP and H-ADCP data at this site.

In Figure 5.2 it can be seen that all ADCP profiles have the same form except the data collected
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on November 6, 2007, for which the velocities appear to be relatively weak in the centre of the

river. This may indicate that there are multiple flow structures at Montélimar due to differing

dam operations. This point could be elucidated with furtherlow velocity data or by obtaining

the possible operational configurations of the Châteauneuf dam. However, we will assume for

the meantime that the data shown in cyan in Figure 5.2 are anomalous. Looking at the other

four ADCP profiles we see that, unlike at Saint-Georges, the velocity profile is not symmetrical

about the centre of the river. This is no doubt the result of standard dam operations downstream,

which clearly lead to higher velocity on the left bank of the river than on the right bank. From

Figure 5.2 we see that the H-ADCP profiles have the same form as the ADCP profiles when

velocities are high, but when velocities are low, the normalized profiles fall off beyond 22 m

from the instrument. We interpret this as underestimation of velocity by the H-ADCP. Velocity

underestimation at ranges greater than∼20 m is observed whenever the maximum H-ADCP

velocity is less than 40 cm/s.

Although the onset of velocity underestimation at Saint-Georges occurred at higher velocity

values (the velocity was underestimated whenmax(Vh) > 0.7 m/s), the velocity underestimation

at Montélimar appears to be much more pronounced, with velocities falling off at distances much

closer to the instrument for similar flow speeds. This may be linked to the decreased signal-

to-noise ratio at Montélimar compared to Saint-Georges dueto its different mode of operation.

Since scattering from either the surface or the bottom does not appear to have a noticeable impact

on the measurements at Montélimar, we suspect that the instrument validates measurements with

too low a signal-to-noise ratio and, to put it simply, amplifies noise when concentrations of

suspended sediment are weak. This points to the need for an investigation of the dependence of

the velocity underestimation on the intensity of the backscattered signal and concentration during

periods of low flow.

5.2 Validation of the velocity measurements

The index velocity method is a way of determining the mean-channel velocity from the water

velocity measured in only a portion of the river (Rantz, 1982, Ch. 12). In our case the “index

velocity”, Vi, is the velocity measured in one H-ADCP cell. In order to establish an index-

velocity relationship one needs a reference value of the mean-channel velocity. This can be

obtained by performing transects with a vertically-oriented ADCP attached to a motor boat (e.g.

Ruhl and Simpson, 2005). Alternatively, if one has a record of the water levelat the site of
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interest and the relationship between water level and wetted area is known, then the discharge

at a nearby gauging station can be used to calculate the discharge velocity,Vq at the site using

Equation 3.1, since the discharge is conserved. A relationship is established between the index

velocity and discharge velocity using all available data. If the velocity at heighth above the

bottom,Vi(h), is always the same proportion of the cross-sectional averaged velocity, thenVq/Vi

should be a constant. In this work, we refer to this constant as the index. Since it is imperative

to ensure that a maximum number of flow conditions are included in the data from which the

index velocity relationship is established, we use discharge measurements from nearby gauging

stations to calculate the discharge velocity.

Results are presented from the Montélimar and Romans-sur-Isère study sites, since the dis-

tances between these sites and their nearest measure of discharge is much smaller than it is for

Saint-Georges or Tricastin. This eliminates the complications of propagation delay. For Romans

we use the measure of the total discharge that is output from the Pizançon dam 2 km upstream,

and for Montélimar we use the measure of discharge that is output from the Châteauneuf dam,

500 m downstream of the instrument. In both cases we neglect the propagation delay. Since

there are no confluences between the locations of the discharge measurements and those of the

H-ADCPs, these data are representative of the discharge passing each site. The relationship be-

tween water level and wetted area at a given study site is obtained using the bathymetry data

from one ADCP boat crossing plus the corresponding record of water level. The water level at

Romans-sur-Isère is measured directly at the study site, butfor Montélimar we use the water level

from the power plant 500 m downstream, since the pressure gauge at the H-ADCP is unreliable

(Personal com., X. Martin, August 2011).

For the two study sites, we examine the relative difference between the velocity measured by

the H-ADCP,Vh, and the discharge velocityVq, as a function of discharge velocity, backscattered

intensity and concentration of suspended sediment. This isdone for a number of different mea-

surement cells for each instrument. If the measurements made with the H-ADCP were unbiased,

we would expect(Vh−Vq)/Vq to be independent of all of these factors. That is to say, we expect

to find a unique index velocity relationship for each measurement cell. One might argue the

precarious nature of an index velocity relationship at Montélimar since variable dam operations

at the Châteauneuf generation station might alter the flow field, however, if this were the case we

should see periods with coherent biases in the H-ADCP data, and we did not.
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5.2.1 300 kHz H-ADCP data at Romans-sur-Isère

In Figures 5.3 to 5.7 we present data collected with the 300 kHz H-ADCP at Romans-sur-Isère

between November, 2009 and July, 2010 for measurement cells3, 6, 9, 12 and 15, which cor-

respond to distances of 8 m, 14 m, 20 m, 26 m, and 32 m from the instrument. All of these

measurement cells should be unaffected by scattering from the air-water interface (cf. Section

4.2). The data are averaged over 15 minutes and data collected when the turbidity meter indicated

concentrations greater than 200 mg/L are shown as green dots. This was done in order to high-

light the difference between the measurements made during periods of low and high suspended

sediment concentrations, since it will be seen that the concentration of suspended sediment plays

an important role in the validity of the velocity measurements. The variable that is plotted on

the y-axis of Figures 5.3 to 5.7 is the difference between what is observed and what would be

predicted by a simple index velocity relationship established with the high intensity data, we call

this the index-velocity error. The index-velocity error isdefined as

Vh − Vq
Vq

− Vh|high intensity− Vq
Vq

. (5.1)

It is given as percentage of the actual discharge velocity. The value at which(Vh−Vq)/Vq plateaus

as a function of echo intensity,(Vh|high intensity− Vq)/Vq is traced as a solid line in each subplot

at y equals zero. As such, a positive index-velocity error indicates that the discharge would be

overestimated with the use of a simple index-velocity relationship, and a negative value indicates

that the discharge would be underestimated. This manner of plotting the data was decided upon

since the value of the index,Vq/Vh, should evolve with distance from the instrument: it should

be highest in the centre of the river where velocity values are a maximum, and lowest on the

edges, where velocity values are lowest. Overlayed on the data points are box plots of the same

data grouped into slightly arbitrary classes of velocity, intensity, or concentration, respectively.

Unlike a standard box plot, the whiskers indicate the 2.5 and97.5 percentile values for each class

so that 95% of the data lie within the whiskers.
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Figure 5.3:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isère usingdata collected between Novem-
ber, 2009 and July, 2010 in measurementcell 3 (8 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) concentration from the optical turbidity
meter.

In Figure 5.3, the high intensity index-velocity relationship isVq = 1.11Vh. Starting with Fig-

ure 5.3(a) we see that when the concentration of suspended sediment is greater than 200 mg/L

(green dots), the discharge velocity is high, as expected. We also see that when the discharge

velocity is high, there is good agreement between the H-ADCP velocity and the discharge veloc-

ity, i.e. the index-velocity error is near zero. In contrast, when the concentration is less than 200

mg/L (gray dots), the H-ADCP increasingly underestimates velocity with decreasing values of

Vq whenVq is less than 1 m/s. The underestimation by the H-ADCP also increases with decreas-

ing echo intensity (see Figure 5.3(b)) and decreasing concentration (see Figure 5.3(c)). Velocity
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values are increasingly underestimated as the echo intensity decreases below about 210 counts,

but above this values,Vq/Vh tends towards 1.11 and the spread of the data is minimal. Since

the dispersion in the data is less in Figure 5.3(b) than in Figure 5.3(a,c) (look at height of the

whiskers), we can see that the velocity underestimation depends more strongly on echo intensity

than on concentration or discharge velocity.

Looking at the data collected 14 m from the H-ADCP at Romans (Figure 5.4), we see similar

results: the H-ADCP underestimates velocities whenVq < 1 m/s and the velocity underestima-

tion and spread in the data worsen as the velocity decreases.As for the relationship between

index velocity error and intensity, the value ofVq/Vh is stable at 1.02 when the echo intensity

exceeds 205 counts, but when concentrations are low (gray points), there is velocity underesti-

mation for echo intensities below this value, and the bias worsens with decreasing intensity. In

contrast, when the concentration is high but the echo intensity is low, there is no velocity under-

estimation, even for much lower intensities than those thatare observed when concentrations are

low. We were expecting to see a dependence on echo intensity alone, since the signal-to-noise

ratio should typically give an indication of the quality of the data. However, the problem appears

to be a question of the provenance of the signal that is amplified. When concentrations are low,

the signal is dominated by scattering from the surface and/or bottom, whereas when concentra-

tions are high, although the signal may be weak due to attenuation, it is dominated by scattering

from the sediment. Therefore, the signal that is amplified during periods of high concentration

is representative of the motion of the suspended sediment and the water, while it is mainly noise

when the concentration is low.

Figures 5.5, 5.6, and 5.7 reveal similar trends for cells 9, 12, and 15, which are 20 m, 26 m, and

32 m from the instrument, respectively. The velocity is increasingly underestimated with decreas-

ing echo intensity when both the flow speed and the concentration of suspended sediment are low,

but when echo intensities are low but velocities and concentrations are high, there appears to be

a unique index velocity relationship for each measurement cell. The high echo intensity values

of Vq/Vh for the three distances are 0.98, 0.88, and 0.85. These values are consistent with what

we would expect: as we approach the centre of the river, the velocity measured at that distance

is a larger proportion of the mean velocity.
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Figure 5.4:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isère usingdata collected between Novem-
ber, 2009 and July, 2010 in measurementcell 6 (14 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) concentration from the optical turbidity
meter.
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Figure 5.5:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isère usingdata collected between Novem-
ber, 2009 and July, 2010 in measurementcell 9 (20 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) concentration from the optical turbidity
meter.
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Figure 5.6:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isère usingdata collected between Novem-
ber, 2009 and July, 2010 in measurementcell 12 (26 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) concentration from the optical turbidity
meter.
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Figure 5.7:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Romans-sur-Isère usingdata collected between Novem-
ber, 2009 and July, 2010 in measurementcell 15 (34 m from the H-ADCP). The data are plotted as a
function of (a) actual discharge velocity; (b) echo intensity; (c) concentration from the optical turbidity
meter.



101

5.2.2 600 and 1200 kHz H-ADCP data at Romans-sur-Isère

We have seen that the validity of the velocity measurements made with the 300 kHz H-ADCP

at Romans-sur-Isère is not only controlled by the value of theecho intensity, but also by the

concentration of suspended sediment. Since we have multiple H-ADCPs at this site, we can

compare the ability of the three H-ADCPs to measure accurate velocities. In Figures 5.8 and 5.9

we have plotted the data collected in the cell located 14 m from the right bank for the 600 and

1200 kHz instruments, respectively, for comparison with Figure 5.3. It should be kept in mind

that this is more or less equivalent to 14 m from the 600 and 1200 kHz instruments, whereas it is

only 8 m from the 300 kHz H-ADCP. Also, the scale on the y-axis for the 1200 kHz plot differs

from the others.

It can be seen that the high intensity value ofVq/Vh is slightly different for the various instru-

ments, though the measurements are made at approximately the same along-stream distance. It

is 1.11 for the 300 kHz instrument, 1.05 for the 600 kHz instrument and 1.09 for the 1200 kHz in-

strument. These values, which were estimated by eye, are notsubstantially different considering

that the cell size and measurement depth of the various instruments are not the same.

Looking first at the 600 kHz data, it can be seen that the 600 kHzH-ADCP predicts biased

velocities when concentrations are low and the echo intensity is below∼170 counts. However,

above this value, the unique index-velocity relationship works quite well and the spread in the

data is only± 10%. The range of intensity values over which the simple index-velocity rela-

tionship can be applied is much greater than it is for the 300 kHz instrument (170 counts - 220

counts as opposed to 210 - 225 counts). As far as the 1200 kHz data are concerned, there is

much less velocity underestimation, even at echo intensities near the instrument’s noise level (40

counts). Nonetheless, the spread in the data does increase with decreasing echo intensity and

there is a slight tendency to underestimate velocity when the intensity is around 40 - 55 counts

and the concentration is low. Based on these results, we conclude that the 1200 kHz H-ADCP

makes much more accurate velocity measurements than the 300and 600 kHz H-ADCPs. The

velocity underestimation by the 600 kHz H-ADCP could be as pronounced as that of the 300 kHz

instrument; however, the range of intensity values over which it provides reasonable estimates of

velocity is much larger.
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Figure 5.8:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the600 kHz H-ADCP at Romans-sur-Isère using data collected between Novem-
ber, 2009 and July, 2010 inmeasurement cell 13 (14 m from the wall). The data are plotted as a function
of (a) actual discharge velocity; (b) echo intensity; (c) concentration from the optical turbidity meter.
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Figure 5.9:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the1200 kHz H-ADCP at Romans-sur-Isère using data collected between
November, 2009 and July, 2010 in measurementcell 27 (14 m from the right bank). The data are
plotted as a function of (a) actual discharge velocity; (b) echo intensity; (c) concentration from the optical
turbidity meter.



104

5.2.3 Results at Montélimar

Before presenting the velocity data from Montélimar, we remind the reader that the bin size

used at this site is 4 m, while it is 2 m for the 300 kHz H-ADCP at Romans. This difference,

combined with its operation in broad bandwidth mode mean that there should be reduced random

noise at Montélimar compared to Romans-sur-Isère (http://www.rdinstruments.com/

tips/tips\_archive/optimizesetup\_1203.aspx). This means that the spread in

the value of(Vh − Vq)/Vq should be reduced, which would result in smaller whiskers onthe

box plots. Since the H-ADCP at Montélimar appears to be unhindered by either the surface or

the bottom across most of the profile (recall discussion surrounding Figure 4.16), we present

measurements at much larger ranges than at Romans-sur-Isère.

In Figures 5.10 - 5.13, we present data from measurement cells 3, 10, 18, and 24, which are

13.2 m, 41.2 m, 73.2 m and 101.2 m from the instrument, respectively. These data were collected

between January, 2010 and December, 2010. As with the data from Romans, the relationships

between the index velocity error and (a) discharge velocity, (b) intensity and (c) concentration are

shown in individual subplots with all data corresponding toconcentrations exceeding 200 mg/L

shown as green dots. Since we do not have a turbidity meter at the Montélimar study site, the

concentration of suspended sediment can only be estimated when there is attenuation due to the

sediment using the inversion method that will be described in Section 6.1.2. When this is the

case, the difference between the observed attenuation and the attenuation due to pure water is

divided by an attenuation factor of 0.03 m2/kg in order to get an estimate of concentration1. The

concentration estimates in the following section give the reader an idea of the concentrations that

were observed. However, since the attenuation method only applies to concentration on the order

of 100 mg/L and higher, the reader may be under the false impression that low concentrations

are much rarer at Montélimar than at Romans-sur-Isère, this is not the case.

Comparing Figures 5.10 - 5.13 to the corresponding Figures for Romans-sur-Isère, we no-

tice that the range of velocity values observed at Montélimar is less than what was observed at

Romans-sur-Isère: the maximum velocity is∼1.2 m/s at Montélimar as opposed to∼3.3 m/s

at Romans. This is partly because the hydroelectric-generation station just downstream of the

H-ADCP regulates the flow at Montélimar, limiting high velocities during floods, but it is mainly

due to the diversion of a minimum discharge to the Old Rhône which occurs upstream of Mon-

télimar. During floods excess water is also diverted. A second major difference between the

1This value corresponds to the experimental attenuation factor that was observed in the data from the 300 kHz
H-ADCP at Romans-sur-Isère during the flood of May 31 - June 1,2010 (Table 4 ofMoore et al., 2011).
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Romans-sur-Isère and Montélimar data is the range of intensity values that are detected, the

backscattered intensity ranges from 40 counts to 215 countsat Montélimar as opposed to 120 -

225 counts at Romans. The major contributing factor to this difference is the fact that the Mon-

télimar instrument operates in broad bandwidth mode, as opposed to narrow bandwidth mode

and the noise levels for the two modes of operation differ.

Looking at the data measured in the cell that is 13.2 m from theinstrument (Figure 5.10), the

high echo intensity value ofVq/Vh is 0.85 and there appears to be little velocity underestimation

at this distance. However, as both the discharge velocity and the echo intensity decrease, there

is greater spread in the value of the index-velocity error. Secondly, a number of green points in

Figure 5.10(a) at discharge velocities between 0.5 m/s and 1m/s demonstrate that high concen-

trations are less well correlated with high discharge velocities at Montélimar than at Romans-

sur-Isère. This is likely due to the fact that flow speeds are regulated by the downstream dam,

whereas the sediment load is primarily controlled by the sediment brought to the Rhône river

by the Isère river. This means that velocities and concentrations are not always well correlated.

Lastly, it can be seen that the spread in the Montélimar data (variance) at high echo intensities is

less than it is at Romans-sur-Isère. The 95% confidence interval is± 5% about the mean value

at Montélimar, as opposed to± 10 - 15% at Romans.

The data from the cell centred 41.2 m from the H-ADCP at Montélimar are shown in Fig-

ure 5.11. They have similar tendencies to the data at Romans-sur-Isère. As the discharge ve-

locity decreases below 1 m/s, the spread in the index-velocity error increases and the H-ADCP

increasingly underestimates velocity. When the concentration of suspended sediment is low (i.e.

no significant attenuation is observed), the H-ADCP increasingly underestimates velocity as the

echo intensity decreases. The intensity value below which the H-ADCP underestimates velocity

is much lower at Montélimar than at Romans-sur-Isère:∼120 counts, as opposed to∼200 counts.

Similar results of velocity underestimation when concentrations and echo intensities are low are

seen in the data collected at 73.2 m (Figure 5.12) and 101.2 m from the instrument (Figure 5.13).

The trend in the high-intensity value ofVq/Vh with range from the instrument is consistent with

what we would expect. The values are 0.85, 0.80, 0.82, 0.88, with increasing range from the

instrument; this is consistent with the along-stream velocity being highest towards the centre of

the river, and lowest on the edges.
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Figure 5.10:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Montélimar using data collectedbetween January, 2010
and December, 2010 incell 3 (3.2 m from the H-ADCP). The data are plotted as a function of (a) actual
discharge velocity; (b) echo intensity; (c) concentration from the opticalturbidity meter.
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Figure 5.11:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Montélimar using data collectedbetween January, 2010
and December, 2010 incell 10 (41.2 m from the H-ADCP). The data are plotted as a function of (a)
actual discharge velocity; (b) echo intensity; (c) concentration from theoptical turbidity meter.
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Figure 5.12:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Montélimar using data collectedbetween January, 2010
and December, 2010 incell 18 (73.2 m from the H-ADCP). The data are plotted as a function of (a)
actual discharge velocity; (b) echo intensity; (c) concentration from theoptical turbidity meter.
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Figure 5.13:The percent error in the discharge velocity that would be calculated usinga unique index-
velocity relationship for the 300 kHz H-ADCP at Montélimar using data collectedbetween January, 2010
and December, 2010 incell 24 (101.2 m from the H-ADCP). The data are plotted as a function of (a)
actual discharge velocity; (b) echo intensity; (c) concentration from theoptical turbidity meter.
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In order to compare the data obtained at Montélimar to the 300kHz data obtained at Romans-

sur-Isère, Figure 5.14 is a plot of the fitted curves of the index-velocity error as a function of

echo intensity for the low concentration data of all measurement cells previously presented in

this section. The distance at which the measurements were made are listed in the legend and the

different colours represent the different sites. Negativevalues of the index-velocity error indicate

underestimation of velocity by the H-ADCP.
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Figure 5.14: Index velocity error measured at Montélimar (blue) and Romans-sur-Isère (black) as a
function of the backscattered intensity. These curves are only representative of the low concentration data.

Looking at Figure 5.14, it could be argued that the intensitybelow which the horizontal ADCPs

underestimate velocity is a function of range from the instruments. Since the intensity data were

not corrected for range, this is to be expected because the backscattered intensity detected for

scattering from a given concentration of particles decreases with range. Therefore, since the

underestimation is related to the amount of sediment in the water, the onset of underestimation
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occurs at lower intensity values further from the instrument.

The velocity underestimation that is observed at both studysites when concentrations and

backscattered intensities are low suggests that these instruments accept data with too low a signal-

to-noise ratio during low flow conditions. Nevertheless, each of the curves shown in Figure 5.14

is a distinct, intensity-dependent index velocity relationship for that measurement cell that can

be used to obtain a measure of discharge from the H-ADCP data. One could apply these rela-

tionships to the data from each cell to obtain a presumably accurate discharge velocity, assuming

that we have encountered all possible situations.

In order to obtain the discharge velocity from the velocity measured in any one of these cells,

the steps to follow are the following:

1. Look at the intensity profile to determine if there is attenuation caused by suspended sedi-

ment.

2. If there is sediment attenuation, multiplyVh by the index (the plateau value from previously

presented figures), to get the discharge velocity. Even if the intensity values are low, the

velocity measurements are likely accurate.

3. If there is no sediment attenuation, this means that low intensity values are due to a lack

of suspended sediment. In this case, use the curves shown in Figure 5.14 to determine the

discharge velocity, i.e. use an intensity-dependent indexvelocity relationship.

5.3 Conclusions

In the first section of this chapter we presented comparisonsbetween horizontal profiles of along-

stream velocity measured during ADCP gauging to the measurements obtained with the hori-

zontal ADCPs at the Saint-Georges and Montélimar study sites. The profiles of along-stream

velocity were normalized by the maximum value of each profilein order to highlight differences

in the forms of the expected and observed profiles. It was found that velocities measured with

the H-ADCP at Saint-Georges were typically accurate when themaximum velocity of the profile

was greater than∼70 cm/s, but below this value velocities were underestimated. This underes-

timation worsened with range from the instrument and with decreasing flow speeds. Similarly,

when the maximum velocity measured by the H-ADCP at Montélimar was less than 40 cm/s, the

velocity was underestimated. The underestimation was moredrastic than at Romans.
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In the second section of this chapter we used discharge data measured 2 km upstream of

Romans-sur-Isère and 500 m downstream of Montélimar to establish index velocity relationships

for measurements made in a number of different measurement cells using six full months of data

at Romans-sur-Isère and nearly a year of data at Montélimar. The relative difference between

the velocity measured by the horizontal ADCPs and the discharge velocity was examined as a

function of discharge velocity, echo intensity, and concentration. It was seen that when concen-

trations and echo intensities were low, the H-ADCP underestimated velocity. This was true of the

instruments at the two sites, which operated in narrow bandwidth and broad bandwidth modes,

respectively. This velocity underestimation worsened with decreasing echo intensity. However,

when concentrations (and typically velocities) were high,the H-ADCPs measured what we be-

lieve to be the correct velocity, even when the echo intensities were near the instrument’s noise

level. The echo intensity at which H-ADCP velocities went from being acceptable to unaccept-

able was a function of range.

Since Montélimar has an ideal geometry for horizontal ADCP measurements, the observation

of underestimation at this site demonstrates that velocitymeasurements are not accurate when

concentrations and backscattered intensities are low. Whenthe signal is low due to insufficient

suspended sediment, velocities are underestimated, whereas velocity values are correct when the

signal is low due to attenuation. This is not a surprise, since we know that velocity measurements

based on backscattering do not work in clear-water conditions. Nevertheless, the velocity under-

estimation needs to be addressed by the manufacturer, and taken into account by the user. As

was shown in this chapter, this can be done by establishing anintensity-dependent index-velocity

relationship when concentrations are less than 100 mg/L.



CHAPTER 6

I NVERSION METHODS AND THEIR

APPLICATION TO SUSPENDED SEDIMENT

SURVEYS

6.1 Theory

Acoustic Doppler current profilers are composed of piezoelectric transducers which measure

the backscattered signal as a voltage. The intensity is internally converted to the logarithmic

unit of Received Signal Strength Indicator (RSSI) counts (RD Instruments, 2008), which is the

information available to the user. The intensity in counts,E, can be converted to the intensity in

decibels,IdB, if the noise level in counts,Enoise is known. Values ofEnoise can be obtained from

the low-intensity floor when the signal is sufficiently attenuated either due to (1) a long profiling

range or (2) significant sediment attenuation. Herein, the conversion from counts to decibels is

done using the following equation fromGostiaux and van Haren(2010):

IdB = 10 log10
(

10kcE/10 − 10kcEnoise/10
)

, (6.1)

whereIdB = 10 log10 (〈ps2〉 /pref
2) andkc is the conversion factor to go from counts to decibels.

For RD Instruments ADCPs, the reference pressure,pref, is 1µPa. According to the WinRiver

II User’s Guide, the counts to decibels conversion factor depends on the temperature of the

electronics,Te (◦C) as

kc =
127.3

Te + 273
dB/count (6.2)

(RD Instruments, 2009, p. 57), but the value ofkc is typically taken to be the value at 20◦C,

113
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0.43 dB/count, since it changes little with temperature (0.466 at 0◦ versus 0.420 at 30◦). Nonethe-

less, in our calculations it is calculated at each time step using the temperature data.

Equation 6.1 is a correction to the commonly used formulation of Deines(1999). It is impor-

tant to use this formulation when the signal to noise ratio, (kcE − kcEnoise) is less than 10. Oth-

erwiseIdB = kcE. The latter is the formulation most typically used (see for exampleLohrmann

(2001)).

Returning now to Equation 2.15, it can be rearranged as follows (Thorne and Hanes, 2002):

〈

ps
2
〉

= p∗
2r∗

2

(

3τc

16

)(

0.96

kat

)2
〈

f∞
2a2
〉

ρs 〈a3〉
M
e−4αr

r2
, (6.3)

whereτ is the acoustic pulse duration,c is the speed of sound in water and we recall that angular

brackets represent the average over the number size distribution of the particles. Dividing Equa-

tion 6.3 by the square of the reference pressure,pref
2 and taking ten times the common logarithm

of both sides, we get

IdB = 10 log10

(

p∗
2r∗

2

pref
2

)

+ 10 log10

(

3τc

16

(

0.96

kat

)2
〈

f∞
2a2
〉

ρs 〈a3〉
Me−4αr

r2

)

. (6.4)

The first term on the right hand side of Equation 6.4 is the termcommonly referred to as the

source level (Clay and Medwin, 1977) whenr∗ = 1 m.

6.1.1 Inversion of the backscattered intensity to concentration

If the composition, density, and size distributions of the particles are uniform throughout the

measurement volume and if there is no multiple scattering, then Equation 6.4 can be written as

IdB = C + 10 log10 (M)− 20 log10(r)− 2αdB r (6.5)

whereC is a constant andαdB is the total attenuation in decibels. If the sediment attenuation

is negligible or if it can be calculated from intensity profiles (the technique to do so will be dis-

cussed in the following section), then Equation 6.5 can be used to establish a direct relationship

between the backscattered intensity and the suspended sediment concentration. This is often

done by end-users of ADCPs. The first example of such an application was that ofThevenot

et al. (1992). Using water samples collected at a known distance from a 2.4 MHz broadband

ADCP, they established a linear relationship between log base ten of the suspended sediment
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concentration and the relative backscattering strength ofthe particles for both field and labora-

tory measurements. The relative backscattering strength of the particles, whichThevenot et al.

(1992) refer to asBL for backscattering level, is simply the intensity detectedby the transducer

corrected for losses due to spherical spreading and attenuation:

BL = IdB + 20 log10(r) + 2αdBr. (6.6)

It is expressed in units of decibels. Combining Equations 6.5and 6.6, we see that

BL = C + 10 log10 (M) (6.7)

or equivalently

M = 10(BL−C)/10. (6.8)

Thevenot et al.(1992) found that the relationship between concentration and backscattered

intensity that was observed in the field differed slightly from that observed in the laboratory and

both relationships differed from the theoretical relationship presented above. They found

M = 10(0.97+0.077BL) (6.9)

for the laboratory experiments and

M = 10(1.43+0.042BL) (6.10)

for the field experiments. The data on which these calibrations were based are depicted in Figure

6.1, which is a reproduction of Figure 37 ofThevenot et al.(1992). We note that neither the

distance at which the acoustic measurements were made, nor the distance at which the water

samples were collected appear to be reported inThevenot et al.(1992).

Once a log-linear relationship has been established between concentration and range-corrected

backscattered intensity for a given suspension of particles, this relationship can be used to invert

the acoustic data to suspended sediment concentration provided that the size and physical prop-

erties of the particles remain unchanged in time and along the profile. This method has been

applied in a number of studies, including those ofGartner (2004),Topping et al.(2007) and

Wood (2010). The disadvantage of this method is that the calculation of BL depends on the
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Figure 6.1: Reproduction of figure 37 ofThevenot et al.(1992). Calibration curves for a 2.4 MHz
broadband ADCP for measurements made in the laboratory (circles) and in the field (triangles). (We
do not know the distances at which the acoustic measurements were made, orthe water samples were
collected.)

attenuationαdB, which depends on the concentrationM , our unknown, when the sediment at-

tenuation is non-negligible. This poses a problem if the concentration varies with distance from

the transducer. However, we remind the reader that with a side-looking ADCP in a well-mixed

river, the concentration should be homogeneous throughoutthe measurement volume since all

measurement cells are at essentially the same height above the bed. This means that the attenua-

tion can be calculated from the intensity profiles. The stepsto do so are outlined in the following

section.

6.1.2 A novel inversion of the acoustic attenuation to concentration

If the concentration of suspended sediment varies with range from the instrument, then the at-

tenuation must be calculated between neighbouring measurement cells. When the concentration

of suspended sediment does not vary with range from the instrument, the average attenuation is

calculated using the full intensity profile (Note, only measurement cells within the river are used).
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The method that is presented below is for the case where concentration is constant throughout

the measurement volume.

The first step in calculating the sediment attenuation is to add the correction for spherical

spreading,20 log10(r), and the correction for absorption by the water,2αwr, to the intensity in

decibels at each ranger. The attenuation due to water is calculated using Equation 2.20. This

results in whatWright et al.(2010) refer to as the “fluid-corrected backscatter”,FCB where

FCB = IdB + 20 log10(r) + 2αwr. (6.11)

If the attenuation due to the sediment is negligible and if the concentration of scatterersM is

independent of range then in the absence of obstacles the fluid-corrected intensity profile should

be a horizontal line. On the other hand, if there is sufficientsediment to cause attenuation of

the intensity, either due to viscous absorption or scattering by the sediments, thenFCB will

decrease linearly with range. The sediment attenuation canbe calculated as -1/2 the slope of the

fluid corrected intensity profile:

αs dB = −1

2

d (FCB)

dr
. (6.12)

For demonstration purposes, Figure 6.2 is an example of the uncorrected and fluid corrected

intensity profiles for data measured with the downstream beam of the 1200 kHz H-ADCP at

Romans-sur-Isère for a concentration of 2.3 g/L. Notes on thefigure show how the sediment

attenuation is calculated from the slope ofFCB versus range. The sediment attenuation in

linear units is equal to the attenuation in decibels dividedby (20/ ln 10).

Next, in order to convert the acoustic attenuation to concentration of suspended sediment,

we can do one of two things. The first possibility is to establish a linear relationship between

concentration and attenuation using filtration data for water samples or concentration values from

a calibrated turbidity meter, as was done in the backscattered intensity inversion. The slope of

the linear fit gives the experimental value of the ensemble-averaged attenuation constant,〈ζ,exp〉,
so that

M =
αs

〈ζ,exp〉
. (6.13)

The second method consists in assuming a particular grain size distribution and calculating the

concentration by rearranging Equation 2.21 as
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M =
αs

〈ζv〉+ 〈ζs〉
. (6.14)
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Figure 6.2: An example of the raw and range-corrected intensity profiles for data collected with the
downstream beam of the 1200 kHz H-ADCP at Romans-sur-Isère. IdB is the intensity in decibels and
FCB is the intensity corrected for attenuation due to the water. The concentration from optical turbidity
was 2.3 g/L.

As an example of method (1), data from a high concentration event which occurred June 30,

2010 at Romans-sur-Isère are shown in Figure 6.3 for the threeH-ADCPs. The data that were

used for this calibration were collected between 8:00 and midnight and the concentration data

are from the calibrated optical turbidity meter. The time series of concentration of suspended

sediment at the right bank is shown in the small subplot that is over-layed on the calibration

curves. It can be seen from Figure 6.3 that there are very clear linear relationships between

sediment attenuation and suspended sediment concentration for all three instruments. A second

observation is that the attenuation increases more or less linearly with increasing frequency. This

implies that the attenuation is due primarily to viscous absorption, since it would increase as

frequency to the power of four if the attenuation were due to scattering.
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Figure 6.3:The relationship between sediment attenuation and concentration of suspended sediment for
the three H-ADCPs at Romans-sur-Isère on June 30, 2010 (circles for 300 kHz, squares for 600 kHz
and triangles for 1200 kHz data). Concentration values are from the calibrated optical turbidity meter.
The least-squares linear regressions for each instrument are given,as are their equations, and correlation
coefficients.

Linear regressions are fit to the data in Figure 6.3, using theleast-squares method; the slope

of these lines gives the experimental value of the ensemble-averaged attenuation constant,〈ζ,exp〉.
An advantage to this method of establishing a relationship between sediment attenuation and

concentration is that it requires no assumptions about the shape of the particles, since it is based

purely on experimental observations. The disadvantage is that it requires simultaneous measure-

ments from either an optical turbidity meter or water samples and the resulting calibration curve

may be event-specific. If one does not have concentration data then method (2) can be used to

invert the attenuation data to concentration by assuming a theoretical value of the attenuation con-

stant. The disadvantage to this method is that the inversionis based on theoretical calculations

and the theory for viscous absorption was developed for spherical particles. Also, the empiri-

cal formula used to calculate the scattering attenuation isbased on measurements of attenuation

from suspensions of sand-sized particles, which likely do not have the same shape as silts. Both

inversion methods will be tested in Section 6.3.
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6.1.3 Measuring grain size with multi-frequency attenuation data

For suspensions of particles that have size distributions with a single dominant mode, multi-

frequency acoustic backscatter data can be used to determine the mean acoustic size of particles

in suspension. This was first done bySheng(1991) in his PhD thesis. His method was later

adapted byCrawford and Hay(1993) and modified versions of their formulation have been used

since then. Using multi-frequency data,Crawford and Hay(1993) take the effective acoustic

size to be the particle radius that minimizes the differencebetween the ratios of the detected

voltage to the theoretical scattering at two frequencies; that is they find the radius that minimizes

Obsi/Thi − Obsj/Thj whereObs refers to observations,Th refers to theory andi and j are

different frequencies. They used measurements at three frequencies and the mean size was taken

to be the particle radius that minimized the difference between the ratios for two of the three

frequency pairs. As demonstrated in Figure 1 ofThorne and Hardcastle(1997), three frequencies

are typically required when inverting backscattered intensity measurements at MHz frequencies

because there are inflection points in the ratios of the form factor at sizes typical of sand grains

for the frequencies commonly used in oceanography (1 - 5 MHz).

Herein, we take a similar approach to that ofCrawford and Hay(1993), but use attenuation

data instead of backscattered intensity. Grain size is obtained by minimizing the difference be-

tween concentration estimates from data at two frequencies. If ζi(a) is the theoretical attenuation

constant for particles of radiusa at frequencyi, thenαs i/ζi(a) is the concentration of particles

of radiusa that would produce the observed attenuation. Since the multi-frequency measure-

ments are quasi-simultaneous, the concentrations observed by the two instruments are the same.

Therefore, the effective particle size should be the radiusthat minimizes

ǫi,j =
αs i

ζi(a)
− αs j

ζj(a)
, (6.15)

whereαs i is the measured sediment attenuation at frequencyi andζi = ζv + ζs is the theoretical

total sediment attenuation constant at frequencyi.

In practice, minimizingǫi,j is similar to finding the size that minimizesαs i/αs j − ζi/ζj. The

ratios of the theoretical attenuation constants can be calculated from the curves shown in Figures

2.4 or 2.5, depending on whether or not one has prior knowledge about the grain size distributions.

Plots of the theoretical ratios for the three frequency combinations are shown in Figure 6.4. The

values shown in Figure 6.4(a) are computed for the single size case (Figure 2.4) while those

shown in Figure 6.4(b) are computed for the case of lognormalsize distributions.
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It can be seen that in both casesǫi,j will be a multivalued function of grain size. This means

that with only one frequency pair there can be multiple estimates of size for a given data set,

as was the case with the backscatter method ofCrawford and Hay(1993). Consequently, three

combinations of frequency are required in order to deduce grain size without ambiguity. The

particle radius is taken to be the size that minimizes the sumof the absolute value of all three

values ofǫi,j.
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Figure 6.4:The ratios of the theoretical attenuation constants at two frequencies as a function of grain
size: 300 kHz to 600 kHz (solid line), 600 kHz to 1200 kHz (dotted line), 300kHz to 1200 kHz (dash-
dotted line). Subplot (a) is for the single size case (see Figure 2.4) and subplot (b) uses the values presented
in Figure 2.5, which are smoothed over lognormal grain size distributions.

Figure 6.5 is an example of the application of the size inversion using data collected at Romans-

sur-Isère using the two methods: (1) assumption of a single size and (2) assumption of a lognor-

mal volume size distribution withµ = ln a50 andσ = 1. In both cases, the three values ofǫi,j are

plotted versus particle radius. The data were collected at Romans-sur-Isère on June 30, 2010 be-

tween 13:45 and 14:00 during the rise of a high concentrationevent which lasted over 12 hours.

The concentration from the turbidity meter at the time of measurement was 2.09 g/L. Figure

6.5(a) is a plot of the values ofǫi,j as a function of grain radius for the single size case. The sum

of the absolute values ofǫi,j is depicted in red. Figure 6.5(b) is a plot of the values ofǫi,j as a

function of median radius, considering lognormal distributions; the sum of the absolute values of

ǫi,j is depicted in red. It can be seen that the particle radius that is predicted using the single size

scenario is 0.9µm, whereas the estimated median radius is 18µm, when accounting for grain

size distributions. The twenty-fold difference between these values highlights the important role
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of the assumed grain size distribution in the determinationof size. The median radius measured

by laser grain sizer in water samples collected at other times in the year is typically 5µm. This

value lies somewhere between the two theoretical estimates. There are multiple explanations for

this discrepancy. Firstly, the theory used for the inversion is based on the assumption of spher-

ical particles. Secondly, the form of the grain size distribution is only roughly modelled by a

lognormal distribution and any discrepancy between the actual shape of the distribution and our

assumption will induce error. It is clear from this example that if the size distribution of the

particles in suspension is unknown or poorly quantified, then the grain size results obtained from

the attenuation data may be vastly different from reality.
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Figure 6.5:The values ofǫi,j (black) andΣ ǫi,j (red) versus grain size calculated for data collected at
Romans between 13:45 and 14:00 June 30, 2010: (a) using theoretical values based on a single grain size,
plotted against grain radius; (b) using theoretical values for lognormal size distributions, plotted against
the median radius. The comparisons are between the 300 and 600 kHz (solidline), 600 and 1200 kHz
(dotted line) and 300 and 1200 kHz (dot-dashed line) data. The concentration according to the turbidity
meter was 2 g/L.

This technique for determining grain size from multi-frequency attenuation data is innovative

and unique to this thesis. AlthoughTopping et al.(2007) presented multi-frequency attenuation

measurements, they only provided one estimate of size for their entire data set, using multiple

months of concentration and attenuation data to determine the grain size that best corresponded to

Urick’s theory for a single grain size at a single frequency (Equation 2.25). Our approach differs

notably from their’s because we focus on quasi-instantaneous measurements and combine the

data from the three frequencies to get a better estimate of size. Indeed, we admit that caution
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must be used when quoting specific grain sizes due to the significant role played by the grain size

distributions, but the advantage of our method is that by using quasi instantaneous data at three

frequencies we can study the time variation of grain size during high concentration events such

as floods or dam flushing. This method should also be sufficiently robust to monitor changes

in grain size from event to event. Examples of application ofthis method will be shown in

Chapter 7.

6.2 Application of the backscattered intensity inversion

In order to establish the calibration curve for the backscattered intensity method, water samples

are typically collected at a known distance from the acoustic instrument. Data from a calibrated

turbidity meter can also be used. The intensity data must be corrected for losses due to both

spherical spreading and total attenuation. The attenuation due to water,αw, is calculated with

the use of Equation 2.20 and the record of temperature from each H-ADCP. When applicable,

the sediment attenuation,αs, is calculated from the slope of the fluid-corrected intensity profile

as explained in Section 6.1.2. These data are then used to calculate theBL values (see Equation

6.6) at all distances from the transducer. If there are no obstacles blocking the line of sight of the

ADCP and if concentration, size, and physical properties of the suspended sediment are homoge-

neous throughout the measurement volume, then the relationship betweenBL and concentration

should be independent of range.

In the following subsections we examine the relationship between the backscattering level,BL,

and the concentration of suspended sediment at the Saint-Georges, Romans-sur-Isère, Montéli-

mar and Tricastin study sites. The results are presented going from North to South. As presented

in Section 3.2, approximately six months of concurrent acoustical and optical data are available

at Saint-Georges. For Romans-sur-Isère, only the data from the 1200 kHz instrument shall be

presented in order to avoid the questions that plague the 300kHz and 600 kHz data, regarding

their proper positioning. Unfortunately, very few or no measurements of concentration are avail-

able at the Montélimar and Tricastin study sites but we have arecord of the daily-integrated

values of concentration collected approximately 100 km downstream on the Rhône river at Arles.

Due to the temporal averaging of these concentration measurements and the propagation time

between study sites (∼ 30 hours at 1 m/s), they cannot be used to explain fluctuationsof intensity

on hourly time-scales, but they are useful for multi-day events.
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6.2.1 Saône river at Saint-Georges

Figure 6.6 is a plot of six months of acoustical and optical data observed at the Saint-Georges

study site. Periods with missing data in Figure 6.6 are due totechnical problems with either the

optical or the acoustical instruments. This is a typical record of the events that are observed at

this site, where concentrations are always less than 200 mg/L, even during floods. The intensity

values that are depicted are the three-beam average intensity recorded in bin 3 by the 300 kHz

H-ADCP. This corresponds to the first cell in the far field of theinstrument which is 14 m from

the central transducer. From Figure 6.6 it can be seen that when concentrations are low, the

acoustic data are noisy. We also see that for periods for which we have simultaneous acoustic

and optical data, relatively high turbidity values correspond to high backscattered intensities. It

can also be seen that the intensity is saturated when the concentration exceeds∼ 40 mg/L, as

the intensity plateaus at 218 counts. These observations imply that the range of concentration

values over which we will be able to establish a working relationship between concentration and

intensity is limited.
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Figure 6.6:Time series of (a) concentration data from the optical turbidity meter at Saint-Georges and
(b) the backscattered intensity recorded at the cell located 14 m from the 300 kHz H-ADCP. The intensity
data (in counts) are the average intensity recorded by the three beams.

Figure 6.7 is a log-linear plot of concentration versusBL for the data depicted in Figure 6.6.

The thick gray line represents the least-squares fit linear relationship to the data and the thin gray

lines represent± 50% of the concentration values predicted by this line. The slope of the log-

linear regression is 0.049; this is very close to 0.042, the value found byThevenot et al.(1992)

for field measurements with a 2.4 MHz broadband ADCP. For comparison, the data recorded

in the sixth measurement cell of the same instrument are shown in Figure 6.8. These data are

collected 26 m from the H-ADCP. The slope and y-intercept of the least-squares linear regression

for the data collected at 26 m from the instrument are the sameas those for the data collected

at 14 m. A larger range of concentration values are observable at this distance (see difference

in maximum y values) because the signal decreases with rangefrom the instrument, pushing the

concentration at which the signal saturates to higher values. Nonetheless, the manner in which

the range-corrected intensity values plateau around 60 mg/L tends to suggest signal saturation.

In both Figures 6.7 and 6.8, one’s eye may be drawn to the lack of data for concentration values
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between 6 mg/L and 8 mg/L. Concentration values in this range have been observed, but there

are no simultaneous measurements of acoustic scattering due to technical problems.
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Figure 6.7:Concentration of suspended sediment versus the backscattering levelBL measured at 14 m
from the H-ADCP at Saint-Georges. The thick gray line is the least-squares linear regression to the data,
the thin gray lines represent± 50% of the concentration values predicted by the linear regression, R2 is
the correlation coefficient and n is the number of data points used for the fit.
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Figure 6.8:Concentration of suspended sediment versus the backscattering levelBL measured at 26 m
from the H-ADCP at Saint-Georges. The thick gray line is the least-squares linear regression to the data,
the thin gray lines represent± 50% of the concentration values predicted by the linear regression, R2 is
the correlation coefficient and n is the number of data points used for the fit.

Since it is hard to discern trends from the scatter plots of Figures 6.7 and 6.8, these data

are also plotted as box and whisker plots in Figures 6.9 and 6.10. This is done by grouping

the data into bins oflog10(concentration) that are 0.1 units wide. The lower quartile, median

and upper quartile of the sample are calculated for each bin,along with the 2.5% and 97.5%

quantiles. As with a typical box and whisker plot, the box foreach concentration class represents

the zone in which 50% of the data are confined, but unlike a typical box and whisker plot, the

extremes represent the 2.5 and 97.5 % quantiles. The box plots of Figures 6.9 and 6.10 show

that at least half of the data lie within± 50 % of the linear fit when concentrations are low (<

35 mg/L at 14 m and< 50 mg/L at 26 m), but as concentrations increase, the data diverge from

this linear relationship and the range-corrected intensities plateau, suggesting signal saturation.

Use of the regression model for concentrations greater than50 mg/L would therefore result in

underestimation of the suspended sediment concentration on average. A similar result was found

by Wood(2010) for the calibration of a 3 MHz side-looking Sontek acoustic Doppler velocity

meter in the Clearwater River. She found that when the actual concentration exceeded 100 mg/L,
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the concentration obtained from the acoustic backscatter data using a single calibration curve was

less than the actual value that was measured in water samples. Since the Workhorse H-ADCP

that is used at Saint-Georges was operated in high-gain mode(which is the default setting),

the configuration could be switched to low-gain mode if the purpose of the installation was to

monitor suspended sediment concentrations. The reductionof the gain would prevent the signal

from saturating at such low concentrations.
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Figure 6.9: Box and whisker plots of the data presented in Figure 6.7: concentration ofsuspended
sediment versus the backscattering levelBL measured 14 m from the H-ADCP at Saint-Georges. The
thick gray line is the least-squares linear regression to the data, the thin graylines represent± 50% of
the concentration values predicted by the linear regression, R2 is the correlation coefficient and n is the
number of data points used for the fit.
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Figure 6.10:Box and whisker plots of the data presented in Figure 6.7: concentration ofsuspended
sediment versus the backscattering levelBL measured 26 m from the H-ADCP at Saint-Georges. The
thick gray line is the least-squares linear regression to the data, the thin graylines represent± 50% of
the concentration values predicted by the linear regression, R2 is the correlation coefficient and n is the
number of data points used for the fit.

The intensity data that were presented in this section are the average intensity recorded by

all three beams, since this was the data that we had available. For days on which we have the

raw data, we observe that the intensity profiles that are recorded by the downstream and across-

stream beams of the H-ADCP at Saint-Georges are very noisy andthe backscattering level does

not appear to be range independent, as it should be. Consequently, the three-beam averaged

intensity profiles are also noisy and we were not able to establish a satisfactory calibration curve

between concentration and backscattering level at ranges greater than 30 m from the instrument.

In summary, we were able to establish a log-linear relationship between concentration and

range-corrected intensity for the data collected within 30m of the 300-kHz H-ADCP at Saint-

Georges. The data are highly scattered, but acceptably unbiased when concentrations are below

about 30 - 50 mg/L, depending on the distance at which the measurements are made. The measur-

able range of concentration is very limited, but it could be increased if the gain of the instrument

was reduced in order to avoid saturation.
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6.2.2 Isère river at Romans-sur-Isère

In this section we establish a linear relationship between the logarithm of the concentration and

the backscattering level that is measured in the far field of the 1200 kHz H-ADCP at Romans-

sur-Isère. Concentrations are calculated from the turbidity time series at Romans-sur-Isère using

only periods during which the measurements are reliable. Instead of trying to find one unique

relationship for months worth of data, data are presented from a number of different events. This

includes ten days of low concentrations (10 - 25 mg/L) observed between Nov. 20 and Nov. 30,

2009, a spring flood which occurred between May 30 and June 3, 2010 (maximum concentration

of ∼ 8 g/L) and a man-made event caused by dam operations∼ 200 km upstream which occurred

June 30 2010 (maximum concentration of∼ 2.5 g/L). Apart from the November 2009 data, all

of the turbidity data used in this comparison are plotted in Figure 6.11a.

The different colours used in Figure 6.11 represent data collected during November (blue), on

the rise of the spring flood (magenta), the fall of the flood (cyan), the start of the increase in

concentration June 16 (green) and the dam-driven event June30 (yellow). Everything else is

shown in black. Figure 6.11b is the log-linear plot of concentration versus the backscattering

level,BL. The thick gray line is the least-squares linear regressionto all the data and the thin

gray lines represent± 50% of the concentration values predicted by the linear regression.

The slope of the least-squares linear regression fit to all data is 0.059. This is within the range

of values seen byThevenot et al.(1992). Although we have fit one line to all the data, it is clear

from this plot that the data are grouped in terms of events. The group of points corresponding

to concentrations of 10 - 25 mg/L corresponds to the data collected during November. Like

at the Saint-Georges study site, intensities fluctuate significantly when concentrations are low.

The green dots which are seen at concentrations between 400 and 600 mg/L and intensities of

95 - 110 dB correspond to a peak in backscattered intensity that was observed between 04:00

and 06:00 (UTC+1) June 17 when the turbidity began to increaseabruptly. We suspect that the

divergence of these points from the main trend indicates temporarily coarser grain sizes, since

larger particles have a tendency to be resuspended on the rise of floods. The 1200 kHz H-ADCP

may be more sensitive than the turbidity meter to the potential variation in grain size.

The data collected on the rise and fall of the spring flood lie on opposite sides of the overall

linear regression to the Romans-sur-Isère data. By fitting linear regressions to these two subsets,

we see that the y value at x = 0 for the data on the rise of the floodis -4.0 while that on the fall of

the flood is -2.2. From Equations 6.4 and 6.5, we know that the absolute value of the y-intercept
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is the constantC and, for a given instrument, the only term which can vary in the expression for

C is
〈

f∞
2a2
〉

/ρs 〈a3〉. This term is often referred to as the scattering function. Whenka < 1,

as is the case for our measurements,f∞ is proportional toa2. This means that for spheres of a

unique size, the absolute value of the y-intercept should increase asa3. As such, the observation

of a larger absolute value ofC on the rise of the flood than on the fall of the flood supports the

hypothesis that larger grains are in suspension on the rise of the flood.
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Figure 6.11:Romans-sur-Isère: (a) Concentration from turbidity and (b) acoustic calibration data for the
1200 kHz H-ADCP using intensities recorded 3 m from the instrument. The data depicted in panel (b)
include all the data shown in panel (a) plus data from ten days of low concentration data from November
2009. The thick gray line is the least-squares linear regression to the data,the thin gray lines are± 50 %
these y values, R2 is the correlation coefficient and n is the number of data points used for the fit.

The purpose of grouping the data in terms of events was to showthat the relationship be-

tween concentration and backscattering level changes significantly from one event to another.

This is due to the slight changes in grain size that may be observed between and within events.
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In Table 3 ofMoore et al.(2011), we presented theoretical values of the scattering function,
〈

f∞
2a2
〉

/ρs 〈a3〉, for three distinct grain size distributions that were observed at Romans-sur-

Isère. Although the differences between the probability density distributions of grain size ap-

peared negligible, the presence of larger particles in someof the samples led to substantial

differences in the theoretical scattering function1. For an acoustic wave with a frequency of

1228.8 kHz, the three values of
〈

f∞
2a2
〉

/ρs 〈a3〉 were9.4 × 10−4 m2/kg, 4.4 × 10−3 m2/kg

and6.1 × 10−3 m2/kg. The first two values were computed for samples collectedon the fall

of the spring flood, while the third value corresponded to a sample collected mid-May during a

small high concentration event (max concentration of∼ 120 mg/L). We see that the theoretical

scattering function can change by almost an order of magnitude as a result of the slight differ-

ences in grain size that occur at Romans-sur-Isère. Both the theory and our observations suggest

that using the calibration model fit with data from one event to invert the backscattered intensity

to concentration during another event with different grainsizes, can lead to an over or under

prediction of concentrations by almost an order of magnitude.

Since the calibration curve is so sensitive to slight changes in grain size, caution must be taken

when using this method to predict sediment transport. Nevertheless, single calibration curves

can and have been used by other researchers to estimate dailysuspended sediment loads (e.g.

Wood, 2010) from side-looking ADCP intensity data. Using calibration curves based on less

than twenty samples collected at different times throughout a year, Wood used the backscattered

intensity of a 3.0 MHz and 1.5 MHz H-ADCP to obtain time series of the daily load of suspended

sediment at two study sites. These results were found to be inreasonable agreement with trans-

port curves. Therefore, depending on the desired accuracy and the time scale on which one is

interested in studying sediment transport, the backscattered intensity inversion method may be

acceptable. However, if an order of magnitude error is not acceptable, then an event-specific

intensity inversion method must be used.

6.2.3 Rhône Canal at Montélimar

As stated earlier in this chapter, we have insufficient measurements of concentration at the Mon-

télimar study site in order to perform the acoustic calibration properly, however we can use the

daily-averaged values of concentration downstream at Arles. We have measurements of backscat-

tered intensity at Montélimar and concentration at Arles for a good part of 2010. As with Saint-

Georges, the intensity values are the three-beam averaged intensity. Figure 6.12 is a plot of the

1N.B. The distributions that are plotted inMoore et al.(2011) are not probability distributions.
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concentration at Arles versus the daily-averaged backscattering level,BL, recorded 14 m from

the 300 kHz H-ADCP at Montélimar. We have not accounted for propagation time between the

two sites since the purpose of this subsection is merely to determine whether or not such an

inversion method is feasible.
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Figure 6.12: Daily-averaged values of suspended sediment concentration at Arles versus the daily-
averaged backscattering levelBL measured at 14 m from the H-ADCP at Montélimar for all available
data in 2010. The thick gray line is the least-squares linear regression to thedata, the thin gray lines are±
50% the y-values predicted by this line, R2 is the correlation coefficient and n is the number of data points
used for the fit.

Although the maximum concentration in 2010 for which we haveacoustic measurements is

only 200 mg/L, it can be seen from Figure 6.12 that the backscattering level is a continuously

increasing function of concentration. Signal saturation is not a problem at Montélimar as it is

for the 300 and 600 kHz H-ADCPs at Romans and the 300 kHz H-ADCP at St-Georges. This is

likely because the H-ADCP at Montélimar operates in wide bandwidth mode, unlike the 300 kHz

instruments elsewhere, as was previously discussed in Section 3.3. When an instrument operates

in wide bandwidth mode, the signal to noise ratio (backscattered intensity) is less than when it

operates in narrow bandwidth mode (Clay and Medwin, 1977, p. 122).

The results at Montélimar are very promising. Since the backscattering level is independent
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of range at this study site (see Figure 4.16), as it should be for a homogeneous distribution of

sediment and an unobstructed line of sight, the data from allmeasurement cells resemble the data

that were presented in Figure 6.12. The range-independenceof the relationship combined with

the large range of detectable concentrations implies that the backscattered intensity inversion

method could be applied to data at this site. However, it is clear that a proper calibration can only

be obtained using water samples collected at Montélimar.

6.2.4 Rhône Canal at Tricastin

In this section we present a comparison between the data collected by the 300 kHz H-ADCP at

Tricastin and the concentration at Arles in order to examinethe feasibility of using the backscat-

tered intensity inversion method at this study site. As withMontélimar, the intensities are the

three-beam average. Figure 6.13 is a plot of the daily-averaged concentration at Arles versus

the daily-averaged backscattering level using data recorded 14 m from the H-ADCP for all data

recorded in 2008.
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Figure 6.13:Daily-averaged values of suspended sediment concentration at Arles versus the backscatter-
ing level measured at 14 m from the H-ADCP at Tricastin for 2008. The thick gray line is the least-squares
linear regression to the data, the thin gray lines are± 50% the y-values predicted by this line, R2 is the
correlation coefficient and n is the number of data points used for the fit.
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As with Montélimar, we find that the concentration is a continuously increasing function of

BL, although the maximum concentration at which we have acoustic measurements is only

40 mg/L. Since this H-ADCP operates in narrow bandwidth mode,we expect that at concen-

trations higher than 40 mg/L, the signal will saturate, as itdoes for the 300 kHz instruments at

Saint-Georges and Romans. By further examination of data not shown here, we saw that the

backscattering level at Tricastin was independent of rangefor all distances within 50 m of the H-

ADCP. This implies that the data from any of the cells within the first 50 m could possibly be used

to do an inversion based on the backscattering level. As withMontélimar, in-situ measurements

with a higher temporal resolution are required in order to perform a proper calibration.

6.3 Application of the attenuation inversion

6.3.1 Saône River at Saint-Georges

As can be seen from the turbidity data that were presented in Figure 6.6, the maximum concentra-

tion that was observed at Saint-Georges during the study period was 120 mg/L. Since this value

is fairly low, we did not expect to see attenuation due to the suspended sediment, and nor did we.

Historical records at this site show that concentrations are rarely much higher: records from a

flood that occurred in February 2006 show that the maximum concentration was 146 mg/L (Le

Coz et al., 2007), while the maximum concentration of 1995 recorded ata station 28 km upstream

was 124 mg/L (Astrade, 2005). As a consequence, the high concentration method of converting

sediment attenuation to suspended sediment concentrationcannot be used at this study site.

6.3.2 Isère river at Romans-sur-Isère

Concentrations at the Romans-sur-Isère study site are on the order of 10 mg/L most of the year,

but during the spring snow melt they are on the order of 1 g/L. They are also high during the

annual dam maneuvers which occur during the summer months 70km upstream at the St Egrève

dam and on the Longefan retention basin on the Arc river whichis a tributary to the Isère,

∼ 130 km upstream. During the spring and summer of 2010 we captured a number of natu-

ral and man-made events with the three H-ADCPs and therefore have significant attenuation data

at this site.

To begin with, results are presented from the spring flood which occurred between May 31

and June 2, 2010. Figure 6.14 is a plot of the concentration measured by the optical turbidity
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meter versus the sediment attenuation observed at the threefrequencies for this event. Linear

regressions are fit to the data using the least-squares method; the inverse of the slope of these

lines is the experimental value of the attenuation constant, 〈ζexp〉. Water samples were collected

every four hours on the fall of the flood. The concentration values measured in these samples

were about 20% less than the actual concentration. This is what we would expect from the data

presented in Figure 3.6 which show that use of the linear relationship between concentration and

turbidity will have a tendency to over-estimate the actual concentration at values greater than

∼200 mg/L.

Another thing to note about Figure 6.14 is that the value of the y-intercept of the linear regres-

sions increases with increasing frequency. Theoretically, it should be zero, since zero suspended

sediment should lead to zero sediment attenuation. The non-zero y-intercepts may indicate that

either the attenuation due to pure water was underestimated, or there was some other source of

attenuation that was unrelated to the suspended sediment, such as bubbles. However, they more

likely represent normal experimental error.

Since we have grain size measurements for samples collectedon the fall of this flood (one

every 4 hours starting at noon June 1), we can compare the theoretical values of the attenuation

constants computed for the measured grain size distributions to the experimental results. From

the inverse of the slope of the linear regressions in Figure 6.14, the experimental attenuation

constant is 0.032 m2/kg for the 300 kHz instrument, 0.059 m2/kg for the 600 kHz instrument

and 0.115 m2/kg for the 1200 kHz instrument. The 300 kHz value is in good agreement with the

theoretical values for this event (0.032 - 0.035) m2/kg. The 600 value is about two thirds what is

predicted by theory: 0.087 - 0.090 m2/kg, while the 1200 kHz value is about half the theoretical

values, 0.211 - 0.214 m2/kg.
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Figure 6.14:Relationship between concentration from optical turbidity and sediment attenuation mea-
sured with the 300 kHz (blue), 600 kHz (magenta) and 1200 kHz (red) H-ADCPs between May 31 and
June 3, 2010 at Romans-sur-Isère. The least-squares linear regressions to the data are shown, R2 is the
correlation coefficient and n is the number of data points used for the fit.

Four days of data from what appears to be a second natural floodare shown in Figure 6.15.

This event occurred between June 16 and June 20, 2010 and the maximum concentration was

2 g/L. In Figure 6.15, one’s eye may be drawn to the handful of outliers in the 1200 kHz data.

These points correspond to a peak in attenuation that occurred at the start of the flood. Since

sediment deposits are often eroded on the leading edge of floods when velocities increase quickly,

we speculate that the 1200 kHz instrument is detecting a change in grain size to which the other

instruments are less sensitive. Unfortunately we did not collect any water samples during this

event, but we know from Figure 2.4 that the 1200 kHz instrument should detect attenuation due to

scattering from particles with radii between 30 and 100µm (large silts and fine sands), while the

300 and 600 kHz instruments should not. Thus, it is likely that the peak in 1200 kHz attenuation

data on the rise of the flood indicates the presence of larger particles.

As for the 300 kHz instrument, considerable differences were seen between the attenuation
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data that were calculated from the three beams. There were also large fluctuations in the atten-

uation value when the concentration was less than 500 mg/L, as can be seen in Figure 6.15. As

such, we have limited confidence in the 300 kHz attenuation data at low concentrations. The

slope of the linear regression to the 300 kHz data is twice that for the May 31 event, though

it yields an experimental attenuation constant of 0.018 m2/kg, which is within the limits of the

theoretical values computed for all grain size distributions measured at Romans throughout the

year. The slopes of the linear regressions in Figure 6.15 decrease with increasing frequency, as

in Figure 6.14, but there is more scatter in the data at concentrations less than 500 mg/L. The

slopes of the 600 and 1200 kHz data are similar to those for theprevious flood. They are half the

theoretical values computed for the grain size distributions that were presented in Table 3.5.
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Figure 6.15:Relationship between concentration from optical turbidity and sediment attenuation mea-
sured with the 300 kHz (blue), 600 kHz (magenta) and 1200 kHz (red) H-ADCPs between June 16 and 20,
2010 at Romans-sur-Isère. The least-squares linear regressions tothe data are shown, R2 is the correlation
coefficient and n is the number of data points used for the fit.

Lastly, results are presented from a man-made event which occurred June 30 2010. This event

was characterised by a quick rise in concentration from 60 mg/L to 2.5 g/L over a period of

3 hours, followed by a descent that lasted 8 hours. The results are shown in Figure 6.16. As
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with the second flood, we have no water samples for this event.The experimental attenuation

constants for the data presented in Figure 6.16 are 0.020 m2/kg, 0.040 m2/kg and 0.077 m2/kg

for the 300, 600, and 1200 kHz data, respectively. Again, thevalue for the 300 kHz attenuation

data is in agreement with the theoretical values for spherical particles, while the values for the

600 and 1200 kHz data are smaller than the theoretical valuesby about a factor of two.
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Figure 6.16:Relationship between concentration from optical turbidity and sediment attenuation mea-
sured with the 300 kHz (blue), 600 kHz (magenta) and 1200 kHz (red) H-ADCPs between June 30 and
July 1, 2010 at Romans-sur-Isère. The least-squares linear regressions to the data are shown, R2 is the
correlation coefficient and n is the number of data points used for the fit.

The discrepancy between theoretical and experiment valuesis likely because the theoretical

values assume two things: (1) all particles are spherical and (2) the results from laser grain size

analysis are correct. The particles are clearly not spherical and, as has been previously discussed,

there is uncertainty in the grain size measurements. Part ofthe discrepancy between theoretical

and experimental values could also be explained by the possibility of flocculated particles at the

study site. Although the scattering and attenuation characteristics of flocculated particles are not

known, the presence of flocs in rivers has been confirmed byDroppo and Ongley(1994). The

possibility of flocs could be explored in future studies withthe use of an in-situ laser grain sizer
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such as the LISST.

The results of Figures 6.14 - 6.16 show that the calibration curve for the attenuation method

can change from event to event by up to 60% for the 300 kHz data,and by 20 - 30% for the 600

kHz and 1200 kHz data. Since the differences between the observed and theoretical values at

600 kHz and 1200 kHz are upwards of 100%, this supports the useof a single calibration curve

based on observations at this study site. However, in the absence of turbidity measurements or

water samples to fit an experimental relationship, we shouldbe able to predict concentration

from the attenuation data within a factor of two using the grain size distributions of the primary

particles that were measured in the laboratory.

6.3.3 Rhône Canal at Montélimar and Tricastin

As previously mentioned, the nearest station at which we have concentration data for both Mon-

télimar and Tricastin is Arles. Since attenuation values can change significantly in the course of

a day, it is not prudent to use this information to calibrate arelationship between attenuation at

Montélimar and Tricastin and concentration. We therefore use inversion method (2), by comput-

ing concentration values using Equation 6.14, with〈ζ〉 = 〈ζv〉 + 〈ζs〉 = 0.03 m2/kg and with

〈ζ〉 =0.064 m2/kg. The first value is a typical value for the grain sizes observed upstream at

Romans-sur-Isère, while the second value is the maximum of the theoretical viscous attenuation

at 300 kHz for spheres of a single size (see Figure 2.4). Sincewe expect the grain sizes at Mon-

télimar to be similar to those at Romans, the first value gives what we expect to be reasonable

results. The latter provides the minimum possible concentration for the event. Time series of

the two concentration estimates from the Montélimar attenuation data are compared to the daily

averaged concentration at Arles in Figure 6.17.

It can be seen from Figure 6.17 that the acoustic attenuationdata at Montélimar can be used

to capture high concentration events both in form and magnitude. As for the measurements at

Tricastin, the concentration from the attenuation data is plotted against the concentration data at

Arles in Figures 6.18 and 6.19. Figure 6.18 is a plot of all available data in 2008 and Figure 6.19

is a plot of the 2010 data.
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Figure 6.17:Time series of concentration measured by filtration at Arles (black) compared to values
from the attenuation of the 300 kHz H-ADCP intensity atMontélimar for 2010. Data from Arles are
daily averages, while the data from Montélimar are calculated from fifteen-minute averaged intensity
profiles usingM = αs/〈ζ〉 with 〈ζ〉 = 0.03 m2/kg (blue) and 0.064 m2/kg (cyan), which is the maximum
value for grains of a single size at 300 kHz.
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Figure 6.18:Time series of concentration measured by filtration at Arles and by the attenuation of the
300 kHz acoustic data atTricastin for 2008. Data from Arles are daily averages, while the data from
Tricastin are calculated from fifteen-minute averaged intensity profiles using M = αs/〈ζ〉 with 〈ζ〉 =
0.03 m2/kg (blue) and 0.064 m2/kg (cyan), which is the maximum value for grains of a single size at
300 kHz.
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Figure 6.19:Time series of concentration measured by filtration at Arles and by the attenuation of the
300 kHz acoustic data atTricastin for 2010. Data from Arles are daily averages, while the data from
Tricastin are calculated from fifteen-minute averaged intensity profiles using M = αs/〈ζ〉 with 〈ζ〉 =
0.03 m2/kg (blue) and 0.064 m2/kg (cyan), which is the maximum value for grains of a single size at
300 kHz.
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Next we compare the concentration time series obtained fromthe attenuation data at Montéli-

mar to the values obtained at Tricastin. Although the sites are only separated by 15 km, it must

be kept in mind that between the two sites there is the Châteauneuf Dam, the confluence with the

old Rhône, the branching of the river into the old Rhône and the Donzère canal and the Donzère-

Mondragon Dam. A comparison of the two concentration time series is shown in Figure 6.20 for

all concurrent data recorded in 2010, along with a zoom on twomajor events in the bottom two

panels of the plot. It can be seen that there is very good agreement between the concentration

data at the two study sites. Nevertheless, the Tricastin data are much noisier. This may be due to

a variety of reasons including the relative shallowness of the instrument, its non-negligible roll

(-1.7◦), and the fact that it is in a navigation canal.

As for the downstream propagation of the suspended sediment, the observations are consistent

with what we would expect. Firstly, the concentration values are less at Tricastin than at Montéli-

mar. This is expected because the sediment will have a tendency to settle to the bottom and get

trapped behind the various dams as it propagates downstream(Bravard, 1987). In addition, there

are no other sources of suspended sediment between the two sites. Secondly, the propagation

time of the peaks in concentration is between 2 and 4 hours. This is consistent with a mean flow

speed of 1 - 2 m/s to cover the 15 km that separates them. This flow speed is consistent with the

velocities that were observed at the Châteauneuf dam.
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Figure 6.20:Time series of concentration measured by filtration at Arles (black) and by the attenuation
of the 300 kHz acoustic data at Montélimar (blue) and Tricastin (magenta) for2010. Data from Arles are
daily averages, while the data from Montélimar and Tricastin are calculated from fifteen-minute averaged
intensity profiles usingM = αs/〈ζ〉 with 〈ζ〉 = 0.03 m2/kg.

6.4 Conclusion

In this chapter we presented the two methods that can be used to invert the backscattered intensity

profiles from the H-ADCPs to suspended sediment concentrations. The first method is the inver-

sion of the backscattered intensity. We presented calibration curves between the backscattering

level and the concentration of suspended sediment at the four different study sites. The appli-

cation of this method is limited to relatively low concentrations of suspended sediment. This

is because the intensity values obtained when using the default settings of RD Instruments 300

and 600 kHz Workhorse H-ADCPs are saturated at relatively lowconcentrations (< 60 mg/L)

within the first 30 m from the instruments. We concluded that this method was very sensitive to

the changes in grain size that can be observed between normalflow conditions (mainly silts) and

floods (mainly silts with some sands).

The second method that was presented in this Chapter is the attenuation method. This method
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is what we call the high-concentration inversion method, since it requires relatively high con-

centrations of suspended sediment in order to induce sediment attenuation. The hypothesis un-

derlying this method is that the concentration and grain size are homogeneous across the pro-

file, though the attenuation can also be calculated between neighbouring cells. The attenuation

method could not be used with the data collected on the Saône river since the concentrations that

were observed (<100 mg/L) were not high enough to induce attenuation of the 300 kHz signal.

In contrast, the method was applied with outstanding success at the Romans-sur-Isère study site.

Co-incident measurements with the calibrated optical turbidity meter at Romans were used

to establish experimental relationships between sedimentattenuation and concentration of sus-

pended sediment for a number of different events. We found distinct linear relationships between

the two parameters, which is consistent with theory. The experimental values of the sediment at-

tenuation constant were within a factor of two of the values predicted by theory for attenuation

from spherical particles. The experimental values of the attenuation constant varied by 20 - 60%

from event to event. This is greater than the typical inter-event variation of the calibration curve

of a turbidity meter, but it is much better than the variationof the calibration curve for the

backscattered intensity method. It was concluded that the attenuation inversion method is ideal

for measuring suspended sediment concentrations when concentrations at our study sites are on

the order of 100 mg/L or higher.



CHAPTER 7

APPLICATION OF THE ATTENUATION

I NVERSION M ETHOD TO SPECIFIC

HYDROLOGICAL EVENTS

In this chapter we combine the measurements at the various study sites to analyse the data from

a natural flood. In terms of the propagation of discharge, we have measurements at the various

dams and hydrometric stations as well as the measurements offlow speed from the horizontal

ADCPs. The index-velocity relationships that were presented in Chapter 5 are used to convert the

H-ADCP velocity to the discharge velocity, which is then multiplied by the wetted area to get the

discharge. As for measurements of the suspended sediment, we have data from a turbidity meter

on the Isère at Beaumont-Monteux, the concentration measurements on the Rhône at Arles, and

the acoustic data from the various H-ADCPs. The locations of the various sites were previously

presented in Figure 3.2.

We use the attenuation inversion method that was presented in Section 6.1.2 to determine con-

centrations of suspended sediment, and the method presented in Section 6.1.3 to determine grain

size from the attenuation measurements. The event that is analysed is the flood which occurred

on the Isère river between May and June 2010. This event was selected for two reasons, the first

being that it was the largest flood that occurred on the Isère river during this thesis. Secondly,

the turbidity meter did not function during twelve hours on the rise of the flood; thus, the objec-

tive was to determine whether the acoustic data could fill thegap in the optical measurements of

concentration.

147
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7.1 Studying the Propagation of a Spring Flood

A spring flood on the Isère river was first detected at Romans-sur-Isère on May 31, 2010. In

order to collect water samples throughout the event, we wentto the study site to program the

automatic sampler. We arrived at the site on the morning of June 1, 2010 and found that the

turbidity meter had stopped working due to a programming error. It was restarted around noon.

The automatic sampler was used to collect water samples every four hours on the fall of the flood.

These samples were analysed for both concentration and grain size and the concentration data

were found to be in satisfactory agreement with the turbidity data, as can be seen from Figure 7.1.

Data were collected with the three H-ADCPs and the water levelsensor throughout the flood.
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Figure 7.1:A time series of the concentration data at Romans-sur-Isère measured by the turbidity meter
(black line) and by in-situ sampling (red triangles).

In the following analysis, we average the raw H-ADCP data overfifteen minutes in order to

smooth fluctuations. In order to obtain the discharge velocity from the velocities measured by the

H-ADCPs, we use the data collected in the cell that is centred 14 m from the right bank for each

instrument since this is one of the few distances at which velocity measurements could be made

by all three instruments. The velocity at 14 m is converted tothe discharge velocity using the
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index velocity relationships that were presented in Figures 5.3, 5.8 and 5.9. Since concentrations

were high throughout the entire event, a unique relationship can be used to convert the velocity

measured by the H-ADCPs to the discharge velocity, i.e.Vq/Vh is a constant. The index-velocity

values for each H-ADCP areVq/Vh = 1.11, 1.05 and 1.09 for the 300, 600 and 1200 kHz H-

ADCPs, respectively. As previously discussed in Section 5.2.2, the difference between the ratios

for the different instruments is not significant since the standard deviation about this value at

high intensities is 5–6 % (Note: the spread between the whiskers in the box and whisker plots of

Chapter 5 is four standard deviations).

To get the discharge, we multiply the discharge velocity from each H-ADCP by the average

wetted area for the fifteen minutes corresponding to the H-ADCP data. We determine the wetted

area from the water level and bathymetry data, as was previously discussed in Section 5.2. Based

on the temporal fluctuations in the water level and the portion of the river near the edges for

which we do not have bathymetry data, we estimate the uncertainty in our values of the wetted

area to be about 4%. The concentration of suspended sedimentis determined from the sediment

attenuation that is detected by each H-ADCP. We use the methodoutlined in Section 6.1.2 to

get the sediment attenuation from the fifteen-minute averaged intensity profiles. The calibration

curve for this particular event (Figure 6.14) is used to invert attenuation to concentration. Based

on the difference between the concentration values from theoptical turbidity meter and the water

samples that were depicted in Figure 7.1, we estimate the uncertainty in the concentration values

from the attenuation inversion method to be about 10% for this particular event.

Figure 7.2(a) is a plot of the concentration values from the sediment attenuation at the three

frequencies overlayed on the data from the optical turbidity meter. Figure 7.2(b) is the time series

of the velocity measured by each H-ADCP at 14 m from the right bank. Periods of missing

velocity data in subplot (b) indicate that the velocity could not be measured at that distance

due to too high a sediment attenuation. Figure 7.2(c) is a time series of the sediment transport

rate, or suspended sediment discharge, in kg/s assuming that the concentration of suspended

sediment was vertically uniform. These values are calculated by multiplying the concentration

in kg/m3 by the discharge, which is the product of the wetted area and the discharge velocity. As

previously mentioned, the discharge velocity is obtained from the previously established index-

velocity relationships.

The turbidity data and the 600 kHz acoustic data are not discernible in Figure 7.2(a) because
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they are nearly identical to the 1200 kHz data, which were thelast to be plotted. It is not sur-

prising that the concentration values from the three H-ADCPsare in good agreement with one

another. This is because the co-incident optical and acoustical data for this event are the calibra-

tion data that were used to determine the experimental sediment attenuation constant. There are,

however, slight differences between the values predicted by the 300 kHz instrument and the 600

and 1200 kHz instruments: the 300 kHz instrument predicts higher concentration values prior

to the rise of the flood and slightly different values during the flood. The high concentration

values that it predicts prior to the start of the flood are not realistic. The instrument’s difficulty

in measuring concentration when the sediment attenuation is low is not surprising given its poor

positioning and the relatively low attenuation at this frequency. Regardless of this disadvantage,

from Figure 7.2(b) it can be seen that the 300 kHz instrument was able to measure velocities at

distances further across the river than its higher frequencies counterparts. This is partly due to

its positioning 6 m from the wall, but also because the signalis not as strongly attenuated.
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Figure 7.2: (a) Concentration of suspended sediment at Romans-sur-Isère measured with the turbidity
meter (black) and the 300 kHz (blue), 600 kHz (magenta) and 1200 kHz (red) H-ADCPs. (b) Along-
stream velocity measured at 14 m from the right bank with the three H-ADCPsand (c) the resulting
sediment transport rates in tonnes per second.

In order to study the propagation of this event, we have hourly data from a turbidity meter

belonging to EDF on the Isère river at the Beaumont-Monteux station, 15 km downstream of

Romans. These values, which are averaged over one hour, are multiplied by the discharge at

Beaumont-Monteux in order to get the sediment transport rate. Further downstream is the 300

kHz H-ADCP at Montélimar. We calculate the concentration from the sediment attenuation us-

ing the experimental attenuation constant at Romans for thisevent,〈ζexp〉=0.03 m2/kg. To get the

transport rate of suspended sediment we multiply the concentration by the discharge data from

the Châteauneuf dam 500 m downstream. (Note: we could have also used the velocity values
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from the H-ADCP itself). Lastly, we have measurements of concentration and discharge at Ar-

les. The concentration values are integrated over one day, with the automatic sampler collecting

small amounts of water every hour. The discharge values thatwe have are the daily maximum

discharge. The multiplication of the daily integrated concentration and the daily maximum dis-

charge gives an upper estimate of the average daily sedimenttransport rate, though it gives no

information on the details of the sediment transport event.In all cases it has been assumed that

the concentration was vertically uniform.

Figure 7.3 is a plot of the rate of suspended sediment transport in kg/s measured with the

various techniques at the various sites for this event. Figure 7.4 is the same data with the sediment

transport rates plotted on a logarithmic scale. Error bars are not depicted in this plot since it is

already busy enough, however, we estimate the standard uncertainty on the sediment transport

rate that was determined with the H-ADCP data to be± 12 % for this event. The details of this

calculation are given below.

The sediment transport rate from the H-ADCP data,Ψh is the product of the index-velocity

constant,K, the index velocityVh, the wetted area,A, and the mass concentration from the

H-ADCP,Mh:

Ψh = K VhAMh. (7.1)

The standard uncertainty,uΨ, in the sediment transport rate can be calculated using the following

formula if we assume that the errors on the different parameters are mutually independent:

(uΨ
Ψ

)2

=
(uK
K

)2

+

(

uVh

Vh

)2

+
(uA
A

)2

+

(

uMh

Mh

)2

(7.2)

From the error bars in Figures 5.3, 5.8 and 5.9 we see thatuK/K is∼5%. For the three H-ADCPs,

the statistical uncertainty for velocity measurements made with one ping is 66 mm/s. Since we

average over 15 pings, the standard error is 66/
√
15, which is 17 mm/s. For a flow speed of 2 m/s,

this corresponds to an uncertainty of 1%. We already mentioned that the uncertainty in the wetted

area is 4% and the uncertainty in the concentration values for this event is 10%. Combining these

values we obtain a standard uncertainty of 12% for the sediment transport rate.
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Figure 7.3:Sediment transport rates calculated using data from the various H-ADCPsat Romans-sur-
Isère, the turbidity meter at Beaumont-Monteux combined with the discharge atthe Beaumont-Monteux
dam, the H-ADCP at Montélimar combined with the discharge at the Montélimar dam and water samples
at Arles combined with values of the maximum daily discharge.
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Figure 7.4: Sediment transport rates plotted on a logarithmic scale. Values are calculatedusing data
from the H-ADCPs at Romans-sur-Isère, the turbidity meter at Beaumont-Monteux combined with the
discharge at the Beaumont-Monteux dam, the H-ADCP at Montélimar combined withthe discharge at the
Montélimar dam and water samples at Arles combined with values of the maximum dailydischarge.
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It can be seen that the sediment transport rate that is measured at Beaumont-Monteux is slightly

higher than that at Romans-sur-Isère, though it is not significantly different, given the uncertainty

of the data. Nonetheless, multiple explanations exist for potentially higher sediment transport

rates at Beaumont-Monteux than at Romans-sur-Isère. To beginwith, further sediment may be

eroded into suspension with propagation downstream. Secondly, the La Vanelle dam, which is in

between Romans and Beaumont-Monteux, could have been opened wider than usual during this

natural flood, which would likely result in erosion of the sediment that was previously deposited

upstream of the La Vanelle dam.

It can be seen that the rate of sediment transport at Montélimar (on the Rhône canal) is sig-

nificantly less than it is on the Isère river. This is what we would expect since the flood only

occurred on the Isère river and not on the Rhône. As such, the water would have been heavily

diluted at the confluence of the two rivers. There would also have been sedimentation behind

the Beaumont-Monteux dam. The estimate of the sediment transport rate at Arles is an order

of magnitude less than at Montélimar. We expected a decreasein suspended sediment since the

sediment should have a tendency to deposit with propagationdownstream, both along the river

and behind the numerous dams.

7.2 Variations in suspended sediment grain size throughout the flood

In this section we use the theory that was outlined in Section6.1.3 to compute the grain size of

the suspended sediment for the flood that was presented in theprevious section. For this analysis

it is assumed that the particles had lognormal size distributions. By comparing the attenuation

that is observed at the different frequencies to the theoretical attenuation constants for a range of

median grain sizes, we obtain an estimate of the size of particles in suspension throughout the

event. The median radius of the particles is taken to be the size that minimizes the sum of the

absolute values ofǫi,j for all three frequency combinations (see Section 6.1.3 forfurther details).

Figure 7.5(a) is a plot of the attenuation data at the three frequencies for the flood, and Fig-

ure 7.5(b) is a plot of the median grain radiusa50 determined from the acoustic measurements. It

can be seen that apart from the apparent decrease in the median radius from 35µm to 20µm at

the start of June 2, 2010, the median grain size changes minimally throughout the event. The time

at which the observed change in grain size occurred corresponds to the time at which there was

a peak in attenuation (see Figure 7.5(a)). Since the peak in the 300 and 600 kHz data occurred

slightly earlier than the peak in the 1200 kHz data, the ratios of the attenuation at the different
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frequencies are altered, which leads to the different estimation ofa50.
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Figure 7.5:(a) Attenuation data measured with the 300 kHz (blue), 600 kHz (magenta) and 1200 kHz
(red) H-ADCPs at Romans-sur-Isère. (b) The median grain radius obtained using the multi-frequency
attenuation inversion method.

The vertical lines in Figure 7.5 represent the time for whichdetailed grain size determination

plots are presented in Figure 7.6. This Figure depicts the value of ǫi,j as a function of median

grain radius for the three frequency combinations for each of the four time steps. The sum of

their absolute values is shown in red. The data in subplot (a)correspond to the very start of

the flood, the data in subplot (b) and (c) correspond to high values of attenuation towards the

middle of the flood, and the data in subplot (d) correspond to the narrow peak in attenuation that
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was just discussed. We see that at 12:15 May 31, a particular grain size is hard to discern since

the minimum value ofΣǫi,j is not very pronounced. This is likely due to the small amountof

attenuation at the start of the flood. At 00:45 June 1, the attenuation is high at all frequencies,

and the sum ofǫi,j has a fairly distinct minimum. The same is true of the data from 13:15 June 1.

At 01:45 June 2 we see that there are two possible grain size estimates, either 20µm or 66µm,

but the minimum is at 20µm.
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Figure 7.6:Four examples of the multi-frequency size estimation method based on the acoustic attenua-
tion data. The parameterǫi,j is the relative difference between the estimations of concentration with the
data from two frequencies, assuming a particular median radius.. The solid lineis the size from the 300 to
600 kHz comparison, the dotted line is from 600/1200, the dash-dotted line is from 300/1200 and the red
line is the sum of the absolute value of the three curves.

Grain size analysis was performed on all of the samples collected on the fall of the flood

(see Figure 7.1). The size distributions measured for thesesamples are shown in Appendix A.

The median radius from the laser grain sizer was about 6µm for all samples. This value is

substantially different from the estimation from the multi-frequency attenuation data, 35µm.

As was seen in Chapter 2, Section 6.1.3, the size estimates arevery dependent on the assumed

form of the grain size distribution. Nevertheless, the results presented in this section show that
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even with a good assumption of the form of the grain size distribution, it is not always easy to

discern a particular grain size from the multi-frequency attenuation data. Therefore, we conclude

that at this stage of the research multi-frequency attenuation data are not sufficient to provide

quantitative estimates of grain size.

On the other hand, multi-frequency attenuation data appearto provide qualitative information

of the variation in size of the suspended sediment throughout events. Take for example the multi-

frequency data shown in Figure 6.15. These data were collected during a flood which occurred

in June 2010. Although there is a fairly distinct linear relationship between sediment attenuation

and concentration for the 300 and 600 kHz H-ADCPs, the same is not true of the 1200 kHz

data. There are a handful of points that correspond to relatively high attenuation at 1200 kHz

for relatively low concentrations. These values, which diverge from the otherwise straight line,

occurred on the rise of the flood.

The observation of attenuation at 1200 kHz but not 300 and 600kHz indicates that the 1200 kHz

instrument detected attenuation from a size of particles towhich the other two instruments were

less sensitive. From Figure 2.4, it can be seen that the 1200 kHz instrument should be more sen-

sitive to fine sand particles (radii ranging from 30-100µm) than the other two instruments. Thus

our observation suggest that larger particles were eroded into suspension on the leading edge of

the flood. This is very plausible. However, when applying themulti-frequency size inversion

method, we could not get a satisfactory estimate of grain size. The value tended towards infinity

for this temporary peak in 1200 kHz attenuation.

Our results demonstrate that at the present time multi-frequency attenuation data can be used

to monitor changes in grain size of suspended sediment qualitative but not quantitatively. Labora-

tory experiments with controlled grain size distributionsare required in order to better understand

how sound is attenuated by suspension of silts and clays. Better grain size analysis of the sed-

iments is also required. For one, the samples should be pre-treated to assure that no organic

matter is present. Also, complementary size analysis with an electro-resistance sizer, such as a

Coulter Counter should also be performed.



CHAPTER 8

CONCLUSIONS

The aim of this thesis was to determine the capacities and limitations of using commercial hori-

zontal ADCPs to measure sediment fluxes in rivers by proposingadequate inversion approaches

and methods. Over the last five years these instruments have gained popularity for continuous

measurements of flow speed in rivers. Their use for measuringconcentrations of suspended sed-

iment has also been explored. Despite this, the literature seems to lack sufficient information on

the capacities and limitations of these instruments. Sincepreliminary studies showed that veloc-

ity measurements made using H-ADCPs were not accurate duringlow flow conditions, one aim

of this study was to identify the source of measurement errors and quantify their accuracy as a

function of hydrological and suspended sediment conditions. The second aim was to develop a

method for determining fluxes of suspended sediment at the various study sites.

In this thesis we presented measurements made using RD Instruments horizontal-ADCPs at

five different study sites in the Rhône river basin. These sites are run by Compagnie Nationale du

Rhône (CNR), Electricité de France (EDF) and Cemagref Lyon, and the H-ADCPs from which

the measurements were presented belong to either CNR, EDF, or Teledyne RDI. The areas of

focus of this dissertation were four-fold. To begin with, the importance of proper positioning of

the instruments was explored. Next we focused on the accuracy of the velocity measurements

and the factors controlling this accuracy. Thirdly, we presented two methods for determining con-

centration of the suspended sediment, but concentrated primarily on a novel attenuation method.

A novel method for monitoring changes in grain size of the suspended sediment throughout high

concentration events was also developed. Finally, we applied the attenuation inversion method

to determine sediment transport rates and variations in grain size for a particular event.

159
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8.1 Positioning

In Chapter 4 we demonstrated that despite what is stated by themanufacturer, horizontal ADCPs

are not resilient to scattering from the surface at a grazingangle. By applying oceanographic

concepts to hydrological studies we modelled the air-waterinterface as a Lambertian scatterer.

We showed that the irregularities that were observed in the 300 and 600 kHz velocity and intensity

profiles at Romans-sur-Isère during periods of low concentration were likely due to scattering

from the surface. This can overpower the scattering from theparticles in the water column when

the water is dilute. The H-ADCPs at Romans were repositioned, but we found that due to the

limited depth and the problems with precisely positioning the instruments, it was not possible to

profile across the 85-m width of the river. The simple modelling done in this thesis can be used

as a tool in the future, sincein situ tests to verify proper positioning are not sufficient if doneon

a day when concentrations are relatively high.

8.2 Measuring velocity

Data from three study sites were used to investigate the validity of the H-ADCP velocity profiles.

The H-ADCP data from Saint-Georges and Montélimar were compared to results from moving-

boat gauging with an ADCP. It was seen that the H-ADCPs underestimated velocity when the

flow speeds were low and the underestimation worsened with distance from the instrument. We

used discharge data from nearby gauging stations and the water level at the H-ADCPs to calculate

the mean cross-sectional velocity (the discharge velocity) at Romans and Montélimar. Seven

months of discharge velocity data were compared to the velocity measured by the three H-ADCPs

at Romans-sur-Isère at a range of distances from the instruments. It was found that when the

backscattered intensity was low due to insufficient sediment (at concentrations> 70 mg/L), the

300 kHz H-ADCP underestimated the velocity. The velocity underestimation and spread in

the data worsened with decreasing intensity. Alternatively, when the intensity was low due to

sediment attenuation resulting from high concentrations (at concentrations? 100 mg/L), the

velocities measured by the 300 kHz H-ADCP were generally within 10% of the values from

ADCP gauging.

We concluded that one could apply an intensity-dependent index velocity type relationship

to obtain the discharge velocity from the 300 kHz H-ADCP data if the signal was low due to

low sediment concentrations. To decide whether the signal is low due to low or high sediment
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concentrations, one must look at the intensity profiles. If anon-negligible sediment attenuation

is calculated from the intensity profile, then use of a uniqueindex-velocity relationship is more

appropriate. The 600 and 1200 kHz instruments at Romans also underestimated velocity when

concentrations were low, though to a lesser extent. The 1200kHz instrument provided the most

accurate velocity measurements of the three instruments. Since higher frequency signals are

more significantly attenuated, the maximum range at which the 1200 kHz instrument can profile

concentration and velocity is much less than that of the 300 kHz instrument. Thus, a decision

must be made. If one is interested is accurate velocity measurements up to ranges of only 20 m,

then a 1200 kHz instrument should be used. If, on the other hand, the goal is to profile further,

but accuracy is less important, then a 300 kHz or 600 kHz H-ADCPshould be used.

8.3 Measuring suspended sediment concentrations and grain size

Two methods were presented for determining the concentration of suspended sediment from

the backscattered intensity data: direct use of the intensity data or use of the attenuation data.

At the range of frequencies of the instruments used in this study, clay and silt-sized particles

lead to significant attenuation of the acoustic signal when concentrations exceed∼100 mg/L.

The attenuation is linearly proportional to the concentration of suspended sediment. Since the

sediment attenuation was less sensitive than the backscattered intensity to the changes in grain

size that were observed, the majority of our study focused onthe inversion of the attenuation data.

Considering that the majority of sediment transport in rivers is done by extreme events such as

floods and dam flushing, this method is particularly adapted to fluvial sediment transport studies.

Relationships between sediment attenuation and concentration from optical turbidity were es-

tablished for the three instruments at Romans-sur-Isère fora number of different events. The

experimental values of the sediment attenuation constantsobtained from these calibrations were

compared to theoretical values calculated for the size distributions of the primary particles that

were measured in water samples at Romans-sur-Isère. There was very good agreement between

theory and observations for the 300 kHz signal. For the 600 kHz instrument the experimental

value was about two-thirds the theoretical value and for the1200 kHz instrument it was half.

Since the attenuation due to viscous absorption is not a simple function of grain size (see Fig-

ure 2.4), over or underestimation of particles of a given size can have different effects on the

theoretical attenuation calculated for different frequencies. This may explain why the agreement

between the data and the theoretical values calculated fromthe observed grain size distributions
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is not the same at all frequencies. In addition, part of the disagreement between theory and ob-

servations may be related to the fact that what we measured inthe laboratory were the grain size

distributions of the primary particles in suspension, while flocs may be present in the river. In a

future study the possibility of flocculation could be investigated with use of an in-situ laser grain

sizer such as a LISST. Lastly, the theory is based on the assumption of spherical grains.

Although we had no physical measurements of concentration or grain size at Montélimar or

Tricastin, attenuation data from these two sites were divided by the experimental sediment at-

tenuation constant observed during a flood at Romans in order to estimate concentrations of

suspended sediment during a series of small floods. The temporal separation of the peaks in

concentration was consistent with the flow speeds that were observed, and the concentration of

suspended sediment decreased with downstream propagation, as we would expect.

We presented a method for determining grain size from multi-frequency attenuation data and

discussed the importance of havinga priori knowledge of the form of the grain size distributions.

The difference between the size of the particles obtained with the multi-frequency inversion can

differ by a factor of 20 depending on whether one makes the simplistic assumption of single-sized

particles, or the more realistic assumption of a lognormal distribution. The actual median grain

size measured by laser grain sizing in water samples collected during the same event was some-

where between the two values. We presented attenuation datafrom a natural flood at Romans-

sur-Isère during which only the 1200 kHz instrument measured a large peak in attenuation on

the leading edge of the flood. Since this peak in attenuation was not detected by the other two

instruments, we suspect that this was due to the presence of fine sands. We make this assertion

because sands with radii≤ 100µm have been observed during floods at Romans-sur-Isère, and

we know that the attenuation at 300 and 600 kHz is negligible for particles with radii ranging

from 30-100µm. Multi-frequency attenuation data can therefore be used to provide qualitative

information on variations in the size of suspended sediments throughout an event.

8.4 Application of the method

In the last section of this thesis we combined the measurements of velocity and concentration

(from attenuation) to determine the rate of suspended sediment transport for a large flood that

occurred in the spring of 2010. Since concentrations were high, the velocity measurements were

assumed to be accurate. For each instrument we used a unique index velocity relationship to de-

termine the mean cross-sectional velocity; that, combinedwith the wetted area from bathymetry
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and water level data gave the discharge. This was multipliedby the concentration from the at-

tenuation to determine the rate of suspended sediment transport. The downstream propagation

of the event was studied with the use of turbidity data 15 km downstream, the H-ADCP data

from Montélimar and daily-averaged values of concentration and discharge from Arles. With

the use of the size inversion method we determined a value forthe median particle radius of

the suspended sediment at Romans-sur-Isère throughout the event. We saw that size variation

throughout this particular event was minimal.

8.5 Perspectives

In terms of perspectives for this work, the primary objective is the validation of the intensity-

dependent index-velocity method at Romans and Montélimar. We would like to see if the dis-

charge velocity can be calculated from the H-ADCP data with this method with acceptable accu-

racy. This will be done by examining data not used for the calibration of the relationship. If the

method is successful, the next step will be to program the acquisition systems for the instruments

such that these relationships are taken into account as the data are acquired. This would provide

the hydropower producers to whom these instruments belong with accurate measurements of

velocity in real-time.

Secondly, we would like to further investigate the suspended sediment conditions at Montéli-

mar. We have acoustic data that suggests that there is re-suspension of the sediment behind the

dam during dam maneuvers. We also have data that suggest thatthe concentrations and/or grain

size are not homogeneous across the profile during these maneuvers, but lack the data to confirm

this hypothesis. We would like to measure both the spatial and temporal variability of the grain

size and concentration at Montélimar through water sampling campaigns. This would enable

us to decide whether these instruments and the methods developed in this thesis can be used to

detect changes in concentration or grain size across a profile.

Other perspectives include a comparison of RDI horizontal ADCPs to Sontek instruments,

since the latter are used by a number of researchers at the USGS (e.g.Topping et al., 2007;

Wright et al., 2010;Wood, 2010). In the publications that we have cited in this thesis, the problem

of signal saturation is not addressed, nor is there any mention of inaccuracies in the velocity

measurements. This could be because there are no problems, but is likely because the studies

have not yet been undertaken.

The last immediate perspective of this work is the application of the attenuation inversion
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method to data collected on the Isère and Rhône rivers during the spring of 2008. A large flood

occurred between May and June, 2008 with concentrations at Romans-sur-Isère reaching 20 g/L.

This event was of particular interest to the French hydro-meteorological community and our new

method will provide those interested in studying this eventwith data at sites where none were

previously available.

Further horizons for studies include an investigation of the influence of flocculated particles

on acoustic scattering and attenuation. This calls for bothlaboratory and field studies. In future

river studies it would be important to quantify whether or not flocs are present in the measurement

volume. This could be done with the use of an in-situ laser grain sizer, such as a LISST.

The methods presented in this thesis for determining fluxes of suspended sediment from

horizontal-ADCP data are very promising for the continued use of these instruments to survey

rivers. We think that the attenuation inversion method could be used to detect large scale vari-

ations in suspended sediment across the measurement volumeof an H-ADCP, since a change

in concentration or grain size should induce a change in the slope of the intensity profile. This

would be of particular interest for the study of confluences or turbidity currents in reservoirs.

This study also highlights the possibilities that exist forthe use of instruments that operate at

multiple frequencies. River surveying ADCPs that can operateat two different frequencies are

now commercially available. This study suggests that the multi-frequency measurements that

they provide could potentially be used to determine both concentration and variation in the grain

size of suspended sediment, even during extreme flow conditions.



APPENDIX A

L ASER GRAIN SIZER RESULTS FOR

ROMANS-SUR-I SÈRE SUSPENDED

M ATTER

The complete results of grain size analysis done with the laser grain sizer are presented in this

section. The relevant information is listed in the tables, and the size distributions are shown as

both volume and number size distributions. In all figures, volume fractions are shown on the left

hand side, and number size distributions are shown on the right hand side. The samples analysed

using the Fraunhofer method are depicted as circles, and those analysed using the Mie method

are depicted as triangles. If the samples were collected by hand the symbols are open and if they

were collected by the automatic sampler, they are filled.
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Table A.1:Relevant information for the samples collected at Romans-sur-Isère between January, 2009 and June, 2010 and analysed using the laser
grain sizer. This includes the sizing method (Fraunhofer or Mie theory),theconcentration measured by filtration, the sizer concentration in percent
volume and mass and the residual error. A star in the concentration column indicates that the sample may have been diluted for grain size analysis
and the daggers in the sample column indicate that the sample from 01/06/2010 was analysed on three different days.

Sample Method Measured Conc Laser Obscuration Sizer Conc Sizer Conc Residual Error Notes
(mg/L) (%) (% volume) (mg/L) (%)

09/01/2009 10:20 Fr 8* 0.9 0.0014 37 0.4 -
09/01/2009 12:00 Fr 2* 0.9 0.0012 32 0.7 -
09/01/2009 14:25 Fr 4* 1.1 0.0018 48 0.4 -
16/01/2009 11:00 Fr 3* 0.6 0.0008 21 0.6 -
21/01/2009 13:41 Fr 5* 1.1 0.0017 45 0.5 -
21/01/2009 13:41 Fr 5* 1.2 0.0019 50 0.7 -
26/01/2009 11:30 Fr 15* 3.3 0.0028 74 0.5 -
30/01/2009 11:00 Fr 8* 1.7 0.0020 53 0.5 -

05/02/2009 13:15 (R1) Fr 6* 1.0 0.0014 37 0.7 -
05/02/2009 13:15 (R2) Fr 6* 1.0 0.0012 32 0.6 -

05/03/09 13:00 Fr 7* - - - - -
05/03/09 15:00 Fr 4* - - - - -
05/03/09 16:15 Fr 5* - - - - -

11/05/2010 04:31 Fr 104* 4.9 0.0042 111 4.0 -
11/05/2010 08:31 Fr 91* 5.8 0.0052 138 3.9 -
11/05/2010 08:31 Fr 91* 5.3 0.0063 167 3.3 -
11/05/2010 12:31 Fr 54* 3.3 0.0034 90 4.8 -
01/06/2010 11:34 Fr 6407* 13.7 0.0142 376 0.3 -
01/06/2010 11:34 Mie 6407* 14.2 0.0193 511 1.1 -

01/06/2010 11:34† Fr 5838 (then diluted) 26.7 0.0283 750 0.6 -
01/06/2010 11:34†† Fr 5838 (then diluted) 20.5 0.0225 596 0.6 -
01/06/2010 12:02 Fr 8337* 28.3 0.0313 829 0.9 -
01/06/2010 12:04 Fr 3823 (6051.4 mg/L 2nd time)* 15.2 0.0158 419 2.0 -
01/06/2010 18:02 Fr 4664* 28.7 0.0288 763 1.1 -
01/06/2010 21:02 Fr 2516* 15.4 0.0147 390 2.2 -
02/06/2010 00:02 Fr 2433* 14.6 0.0147 390 2.2 -
02/06/2010 03:02 Fr 1665* 17.1 0.0172 456 2.0 -
02/06/2010 06:02 Fr 1191* 12.2 0.0119 315 2.3 -
02/06/2010 06:02 Mie 1191* 12.1 0.0161 427 2.4 -
02/06/2010 09:02 Fr 958* 15.6 0.0161 427 2.0 -
02/06/2010 12:02 Fr 804* 11.1 0.0114 302 2.4 -
02/06/2010 15:02 Fr 518* 8.8 0.0092 244 2.8 -
02/06/2010 18:02 Fr 466* 9.9 0.0106 281 2.8 -
02/06/2010 21:02 Fr 306* 8.7 0.0085 225 2.7 -
03/06/2010 00:02 Fr 423* 10.8 0.0112 297 2.9 -
03/06/2010 03:02 Fr 460* 11.2 0.0107 284 2.3 -
03/06/2010 06:02 Fr 3945* 9.9 0.0095 252 2.4 -
03/06/2010 09:02 Fr 318* 10.3 0.0105 278 2.7 -
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Table A.2:Relevant information for the grain size analysis results of samples collected at Romans-sur-Isère in June, 2010 and analysed using the
laser grain sizer. This includes the sizing method (Fraunhofer or Mie theory) and the measured concentration. The sizer concentration in percent
volume and mass are given along with the residual error. A star in the concentration column indicates that the sample may have been diluted for
grain size analysis.

Sample Method Measured Concentration Laser Obscuration Sizer Concentration Sizer Concentration Residual Error Notes
(mg/L) (%) (% volume) (mg/L) (%)

03/06/2010 12:02 Fr 289* 10.3 0.0098 260 2.3 -
03/06/2010 15:02 Fr 200* 8.2 0.008 212 2.7 -
03/06/2010 18:02 Fr 201* 8.7 0.0081 215 2.6 -
03/06/2010 21:02 Fr 192* 8.2 0.0078 207 2.9 -
04/06/2010 00:02 Fr 173* 7.0 0.0066 175 3.3 -
04/06/2010 03:02 Fr 244* 7.2 0.0069 183 3.3 -
04/06/2010 06:02 Fr 198* 7.0 0.0068 180 3.3 -
04/06:2010 09:02 Fr 191* 7.2 0.0077 204 3.5 -
04/06/2010 09:59 Fr 167* 8.1 0.0097 257 3.4 -
04/06/2010 11:01 Fr 145* 8.0 0.0083 220 3.3 -
08/06/2010 11:00 Fr 330* 7.5 0.0075 199 0.4 -
08/06/2010 14:00 Fr 270* 6.7 0.0065 172 0.4 -
08/06/2010 17:00 Fr 251* 6.6 0.0067 178 0.4 -
08/06/2010 20:00 Fr 232* 5.5 0.0058 154 0.4 -
08/06/2010 20:00 Mie 232* 5.5 0.0081 215 0.9 -
08/06/2010 23:00 Fr 218* 7.4 0.007 186 0.7 -

09/06/2010 02:00 (R1) Fr 236* 6.4 0.0078 207 0.4 -
09/06/2010 02:00 (R2) Fr 236* 10.9 0.0128 339 0.3 -

09/06/2010 05:00 Fr 312* 10.2 0.0101 268 0.4 -
09/06/2010 08:00 Fr 269* 7.5 0.007 186 0.4 -
09/06/2010 11:00 Fr 242* 8.0 0.0074 196 0.6 -
09/06/2010 14:00 Fr 239* 7.0 0.006 159 0.8 -
09/06/2010 17:00 Fr 247* 7.3 0.0069 183 0.5 -
09/06/2010 20:00 Fr 450* 9.8 0.0089 236 0.4 -
09/06/2010 20:00 Mie 450* 9.8 0.011 292 1.1 -
09/06/2010 23:00 Fr 728* 13.6 0.0127 337 0.5 -
10/06/2010 02:00 Fr 588 13.3 0.0132 350 0.4 -
10/06/2010 05:00 Fr 460 8.4 0.0077 204 0.3 -
10/06/2010 08:00 Fr 266 6.8 0.007 186 0.6 -
10/06/2010 11:00 Fr 254 6.4 0.0067 178 0.4 -
10/06/2010 14:00 Fr 239 5.7 0.006 159 0.5 -
10/06/2010 17:00 Fr 238 6.2 0.0068 180 0.4 -
10/06/2010 20:00 Fr 199 5.3 0.0058 154 0.4 -
10/06/2010 23:00 Fr 226 6.8 0.0076 201 0.7 -

11/06/2010 02:00 (Part 1) Fr 323 6.8 0.0079 209 0.4 -
11/06/2010 02:00 (Part 1) Mie 323 6.9 0.0099 262 0.9 -
11/06/2010 02:00 (Part 2) Fr 323 6.6 0.0077 204 0.4 -

11/06/2010 05:00 Fr 479 9.1 0.0104 276 0.4 -
11/06/2010 08:00 Fr 364 8.5 0.0095 252 0.4 -
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Table A.3:Relevant information for the grain size analysis results of samples collected at Romans-sur-Isère between June and October, 2010 and
analysed using the laser grain sizer. This includes the sizing method (Fraunhofer or Mie theory), the measured concentration, the sizer concentration
in percent volume and mass and the residual error. A star in the concentration column indicates that the sample may have been diluted for grain size
analysis.

Sample Method Measured Concentration Laser Obscuration Sizer Concentration Sizer Concentration Residual Error Notes
(mg/L) (%) (% volume) (mg/L) (%)

23/06/2010 10:49 Fr 64 6.4 0.0362 959 2.7 -
24/06/2010 04:00 Fr 160 3.6 0.0046 122 0.5 -
25/06/2010 04:00 Fr 87 1.0 0.0014 37 0.7 contains one big particle
26/06/2010 04:00 Fr 80 1.4 0.002 53 0.5 -
27/06/2010 04:00 Fr 93* 5.8 0.007 186 1.3 -
28/06/2010 04:00 Fr 85* 5.9 .008 212 1.6 -
29/06/2010 04:00 Fr 82* 5.5 .0081 215 1.7 -
30/06/2010 04:00 Fr 79* 6.6 .0084 223 1.6 -
01/07/2010 04:00 Fr 146* 10.1 0.011 292 1.6 -
02/07/2010 04:00 Fr 98* 6.9 0.007 186 1.2 -
03/07/2010 04:00 Fr 194* 13.7 0.0124 329 0.7 -
04/07/2010 04:00 Fr 195* 10.6 0.0178 472 0.9 -
05/07/2010 04:00 Fr 206* 13.3 0.0143 379 1.2 -
06/07/2010 04:00 Fr 168* 11.7 0.014 371 1.1 -
07/07/2010 04:00 Fr 141* 9.9 0.0099 262 1.3 -
08/07/2010 04:00 Fr 126* 10.8 0.0109 289 1.1 -
09/07/2010 04:00 Fr 94* 8.7 0.0094 249 1.5 -
10/07/2010 04:00 Fr 77* 7.2 0.0075 199 1.1 -
11/07/2010 04:00 Fr 73* 6.9 0.0069 183 1.4 -
12/07/2010 04:00 Fr doute 8.5 0.0085 225 1.4 -
13/07/2010 04:00 Fr doute 12.5 0.0107 284 0.8 -
14/07/2010 04:00 Fr 84* 12.77 0.0647 1714.55 3.271 -
15/07/2010 04:00 Fr 118* 9.64 0.0095 251.75 0.853 -
16/07/2010 04:00 Fr 59* 6.01 0.0062 164.3 1.17 -
17/07/2010 04:00 Fr 57* 5.35 0.0057 151.05 1.195 -
22/07/2010 04:00 Fr XXX 3.42 0.0053 140.45 1.533 -
27/07/2010 04:00 Fr XXX 4.3 0.0091 241.15 1.605 -
04/08/2010 04:00 Fr XXX 3.8 0.0061 161.65 1.222 -
13/08/2010 04:00 Fr XXX 6.59 0.0214 567.1 0.771 -
28/09/10 04:00 Fr 21 4.06 0.0159 421.35 0.679 contains algae
02/10/10 04:00 Fr 13 4.08 0.0946 2506.9 3.815 contains algae
10/10/10 04:00 Fr 25 7.22 0.0847 2244.55 2.544 contains algae
10/10/10 04:00 Mie 25 6.5 0.0891 2361.15 3.341 contains algae
12/10/10 04:00 Fr 22 6.59 0.0823 2180.95 3.154 contains algae
24/10/10 04:00 Fr 12 4.28 0.0706 18709 8.039 a bit of algae
30/10/10 04:00 Fr 18 2.28 0.0023 60.95 5.24 algae and clumping
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Table A.4: Relevant information for the grain size analysis results of samples collected at Romans-sur-Isère between October, 2010 and January,
2011 and analysed using the laser grain sizer. This includes the sizing method (Fraunhofer or Mie theory), the measured concentration, the sizer
concentration in percent volume and mass and the residual error. A star inthe concentration column indicates that the sample may have been diluted
for grain size analysis.

Sample Method Measured Concentration Laser Obscuration Sizer Concentration Sizer Concentration Residual Error Notes
(mg/L) (%) (% volume) (mg/L) (%)

10/12/2010 12:15 Fr 64 6.58 0.0054 143.1 2.904 many biological floating particles
10/12/2010 13:10 Fr 85 10.34 0.0124 328.6 0.479 some big floaters
10/12/2010 17:10 Fr 63 7.99 0.0069 182.85 2.262 no observable floaters

11/12/2010 01:10 (Part 1) Fr 57 9.66 0.0435 1152.75 2.891 appears to contain only sediment
11/12/2010 01:10 (Part 2) Fr 57 4.59 0.003 79.5 2.554 appears to contain only sediment
11/12/2010 01:10 (Part 2) Mie 57 4.6 0.0041 108.65 2.494 appears to contain only sediment

11/12/2010 05:10 Fr 62.4 7.11 0.0043 113.95 1.77 only sediment
11/12/2010 17:10 Fr 57.9 6.71 0.012 318.0 0.532 only sediment

12/12/2010 05:10 (Part 1) Fr - 7.85 0.0562 1489.3 2.987 -
12/12/2010 05:10 (Part 2) Fr - 2.89 0.003 79.5 3.535 -
12/12/2010 05:10 (Part 2) Fr - 2.9 0.004 106.0 4.108 -

12/12/2010 21:10 Fr - 3.37 0.0029 76.85 3.938 -
13/12/2010 05:10 Fr - 4.39 0.2751 7290.15 4.922 -
13/12/2010 13:10 Fr - 2.99 0.1159 3071.35 3.864 -
15/12/2010 04:00 Fr - 4.18 0.1113 2949.45 3.817 lots of algae, used ultrasound
25/12/2010 04:00 Fr - 4.51 0.0845 2239.25 3.524 -
17/01/2011 15:00 Fr 4.8 1.09 0.0007 18.55 15.411 -
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Romans-sur-Isère between January and March, 2009.
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Figure A.2: Grain size distributions measured using a lasersizer for water samples collected at
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are shown as circles, while those analysed using the Mie theory are shown as triangles. Empty
symbols represent samples collected by hand, and filled symbols represented samples collected
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Figure A.9: Grain size distributions measured using a lasersizer for water samples collected at
Romans-sur-Isère between July and September, 2010. Samplesanalysed using the Fraunhofer
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Figure A.10: Grain size distributions measured using a laser sizer for water samples collected at
Romans-sur-Isère between September and December, 2010. Samples analysed using the Fraun-
hofer theory are shown as circles, while those analysed using the Mie theory are shown as tri-
angles. Empty symbols represent samples collected by hand,and filled symbols represented
samples collected by the automatic sampler.
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Figure A.11: Grain size distributions measured using a laser sizer for water samples collected
at Romans-sur-Isère during December, 2010 and January, 2011. Samples analysed using the
Fraunhofer theory are shown as circles, while those analysed using the Mie theory are shown as
triangles. Empty symbols represent samples collected by hand, and filled symbols represented
samples collected by the automatic sampler.



APPENDIX B

ADCP VELOCITY DATA COLLECTED AT

ROMANS-SUR-I SÈRE PRIOR TO THE

THESIS

The following figure is taken fromPierrefeu(2008)’s presentation at theJournée utilisateurs

Technitrade. It summarizes the results from ADCP gauging at Romans-sur-Isère by grouping the

velocity profiles by discharge. It can be seen from this figurethat all velocity profiles have essen-

tially the same form, regardless of the range of discharge values within which the measurements

were made.
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Figure B.1: Across-stream velocity profiles measured duringADCP gauging at Romans-sur-
Isère for a range of discharge values. Figure is taken fromPierrefeu(2008).
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SUIVI DES FLUX D ’ EAU ET DE MATIÈRES EN SUSPENSION DANS LES COURS D’ EAU PAR

PROFILEURS ACOUSTIQUESDOPPLER HORIZONTAUX

Stephanie A. MOORE

Résumé :

Cette thèse est une étude de l’applicabilité des profileurs acoustiques Doppler horizontaux (H-ADCP)
pour le suivi des flux d’eau et de matières en suspension (MES) dans les rivières. Plus d’un an de don-
nées acquises avec des H-ADCP de 300, 600 et 1200 kHz sur quatre sites, sur le Rhône, l’Isère et la
Saône, avec des géométries et des conditions de forçage contrastées sont analysées. Les résultats mon-
trent qu’une profondeur de section limitée peut poser problème en raisonde la diffusion d’une partie de
l’énergie acoustique par la surface libre. De plus, quand l’intensité rétrodiffusée par les particules est trop
faible, les mesures de vitesse sont sous-estimées ou plus dispersées parrapport aux mesures de référence.
Des relations de vitesse indice sont toutefois établies en fonction de l’intensitéet de la concentration afin
de corriger les vitesses. La concentration en MES est déterminée à partir de l’atténuation acoustique qui
est importante pour des suspensions concentrées de limons (? 100 mg/L). Les constantes d’atténuation
sont obtenues par calage sur des mesures de turbidité ; elles sont proches des valeurs théoriques calculées
pour les distributions granulométriques des particules primaires. Les mesures acoustiques de concentra-
tion sont en bon accord avec les mesures de référence et reproduisent finement la dynamique temporelle.
En outre, l’évolution de la granulométrie est étudiée à partir des mesures multi-fréquences d’atténuation
sous l’hypothèse que les distributions granulométriques sont lognormales.Cette étude montre qu’une
fois que les conditions limites pour des mesures fiables sont bien établies, le H-ADCP est un outil per-
formant pour le suivi des flux d’eau et de MES dans les rivières, surtout pendant des périodes de fortes
concentrations telles que des crues.

Mots-clés :Mesures acoustiques multi-fréquences, flux de sédiments ensuspension, H-ADCP,
atténuation acoustique.

MONITORING FLUXES OF WATER AND SUSPENDED SEDIMENT

IN RIVERS USING SIDE-LOOKING ACOUSTIC DOPPLER CURRENT PROFILERS

Abstract:

The work investigates the feasibility of using horizontal acoustic Doppler current profilers (H-ADCPs) to
monitor fluxes of water and suspended sediment in rivers. Year-long data sets acquired with H-ADCPs
operating at 300, 600 and 1200 kHz at four sites with varying geometries and flow forcing conditions on
the Rhône, Saône and Isère rivers are analyzed. Findings show thatlimited depth can pose a problem due
to scattering of a fraction of the acoustic energy from the air-water interface. A second problem arises
when the backscattered intensity from the suspended sediment is too weak;this leads to underestimation
or higher variability of the velocity estimates compared to reference values. Nevertheless, index-velocity
relationships are established as a function of concentration and intensity in order to correct the velocity
measurements. Concentrations of suspended sediment can be determined from the acoustic attenuation,
which is substantial for silt-sized particles at concentrations? 100 mg/L. Attenuation constants obtained
by comparison with turbidity data are in good agreement with the theoretical values calculated for the
measured grain size distributions of the primary particles. The acoustic measurements of concentration
are in good agreement with reference methods in terms of both amplitude and temporal resolution. Grain
size is determined from multi-frequency attenuation data, accounting for lognormal grain size distribu-
tions. Our findings show that once the limits of accurate velocity measurements are well established for
a given site and instrument, the side-looking ADCP can be a valuable tool formonitoring concentration
and changes in grain size throughout high concentration events such asfloods.

Keywords:
Multi-frequency acoustics, suspended sediment fluxes, H-ADCP, acoustic attenuation.


