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Résumé

Résumeé

ECOULEMENTS LORS D'INONDATIONS EN MILIEU URBAIN : INFLUENCE DE LA
TOPOGRAPHIE DETAILLEE ET DES ECHANGES AVEC LE RESEAU D’ASSAINISSEMENT

Le but de cette thése est d’étudier la modélisatitaillée des écoulements qui ont lieu
lors des inondations urbaines.

Dans une premiére partie, des écoulements en aifancincluant des petits obstacles
génériques ou des profils de canaux avec trottswat étudiés sur une maquette
expérimentale, puis simulés numériquement avec ddéte bidimensionnel Rubar20. Les
résultats expérimentaux et numériques montrenttitage d’inclure des obstacles de petite
taille dans un modéle d’'inondation urbaine, alarsl @'y a qu’un intérét limité a utiliser une
topographie détaillée des rues.

Dans une deuxiéme partie, les interactions entraléments de surface et écoulements
en conduites souterraines sont étudiées. Un mgudisique de systeme de drainage urbain
permet de valider un modéle analytique prédisantiébits d’échange entre les deux couches
d’écoulement. Une modélisation 1D/2D (conduite/ras) mise en place avec les modéles
Rubar3/Rubar20 et validée sur des écoulements iexgr@laux observés sur le modele
physique.

Dans une troisiéme partie, les inondations dangléad’Oullins (pres de Lyon, France)
sont étudiées. La modélisation des écoulementaidacs est validée avec des données de
terrain, et nous discutons l'intérét de plusiegésentations du milieu urbain. L'intégration
du réseau d’assainissement dans un modele 1D/2® a#iectée par plusieurs incertitudes,
mais cette étape montre I'intérét de la modélisatouplée pour décrire les interactions
complexes des écoulements lors d’'inondations uesaiainsi que les limites de I'approche
développée pour les écoulements a faible profondeur

Mots clés inondation urbaine, modele physique, simulatiaimmérique, obstacle,

topographie détaillée, modélisation couplée dundge, Oullins
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Abstract

Abstract

FLOWS DURING FLOODS IN URBAN AREAS: INFLUENCE OF THE DETAILED
TOPOGRAPHY AND EXCHANGES WITH THE SEWER SYSTEM

Aim of this thesis is to study the detailed moadhgliof flows that occur during urban
floods.

In a first part, bifurcation flows including smatlbstacles or channel profiles with
sidewalks are studied on an experimental facibtyd then numerically simulated with the
two-dimensional model Rubar20. Experimental and enral results show the benefits of
including small obstacles in an urban flood modaiereas there is only little benefit of using
a detailed representation of the streets topography

In a second part, interactions between surfaceuaddrground pipe flows are studied.
A physical model of an urban drainage system alltvesvalidation of an analytical model
predicting exchange discharges between both flgerta A 1D/2D modelling (pipe/street) is
set up with the models Rubar3/Rubar20 and validatedxperimental flows observed on the
physical model.

In a third part, floods in the city of Oullins (rrekyon, France) are studied. Surface
flows modelling is validated with field data, andewdiscuss the interest of several
representations of the urban area. Integratiomefsewer system in a 1D/2D model remains
impacted by several uncertainties, yet this stepvstthe interest of the coupled modelling to
describe complex flows interactions during urbaoodls, as well as limitations of the
developed approach for shallow flows.

Keywords: urban flood, physical model, numerical simulatiasbstacle, detailed
topography, dual drainage modelling, Oullins
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Résumé étendu

Résumeé étendu

Contexte

Les inondations constituent un risque naturel irgdr L'agence européenne de
I'environnement estime que ces derniéres ont engdadmort de 1126 personnes entre 1998
et 2009, ainsi que 52 milliards d’euros de dégatssda méme période (EEA 2010). Les
inondations affectent particulierement les zondmimes. Premierement, les zones urbaines
concentrent la plupart des enjeux (population,vaétieconomique, patrimoine, réseau de
transport), et sont donc bien plus vulnérablesaéas d’'inondation que les zones naturelles.
Ensuite, les écoulements de surface lors des itiondaen milieu urbain sont bloqués par la
présence de batiments et autres éléments imperes¢al® qui conduit & une concentration
des écoulements dans les rues, avec des vitessasadEnfin, 'imperméabilisation des sols
génere des ruissellements plus rapides et plusrtemie sur les bassins versants urbanisés,
engendrant un risque d’inondation supplémentaimes da cas ou le systéme de drainage
urbain est défaillant. Pour ces raisons, l'aléanatidation doit étre particulierement bien
connu dans les zones urbaines, et cet objectifj@séralement atteint par I'utilisation de

modeéles numériques.

La littérature scientifique présente un nombre irtpd de modeles numériques
d’'inondation urbaine, qui se distinguent notamnyntleur niveau de complexité. Ainsi, les
écoulements peuvent étre modélisés de facon dietctidtaillée en utilisant des codes de
calculs hydrauliques résolvant les équations coreplde Saint-Venant en deux dimensions
(voir par example Mignot et al. 2006; Gallegos kt2809). Cette approche aboutit a des
résultats corrects mais les temps de calculs regmipéchent son utilisation pour des
applications telles que l'analyse d'incertitude da prévision en temps réel. Une
simplification classique des équations de Saintavirmonsiste a négliger les termes inertiels
(Aronica et al. 2005; Yu and Lane 2006). D’autresaepts propres au milieu urbain ont été
développés pour accroitre l'efficacité des modelesmme la représentation de fagon
statistique des batiments (Guinot and Soares-Fra2@06), linclusion de détails
topographiques a une échelle plus fine que cellendillage utilisé (Yu and Lane 2011),
I'adaptation des mailles de calcul a des zonesg@phiques (Jamieson et al. 2012), ou la
considération implicite de I'effet bloquant desiby@nts (Chen et al. 2012). A linverse, une
partie de la recherche complexifie les approches; des validations de modéles numériques
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Résumé étendu

sur des cas expérimentaux de plus en plus prédgn@et al. 2008; Van Emelen et al.
2012), ou la considération de plusieurs couchesodliéments dans la zone urbaine (surface /
réseau d’assainissement, voir Djordjevic et al.®200jinovic and Tutulic 2009). Ces deux
approches (détaillée/simplifiee) sont complémeesa@t peuvent étre attribuées au nécessaire
équilibre entre la complexité des écoulementsatilapact (Xia et al. 2011), et le caractére
opérationnel de ce sujet de recherche (Aronich 2042).

Objectifs de la these

La these s’intéresse a la modélisation détaillé&eéteulements lors des inondations en
milieu urbain. L'état de l'art montre que la st primaire des villes vis-a-vis des
écoulements est bien comprise (alternance de tuwis leatiments), avec plusieurs options de
modélisation validées dans la littérature. En relian un certain nombre de phénomeaes
priori secondaires restent peu étudiés, notamment carelgé des inondations et des données
de terrain empéche une évaluation objective. Laetls® propose de répondre aux questions

suivantes :

* Quel est I'impact d’obstacles de petite taille s écoulements de surface et peut-on

le représenter dans un modele d’inondation urbaine?
* Quelle précision dans la topographie des ruesifautnsidérer et quelles sont les
possibilités de simplification?

« Comment modéliser les échanges entre les écoulendams les rues et dans les

conduites souterraines?

La these s’articule autour de trois parties :

* Une étude expérimentale et numérique sur I'effet @astacles et des trottoirs sur les

écoulements dans une bifurcation a 3 branches

* Une étude expérimentale et numérique des interectantre les écoulements de

surface et ceux d’'une conduite de drainage lorsadinondation
* Une étude numérique d’un cas réel, appuyée palateses de terrain

Par la suite, on présente les résultats scienéifigie chacune de ces parties, puis une
conclusion générale qui résume les différents aisnele réponse aux trois questions

énoncées.
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Influence d’obstacles et de trottoirs sur les écoaiments dans une

bifurcation a 3 branches

Les écoulements dans des modéles réduits de aar{et écoulements en jonctions et
bifurcations) ont été particulierement bien étudss-a-vis de la problématique des
inondations en milieu urbain (voir par exemple Miget al. 2008; Ghostine et al. 2010). Ces
eécoulements sont de plus bien renseignés dantéealure car ils correspondent a des cas
typiques d’ingénierie hydraulique, comme les réged@l canaux. Le but ici est de perturber
ce genre découlements de référence en introduidast obstacles ou des trottoirs, et
d’envisager des configurations plus complexes guivpnt se produire lors d’'une inondation
en milieu urbain. Le plan expérimental vise a ls f@ apporter des indicateurs globaux sur
'impact des obstacles pour un nombre importanta@igurations, et a affiner les mesures

pour pouvoir appuyer les hypothéses sur les méoasien jeu.

Mesures expérimentales de I'impact des obstacles

Une maquette du Laboratoire de Mécanique des Hueté\coustique (LMFA, INSA
de Lyon) a été utilisée pour observer expérimemntaid I'impact d’obstacles sur les
écoulements a travers un carrefour urbain. La nttgest constituée de trois canaux en verre
(2m de long, 30cm de largeur, 20cm de hautewjizbntaux qui se joignent
perpendiculairement (Figure 2.3 p.18). L’alimerdatdes canaux est dite en « bifurcation »,
avec un canal amont, un latéral et un aval. L'éameint général consiste donc en un
écoulement dans le canal amont (alimenté a débistant) qui se divise au niveau de la
jonction en deux écoulements vers les canaux lagtraval. Un seuil mince réglable est
installé dans ces deux derniers canaux pour centigd conditions d’écoulement a I'aval. Au
final, les écoulements sont contrblés par 3 panameéexpérimentaux : le débit dans la
branche amont et la hauteur des seuils dans |lesh®sa latérale et aval. Deux débitmetres
électromagnétiques sont installés dans la bouclpotiepage et mesurent le débit dans les
branches amont et latérale (celui dans la branehkest alors connu par conservation de la
masse). Un pied a coulisse digital est utilisé ponesurer manuellement les hauteurs d’eau.
Un systeme de PIV (Particle Image Velocimetry)rag en place pour mesurer des champs

de vitesses dans des plans horizontaux.

Xi



Résumé étendu

Aprés une analyse dimensionnelle, il ressort géeplilement initial (i.e. sans obstacles,
dénoté avec un « 0 ») peut étre défini par lesr@metres adimensionnels suivants :

* Le nombre de Froude dans la branche arRgnt

* La répartition de débit initial&, (part du débit de la branche amont qui rejoint la

branche latérale)
» La hauteur d’eau dans le canal amont normalisé&@pargeur du candi, /b

14 écoulements initiaux sont définis et regroup®s eséries afin de pouvoir faire une
étude paramétrique : pour chaque série, un dempénes définis ci-dessus varie alors que les
2 autres restent fixés (valeurs de référerntg=0.45,Rx}=0.39,h,¢/b=0.15).

Les obstacles sont des parallélépipedes a baseeader5 cm de cbté et suffisamment haut
(15 cm) pour ne jamais étre submergé. Leur taldegéur égale a 1/6 de la largeur des
canaux) permet de représenter des éléments deienabibains (abris bus, kiosques...). Au
total, 9 configurations sont étudiées :

e 7 configurations avec un seul obstacle qui permettie couvrir différentes zones
d’intérét autour de la bifurcation (2 emplacemedisbstacle définis dans chaque

branche, et un emplacement pris comme le pointalede la bifurcation)

* 2 configurations avec 2 obstacles reprenant leslammments des configurations

précédentes

Pour I'ensemble des couples écoulement/obstaclieéqdulements, 9+1 configurations
d’obstacle), on mesure une hauteur d’eau et let diglris chaque branche. On étudie alors
I’évolution de la répartition de débit dans la lolae latérale entre une configuration sans
obstacle (initiale) et une configuration avec obigtaqui permet de caractériser I'effet global
de I'obstacle. Les mesures de vitesse par PIV bmiiées a un écoulement et quelques

configurations d’obstacle, pour servir de baseadlyse.

Analyse de I'impact des obstacles

Pour I'ensemble couples écoulements/obstaclesépartition de débit peut évoluer
entre -12% et +8% par rapport a celle des écoulsmimitiaux, ce qui est significatif.
L’analyse des données PIV et de résultats de stiontanumeériques préliminaires montre
que la plupart des effets des obstacles peut épégeé simplement (pour une vision

synthétique voir I'ensemble des mesugsp sur la Figure 3.9 p.56). :
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* Les obstacles de la branche amont accéléerent Iémant dans la branche amont et a
'entrée de la jonction. Cette accélération dimidaecapacité de I'écoulement a

tourner vers la branche latérale et tend donc enanter le débit dans la branche aval.

* Les obstacles dans la branche latérale (respeaiveaval) bloguent I'écoulement
dans cette branche et le renvoient en partie dansrdnche aval (respectivement

latérale).

» L'obstacle dans la bifurcation renvoie I'écoulemearhont dans l'une des deux
branches aval ou latérale selon sa position vis-a® la ligne de séparation initiale

des écoulements

» L’effet de deux obstacles combinés sur la répartitle débit se résume assez bien a la
somme des effets singuliers de chaque obstaclsdgpaément

Ces processus affectent toutefois les écoulemerts des intensités trés variables et
sont sensibles a au moins deux des paramétreggtudi paramétre d’écoulement le plus
influent est le nombre de Froude dans la branchenanPlus celui-ci est important, plus
I'inertie de I'écoulement est grande au droit dagiie obstacle, et plus I'effet des obstacles
est marqué (I'évolution de la répartition de dédsit plus forte, mais le mécanisme d’action
reste le méme). L’influence de la répartition dbitiiitiale est plus complexe. En particulier
ce parametre définit la structure générale de litmuent a travers la bifurcation, notamment
la ligne de séparation des écoulements dans ldgonet la forme de la zone de recirculation
dans la branche latérale. Cette structure initiedd’écoulement permet de comprendre les
évolutions observées, en analysant les positioggentives des obstacles amont ou de la
bifurcation par rapport a la ligne de séparatiam,la position d’'un obstacle de la branche
latérale vis-a-vis de la zone de recirculation.npact de la hauteur d’eau normalisée sur
I'évolution de la répartition de débit est insigaift pour tous les obstacles sauf un, pour
lequel une légére tendance est observée. Des siomslamumeériques a I'aide d’'un modéle 3D
réalisées par la Hong Kong Polytechnic Universiighot et al. 2013) suggerent que la
tendance observée peut venir de la modificatiorsilage derriere I'obstacle en question,

mais une interprétation détaillée reste hasardsase autres preuves experimentales.

Simulations numeériques

La simulation numérique de I'ensemble des écoulésnerpérimentaux (initiaux et

avec obstacles) est conduite a l'aide du code tbeild&ubar20, qui résout les équations de
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Saint-Venant bidimensionnelles avec un schéma @tekn volumes finis. On vise ici deux

objectifs :

* Une modélisation fine des écoulements expérimenfaax évaluer les capacités
maximales du code (maillage fin avec des élémeat§.8 cm de c6té, calage d’un

coefficient de diffusion)

* Une modélisation plus grossiére, qui prend en cerfgs contraintes opérationnelles
et permet de discuter de la faisabilité sur unréat(maillage grossier a 5 cm, pas de

diffusion)

Le modéle numérique est d’abord utilisé pour similds écoulements initiaux. Les
résultats montrent que l'incertitude liée a la nisadéion des frottements est négligeable,
alors que le choix du coefficient de diffusion iesportant pour retrouver une bonne structure
d’écoulement dans la branche latérale (zone dectgation). D’un point de vue plus global,
la répartition de débit initiale - qui est une waleslé pour cette étude - est correctement

simulée et peu influencée par ces parametres.

La simulation des écoulements avec obstacles ti@mipte de ces premiers résultats,
avec une attention particuliere portée sur le adefft de diffusion. Vu le nombre de cas (14
écoulements x 9 obstacles = 126) on analyse d’aberdacon statistique linfluence du
coefficient de diffusion et de la taille du maikkagur deux valeurs clés : I'évolution de la
répartition de débitARq et celle de la hauteur d’eau dans le canal anmidnt aprés
introduction d’'un obstacle. D’'une fagcon générales €volutions sont bien prédites, et les
erreurs observées sont principalement attribuéda modélisation des obstacles amont
(Figure 3.8p.54). Le maillage fin est sensible au coefficidatdiffusion et une valeur calée
permet une meilleure prédiction de la répartitiendetbit (calage entre les runs 2 et 4 sur la
méme figure), avec notamment une baisse signiieatie la surestimation de l'effet des
obstacles par le modele numérique. Le modele amemaillage grossier tend lui a sous-
estimer lI'impact des obstacles sur la répartitienddbit, et reste peu sensible a la valeur du
coefficient de diffusion (runs 8 et 9 sur la méngrife). L’évolution de la hauteur d’eau dans
la branche amont est bien prédite, et reste mansilsle au coefficient de diffusion ou a la

densité du maillage.

Le coefficient de diffusion impacte fortement leaofp de vitesse calculé autour des
obstacles pour le maillage fin, notamment dansliege (voir les runs 1, 2 et 4 surfagure
3.10p.57). La difficulté accrue de modélisation pows fbstacles amont résulte de ce fait,

puisque le sillage ou le champ proche de ces dbstgeut agir sur la séparation des
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écoulements dans la jonction. Le fait que I'on ad@® un coefficient de diffusion constant
implique a la fois un calage arbitraire, et fixessiuune limite a la qualité de prédiction du
modele une fois calé. Il est probable que certagresurs pourraient étre corrigées par
I'utilisation d’'un modéle de turbulence plus contploire un maillage plus fin. La moindre
sensibilité au coefficient de diffusion pour le Hage grossier s’explique de fait par la forte
diffusion numérique associée a ce maillage, dantrailles ont des dimensions comparables

a celles des obstacles.

Au final, I'erreur caractéristique sur la répaditide débit est de 1.17% pour le modéle
fin non calé (diffusion nulle) et tombe a 0.83 %empcalage (Table 3j253). Le résultat le
plus intéressant concerne probablement les sironkatiaites avec un maillage grossier et
sans diffusion, ou l'erreur reste a 1.15%. Ce @eroas montre tout l'intérét qu’il y a a
considérer les obstacles de taille équivalente @&/8a largeur d’'une rue) dans un modéle

d’inondation urbaine.

Cas des trottoirs

En plus des obstacles, une configuration de trsttai été étudiée, en installant des
planches de bois de 2 x 6 cm au pied de toutgsaess verticales des canaux, afin de créer
une section en travers de rue caractéristique.oltafle ces trottoirs diminue la section
d’écoulement et accélere I'écoulement dans leswatas conditions aux limites restant
identiques). L’inertie accrue de I'écoulement ambntite sa capacité a tourner dans la
branche latérale, de sorte qu’on observe systéowtignt une déviation vers la branche aval.
Cet effet est d’autant plus important que la hautéeau a I'amont est faible, que le nombre
de Froude amont est fort et que la répartition éatdnitiale est forte. L’effet de la hauteur
d’eau est intuitif puisque le trottoir modifie diamt plus I'écoulement que la section
d’écoulement initiale est faible. L'effet des deantres paramétres reste difficile a expliquer
avec certitude en I'absence de données supplémestai

La modélisation numérique de ces écoulements agtoits est réalisée avec Rubar20.
Les simulations sont notamment faites en considéramx représentations de la topographie
des canaux (Figure 3.11 p.58):

* Un modeleRef ou la topographie dans le modéle numérique egilda proche

possible de celle du modeéle expérimental (claiemtification des rehausses du fond

au niveau des trottoirs)
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* Un modeleAvg ou la cote du fond des canaux est modéliséergacaote constante et

égale a la surélévation moyenne du fond due &&lsepce des trottoirs

Les deux modeles prédisent des évolutions simdaile la répartition de débit. Ces
évolutions prédites sont de plus en bon accord Bgemesures, sauf dans deux cas : pour une
valeur critique du nombre de Froude amont qui dgiparaitre un changement de régime a
I'entrée de la jonction, et pour une tres faibletear d’eau. Ces deux exceptions restent des
cas « extrémes », avec d’'un c6té des problemeauésalculs des ressaut hydrauliques qui
peuvent engendrer des erreurs importantes (Mighat. €008), et de l'autre des hauteurs
d’eau de quelques millimetres sur les trottoirgstaes hypotheses d’applicabilité du modéle
et avec des erreurs importantes associée a latiwondival. Dans tous les cas, il est
remarquable de voir que la considération de lagomhie détaillée des trottoirs n’apporte
aucun bénéfice a I'échelle du carrefour (réparigide débit identiques entre les mod&e$
et Avg, méme si elle permet de simuler des hauteur d&tades vitesses locales plus
réalistes. Ainsi, dans le cas d’'un régime fluMalprise en compte de la vitesse moyenne dans
chaque rue est suffisante pour prédire la répamtiie débit au sein des carrefours. C’est aussi
une condition nécessaire, qui signifie que poutetie régimes d’écoulement il est important

de ne pas avoir de biais dans la topographie.

Interactions entre les écoulements d'une rue et dhe conduite

souterraine

La description fine des écoulements lors d’inorafetiurbaines ou I'étude des systemes
de drainage urbains nécessite de considérer lededoents a la fois dans la rue et dans les
conduites de drainage souterraines. Ceci passengabonne description des échanges entre
les deux couches d’écoulements, ainsi que la misplace d'un systeme de modélisation
couplée qui permet de simuler les deux types dléooent simultanément. Ces deux points
ont été réalisés, notamment sur la base de domx@esimentales produites sur la maquette
de systéme de drainage urbain du Disaster PreveRegearch Institute (DPRI, Université de
Kyoto, Japon). La modélisation couplée est baséeisicouplage de deux codes de calculs
d'IRSTEA et l'application présentée ici est une migre. L'étude des échanges vise
particulierement les cas ou l'inondation dans lessrest significative, cas assez peu traité
dans la littérature scientifique. En effet, la @rpdes études sur ce sujet concernent

I'efficacité des avaloirs pour des écoulements d€ase peu profonds (Despotovic et al.
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2005; Gomez et al. 2011), qui ne constituent qu’padie des écoulements rencontrés lors
d’'une inondation urbaine. De par sa nature fortémteidimensionnelle, I'écoulement
d’échange entre une rue et une conduite de draimiagegénéralement pas modeélisé avec un
modele hydrodynamique, et l'interaction des écoelets entre les deux couches se résume
au calcul du débit d’échange (par la suite on dppabdele d’échange le modéle qui permet
d’évaluer ce débit).

Présentation de la maquette et des mesures

La maquette utilisée (Figure 4.3 p.71) représente rue horizontale de 10 m x 0.5 m
longée en continu par deux trottoirs (2 cm x 15,cet)drainée par une conduite située
environ 25 cm en dessous (5 cm de diameétre, pgB)l La connexion entre les deux
entités est assurée par 10 couples d’avaloirddgalrrée de 5 cm de c6té) répartis le long des
trottoirs, eux méme connectés a la conduite praleipar I'intermédiaire d’'un compartiment
et d'un tuyau de drainage. On dénomme par la sugBucture d’échange » I'ensemble
avaloirs-compartiment-tuyau. La rue et la condadat alimentées en débit par deux boucles
indépendantes. La condition d’écoulement a I'awaladrue peut étre libre ou modifiée par un
seuil épais. La pression dans la conduite a I'asafixée via I'intermédiaire d’'un réservoir et
d’un seuil réglable. La définition de ces 4 coratis aux limites permet de générer différents
types d’interactions, allant d’'un drainage completla rue par la conduite a un débordement

de cette derniére dans la rue (surcharge).

Les mesures réalisées ont pour but de comprendneneat sont régis les échanges
entre la rue et la conduite, et de fournir un jeuddnnées pour valider une modélisation
hydrodynamique compléte des écoulements. L'instriuat®n utilisée comprend une sonde a
ultrasons montée sur un chariot glissant pour needas hauteurs d’eau, 11 piézometres sur
la conduite, deux débitmetres eélectromagnétiques detix seuils en V mesurant
respectivement les débits entrant et sortant dansié et la conduite, et finalement une
caméra pour mesurer les vitesses de surface paivL&Rrge Scale PIV). Trois grandes

séries de mesures sont effectuées :

* Des drainages de la rue par un seul couple d’agadm régime permanent, les autres

étant volontairement bloqués

» Des cas de drainage et de débordement en régimmapent a I'échelle de la rue avec

tous les avaloirs qui fonctionnent
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* Des écoulements similaires a cette derniere sé&is em transitoire

Afin d’éviter des problemes liés a la capillarité aux rugosités de fond, les écoulements de
surface ont toujours une profondeur d’au moins 1 @aci implique deux phénomenes

importants qui fixent le cadre de I'étude :

* Les avaloirs sont toujours submergés, de sortdsqué contrdlent paa priori les

échanges, et que I'écoulement dans la structuchdige est en charge

* Les hauteurs d’eau locales autour des avaloironepas significativement affectées
par les échanges, et par la suite la hauteur ddsms la rue est moyennée
transversalement et on considere une ligne d’eblntede I'axe de I'écoulement.

Développement d’'un modele d’échange

Nous partons de I'hypothese que le débit d’échaangee la rue et la conduite est
controlé par la différence de charge entre les amuxches d’écoulements (rue/conduite). En
appliguant le principe de Bernouilli, la différende charge entre les deux écoulements de
part et d'autre de la structure d’échange est md®icomme la somme des pertes de charge
locales subies par I'écoulement & travers la siraai’échange. La simplicité de la géométrie
de cette structure permet d’exprimer ces termegedie de charge de facon précise a l'aide
d’ouvrages de référence (Miller 1978; Idelchik &tdinberg 1996), en prenant en compte les
parameétres géométriques, la rugosité ou bien t'efte nombre de Reynolds. Au final, le
modele d’échange analytique ainsi construit pewheatelier une différence de charge totale a
un débit d’échange.

Le modéle est testé sur deux jeux de données exgd@iaux, en considérant les
écoulements limités a un couple d’avaloir ou fammtiant avec tous les couples d’avaloir. Le
principe de la validation consiste a appliquer ledéle d’échange aux différences de charge
mesurées expérimentalement pour prédire les débéishange et les comparer a ceux
mesurés. La prédiction de ces débits d’échangeoesta fait correcte pour les cas de
drainage, mais il y a des erreurs plus importaptes les débits de débordements (Figure 4.8
p.84). Les écoulements d’échange en drainage ééleordement ne sont pas équivalents, de
sorte qu’un terme de perte de charge en cas dedi¥hent est probablement mal évalué. Des
mesures plus précises seraient requises pour cmifoette hypothese (ce qui nécessiterait de
travailler a une échelle plus grande). Cela ditdpacité de prédiction du modele d’échange

reste correcte, ce qui montre l'intérét de la deémaret valide I'utilisation de ce modéle au
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sein d'une modélisation hydrodynamique completee Wentative de ramener le modele
d’échange a une équation simple du type orificegélaent utilisée pour les études de cas
réels) est proposée, en calculant un coefficientleldt équivalent. L’analyse conjointe des
mesures expérimentales et des résultats détaillésnodele d’échange montre que ce
coefficient varie d’'un écoulement a l'autre, d’oneudifficulté de suivre cette démarche de
simplification pour la maquette expérimentale. Cest expliqué par la dépendance de
certains termes de perte de charge aux nombresegaoRls locaux dans la structure

d’échange ou au débit dans la conduite principale.

Ce modele d’échange est ensuite extrapolé pourgnoéire utilisé dans un cas réel. En
plus du cas ou le drainage se fait a travers umléemnt controlé par I'ensemble de la
structure d’échange (cas expérimental), nous ajsutteux sections de contrdle, d’aprés
'idée de Leandro et al. (2007). La premiere cdmrsiBn un écoulement de seuil sur le
périmetre de I'avaloir, la deuxiéme en un écoulendentype orifice appliqué a I'embouchure
supérieure de la conduite raccordant I'avaloir adaduite principale (ou a un trou d’homme
selon le cas réel considéré). Les débordementscadrulés de la méme fagon que pour la
maquette expérimentale. Il apparait que la mis@chélle augmente significativement les
nombres de Reynolds dans la structure d’échangeller>, ce qui permet de ramener une
partie du modéle d’échange a l'utilisation d’une déorifice, pourvu que le coefficient de
débit soit correctement estimé (d’'aprés la méthadiedée sur I'expérience). Ceci permet une
estimation plus rigoureuse des débits d’échanges sap alourdir son calcul au sein d’'un
modele hydrodynamique couplé rue/conduite. Enfajouit de section de contrdle influe sur
le débit d’échange principalement lorsque les hagted’eau dans la rue sont faibles,
typiguement plus petites que 10 cm pour un cas k@ejustesse du modele d’échange ainsi
extrapolé et complété ne peut pas étre étudiées awavu de la littérature et de la validation
de la méthode sur le cas expérimental le modélehdiige doit pouvoir rendre compte des

principaux phénomeénes pour un cas reel.

Validation d’un modéle couplé 1D/2D

Les simulations hydrodynamiques des écoulementérempntaux de la maquette du
systéme de drainage urbain sont réalisées a l'dide couplage des codes de calcul
hydrauligues Rubar3 (1D, conduite) et Rubar20 (&[2), avec une intégration du modeéle
d’échange développé spécifiguement pour la maquedt@alidation préliminaire du modele
d’échange et le paramétrage optimal du modele rigoeé(loi de frottement empirique pour
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la conduite) permet d’atteindre une trés bonne @aBan entre les résultats de simulations et
les mesures expérimentales. Pour les écoulementsapents, les niveaux d’eau dans la rue
et les pressions dans la conduite convergent ¢demamnt vers les mesures, ainsi que les
débits d’échange qui en découlent. Les erreurs dentordre de quelques %, et sont

attribuées en partie a de légers biais du modééehdhge. Pour les écoulements en
transitoire, 'adéquation reste globalement satiaféte, avec cependant quelques erreurs
provenant de I'existence de trés faibles hautel@audpour des cas ou I'’écoulement consiste
en une vague d’inondation se propageant sur unéniiement vide (Figure 5.5 p.109).

Hormis ce cas, la dynamique des écoulements esitmar est bien simulée, avec notamment
des passages de situation de drainage a déborddekntonduite, qui valide I'utilisation du

modele 1D/2D pour un cas de terrain.

D’un point de vue plus détaillé, une limite de ced®le couplé vient de con incapacité
a rendre compte de I'effet du processus d’échangd’'écoulement de surface, caractérisé
expérimentalement par une déformation locale dunghde vitesse (Figure 5.3 p.105). Ce
processus est par nature fortement tridimensioet@lcun jeu de paramétre testé n’aboutit a
une meilleure représentation par le modéle numéri@ette erreur dans le calcul du champ
de vitesse n’a aucun impact global dans la simaraties écoulements expérimentaux, mais

illustre bien la limite de I'approche utilisée.

L’ensemble des écoulements ont été simulés a nauseaitilisant une représentation
simplifiée de la topographie de la rue, en spéadifia cote moyenne du fond de la rue sur tout
le domaine (modélé\wvg voir Figure 5.6p.111), plutét qu'une représentation détaillée des
trottoirs. Cette représentation simplifi€e conduitne surestimation systématique du niveau
d’eau dans la rue. Cette erreur est évidemmentatiaplus importante que le niveau d’eau
dans la rue est bas, est devient particulierememdg dans le cas des vagues d’inondation
sur la rue initialement vide. Cependant, I'impacir $es échanges est modére, voire
imperceptible selon les cas. En effet, les échapges les écoulements expérimentaux sont
contrélés par la différence de charge entre laetué conduite au niveau des structures
d’échange. Cette différence de charge est dansafalg majorité des cas plus importante (un
ordre de grandeur) que les erreurs de calcul shaldeur d’eau dans la rue engendrées par
des simplifications de la topographie. Dans le mades débits d’échange sont contrélés par
les caractéristiques des écoulements dans la iggament (non étudié expérimentalement),

les possibilités de simplification de la topograptoivent étre plus réduites.
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Modélisation des inondations a Oullins

Problématique et présentation du site

Oullins est une ville située en bordure de I'Yzerane riviere qui draine un bassin
versant péri-urbain de 130 kiprés de Lyon, avant de rejoindre le Rhéne. Perldaterniére
décennie, les crues de I'Yzeron ont engendré gdses des inondations a I'aval du bassin
versant, notamment dans une partie du centred/i@allins (en 2003, 2005, 2008 et 2009).
La récurrence de ce type d’évenement est attribngeartie a I'urbanisation croissante qu’a
connue le bassin versant dans la seconde moiti20tlif siecle (Breil et al. 2010). Les
données historiques montrent que les zones inorsdésisuent principalement en rive droite
d’'une boucle de la riviere, et que I'extension gpatdes inondations pour ces événements est
contrélée par la topographie du lit majeur.

En plus de ces inondations d'origine fluviale, llevd’Oullins est régulierement
affectée par des débordements du réseau d’assam@ng majoritairement unitaire sur la
zone. Etant donné la position d’Oullins sur le basersant, le réseau d’assainissement dans

la ville a une structure particuliere :

* Deux collecteurs sont installés de part et d’adkeela riviere, dans des zones de
faibles pentes. Un collecteur principal draine grende partie des zones urbaines du
bassin versant de I'Yzeron, et traverse Oullinsriee gauche de la riviere. Un
collecteur secondaire draine un bassin versanirughas petit a I'amont de la zone et
traverse Oullins en rive droite, au-dessous degszonondées par la riviere. Une
connexion entre les deux collecteurs est instaltdes le lit mineur de la riviere pour
permettre au collecteur secondaire de se déchdagerle collecteur principal au-dela
d’un débit critique.

» Des conduites de plus faible capacité drainentzdéeses urbaines au sud de la zone
inondée ainsi que le centre-ville ; elles sont @mtées au collecteur secondaire.

Enfin il faut noter la présence de plusieurs déiessd’'orage sur la zone (5 dans la
zone étudiée), qui permettent au réseau de débdeder |a riviere en cas de surcharge. La
particularité de ce réseau vient d'une part de e fhétérogénéiteé, et d’autre part des
écoulements complexes qu’il peut engendrer ;. dgaindes zones inondées par la riviere,

débordement du réseau dans les rues ou dansdeerigchanges entre les deux collecteurs.
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La modélisation de ces écoulements est effectué® étapes. D’'abord seuls les
écoulements de surface sont modélisés (modelee2D)ggligeant totalement les interactions
avec le réseau. Ensuite, le processus de drairdgemésenté dans le modele de surface,
mais sans considération du réseau d’assainissefgfih, le réseau d’assainissement est
ajouté pour aboutir a une modélisation du type [D/Re but de cette démarche est de
pouvoir identifier a chaque étape les éléments apts de la modélisation, et

eventuellement recourir a des simplifications palléger le traitement de I'étape suivante.

Ecoulements de surface

L’ensemble des écoulements de surface (lit mineuladiviere et lit majeur urbanisé)
est modélisé avec le modéle 2D Rubar20. Un soiticplier est apporté a la représentation
du milieu urbain, et plusieurs simulations sontliséas, en faisant intervenir les différents

niveaux de complexité ou parameétres suivants :

* Représentation ou non des éléments structurels eolesbatiments (emplacement
donnés par le Grand Lyon), murs et barrieres (éslegur le terrain), voire

considération du réseau de rues uniguement

* Représentation détaillée de la topographie des(diagres des levés topographiques

des profils en travers) ou simplifiée (cote moyesuneles profils)
» Valeurs du frottement pour la riviere, les ruedesizones baties
* Finesse du maillage

La simulation de la crue de 2008 avec le modefdus fin prédit avec une précision de
I'ordre de 10-15 cm les niveaux d’eau maximaux m&sgans les zones inondées. L'analyse
attentive de ces résultats révele cependant urs lhans le modele. Notamment, la
confrontation avec des cotes enregistrées en 3spdens la riviere (Figure 6.15 p.138)
montre que le modéle sous-estime les niveaux ddaas la partie centrale des inondations,
alors gu'’ils sont raisonnablement bien modélissuas (i.e. zones a 'amont et a l'aval). Ce
biais est confirmé par les laisses de crue, ainsigpr la modélisation de la crue de 20009.
Cette derniere étant faiblement débordante, I'errest associée a la modélisation des
écoulements dans la riviere, et non pas de ceus @amone urbaine. Plusieurs tentatives
d’amélioration du modele en calant les frottemesdsla riviere ont été effectuées, mais
aucune ne permet de corriger le biais constatépotihése avancée est que la géométrie du

lit mineur est mal représentée, du fait des vanmetimportantes des sections du lit mineur sur
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la zone : présence de deux ponts, de deux passertlld’'un méandre, qui apportent de

I'incertitude sur l'interpolation des profils mesgsrsur le terrain.

Les résultats de simulation de référence pourda de 2008 (modele calé au mieux et
comprenant un niveau de détail maximum) permetiaptdescription des écoulements dans
la zone urbaine (Figure 6.11 p.134). Les débordé&sraanla riviere sont rapidement canalisés
dans le réseau de rues, avec une diffusion audss®z peu importante dans les zones baties
(principalement des maisons individuelles avecifardéparées par des murs, murets et
barriéres). Ceci s’explique d’'une part par les nstele hauteurs d’eau dans les rues (quelques
dizaines de centimetres), et d'autre part par Esgmce de nombreux murs qui viennent
nettement séparer les rues des zones baties. Adepicue, la majeur partie de I'écoulement
dans le lit majeur s’effectue le long @oulevard de I'Yzergnqui longe la riviére en rive
droite. Le reste des écoulements dans le lit masurapidement contraint par la topographie
marquée en rive droite, de sorte que I'on notedddmsts importants surtout dans les rues qui
suivent la direction ouest-est de la riviere (vdmerépartition des débits sur le carrefour

central sur la Figure 6.21 p.144). Les inondati@ssiltant des autres crues sont similaires.

En termes de niveaux d’eau maximaux, la représentate la zone urbaine a une
influence limitée, de sorte que les données daiteme permettent pas de discriminer les
différents niveaux de détail considérés dans lesilsitions numériques. Le niveau d’eau
maximal dans la zone urbaine suit de pres celus darriviere, notamment dans la zone
centrale étudiée (Figure 6.12135). Ceci vient de la longue durée de submergaur les
crues considérée (plusieurs heures), de I'impoetahcdébit dans le lit mineur par rapport a
celui dans la zone urbaine (typiqguement quelqués’ndans les rues pour des débits totaux
au pic de I'ordre de 70 i5%), et de la forme générale de la plaine d'inonde(muvette assez
étroite). Il en résulte que I'extension globale’dendation varie peu d’un jeu de paramétre a
un autre. Pour autant, les différentes simulatpmg un évenement engendrent des variations

locales ou a I'échelle des rues des écoulements.

L’effet le plus marquant vient du fait d’intégresImursunl) ou non (un2), avec des
erreurs sur la prédiction des zones inondées daémascilement les 100% (Figure 6.17
p.141). Ceci montre la prédominance de I'effetd@ss pour ce genre de zone urbaine devant
celle des batiments, ces derniers étant en faibnit@jement compris dans un réseau de
parcelles bien délimitées physiquement. Une awns@gjuence est que I'inclusion des murs
empéche les écoulements a travers les zones bédiegii influe sur la structure globale de

I'écoulement a I'échelle de la zone inondée. Esams, une représentation du réseau de rues
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uniguementrun4 sur la Figure 6.17 p.141) est probablement platejgu’une représentation

de la plaine d’inondation entiére sans les mws3) voire sans murs ni batimentsii3).

La topographie détaillée des rues a un impact maoipsrtant. A cause des contraintes
sur la finesse du maillage utilisable, deux adapiat de la topographie des rues sont

proposeées (Figure 6.5 et Figure 6.6 p.126):

* Un modele de référenc&ké) ou on reprend au mieux la topographie détaillés d

rues, ce qui tend toutefois & augmenter la sedtiécoulement a cause de la

discrétisation spatiale autour de I'interface caniwx/trottoirs.

« Un modele simplifié Avg) suivant l'approche précédemment utilisée sur les
écoulements expérimentaux et représentant chagtiersde rue par une cote unigue
et égale a la cote moyenne sur la section. Cemmeen pratique a ne pas représenter
les caniveaux (points bas), mais a I'avantage denmser les erreurs globales pour

des hauteurs d’eau importantes (typiquement supésgex 20 cm).

L’inondation est majoritairement contrélée par ¢pdgraphie générale de la plaine
d’'inondation, de sorte que la simplification dedescription des rues (modefe/g) a un
impact limité a I'échelle de la zone étudiée (padfets de la suppression des caniveaux par
exemple). D’'un point de vue global, le modéle sifiAvg conduit a une élévation moyenne
du fond des rues de + 3.0 cm par rapport au mdeefece qui se traduit par des niveaux
d’eau maximum simulés supérieurs de 2.4 cm en nmEygrar rapport a la représentation
deétaillée (model®e). Ce biais dans la cote moyenne du terrain (aiptens le modéel®ke)
ne peut pas étre critiqué par des données de tialidaais il est intéressant de noter que son
impact est significatif par rapport aux autres pagtaes étudiés dans I'analyse de sensibilité
(Table 6.4p.140).

Localement, les champs de hauteurs d’eau et dsseesont plus homogenes avec la
topographie simplifiée, et les écoulements s’étehdgstématiquement sur toute la largeur
des rues. Comme pour la maquette expérimentaleadefaur urbain, on retrouve une
répartition de débit au sein du carrefour centrahdé similaire pour les deux représentations
de la topographie des rues. Enfin, un modéle awaltage grossier et topographie simplifiée
est testé, et les observations suivent en parsieptécédentes, a savoir une modification
importante des caractéristiques locales de I'écoeid et un impact modéré a I'échelle de la

zone inondée.
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Drainage des écoulements de surface par les awloir

Le modele 2D est utilisé pour simuler les écouleisiee surface de la crue de 2008, en
prenant en compte le drainage par les avaloirg; amedébit drainé défini par une des deux

sections de contrdle suivantes du modele d’échpregg@demment développé :
» Débit sur I'avaloir, déterminé par une loi de seuit le contour de I'avaloir

« Débit a I'entrée de la conduite reliant le compaetint sous I'avaloir a la conduite de
drainage principale, déterminé par une loi d’oefappliquée a I'entrée de la conduite
de connexion

Une étude de sensibilité sur la topographie deriase utilisée et la finesse du maillage
montre une difficulté importante liée & ce genrenawdélisation. Pour des hauteurs d’eau
faibles, les débits drainés sont contrdlés paafmcité de I'avaloir et sont trés sensibles a la
hauteur d’eau locale dans la rue. Pour des hautdea plus importantes (supérieures a
10 cm), le débit drainé est contrblé par la capadé la conduite de connexion et deviennent
beaucoup moins sensibles a la hauteur d’eau dangeld e test de sensibilité montre que
dans le premier cas la modélisation nécessite eserigtion fine de la rue (maillage fin et
topographie détaillée), alors que dans le deuxiéaseun artifice de modélisation permet de
retrouver des débits drainés corrects quel quelsaitiveau de détail dans le modéle de

surface.

A I'échelle de la zone inondée, les hauteurs d’'sant assez fortes pour souvent
dépasser la capacité des avaloirs. De fait, ledsdéiéchange sont majoritairement contrélés
par la structure d’échange au-dessous de I'avabile débit total drainé sur la zone est peu
sensible a la représentation détaillée de la rigeif€ 7.6 p.162). Au pic de la crue de 2008, le
débit total drainé estimé est de I'ordre de st ce qui diminue les hauteurs d'eau jusqu’a
5 cm dans les rues ou dans la riviere a I'avaimpact du drainage sur les écoulements de
surface est donc limité (le drainage ne changelgmsonclusions sur la modélisation des
écoulements de surface), et ces dernieres valeatsuge limite haute puisque I'éventuelle

limitation due au réseau n’est pas prise en compte.
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Interactions entre les écoulements dans la riviées, rues et le réseau

d’assainissement

Un modeéle du réseau d'assainissement est constristide du code 1D Rubar3, et
couplé & un modele 2D simplifié de la surface, aoivia méthodologie utilisée pour la
maquette expérimentale du systéme de drainage nurlias incertitudes liees a la
modélisation du réseau d’assainissement sont narsdéseet les données de terrain non
suffisantes pour permettre une réelle validatiolnélyse des résultats est donc faite de

maniere prudente.

L’intégration du réseau d’assainissement a pourcpale conséquence de limiter le
débit drainé dans les rues. Les résultats suggédiexistence de trois zones avec des
interactions rues/réseau d’assainissement diffésent

* La rue longeant I'Yzeron en rive gauche est inondegs I'écoulement n’est pas
drainé vers le réseau, car seul le collecteur rthgasse dans cette zone et il n'est

pas connecté a des avaloirs dans la zone inondée

» Dans le méandre en rive droite de la ville, le mage des rues est limité par la
capacité du réseau d’assainissement, avec desit@sdui sont mises en charge par

le processus de drainage

* Dans la partie sud de la zone inondée, le draidagerues est limité par la capacité
des structures d’échange (avaloirs et conduiteod@exion) et non pas par le réseau
lui-méme. En effet les débits drainés rejoignemnéatement le collecteur secondaire

dont la capacité n’est jamais atteinte.

La totalité du débit drainé dans la zone inondgamnele collecteur secondaire en rive
droite, dont une des fonctions est d’évacuer les earivant des zones urbaines au sud.
Quelle que soit la crue considérée ce collecteestijamais saturé, et le drainage des eaux
pluviales devance toujours de quelques heuresnilation d’origine fluviale et le parasitage
du réseau d’'assainissement qu'elle engendre. Cstidé aux types d'évenements
hydrologiques initiaux considérés (pluies assegyile@s et peu intenses), et au temps de
réaction plus long du bassin versant de I'Yzeroa cgiui des bassins versants urbains autour
d’Oullins. Par conséquent, les crues de la rivietediées n'empéchent pas la bonne

évacuation des eaux provenant du ruissellementirurba
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Enfin, les résultats de simulation montrent desraidtions intéressantes entre la riviere
et le réseau. Pour la crue de 2008, le collectgncipal en rive gauche est saturé pendant un
laps de temps important, étant en fait nettemenis-simensionné vis-a-vis des zones
urbaines qu’il draine. Ceci engendre des débordesydans I'Yzeron a travers un déversoir
d’'orage a I'amont de la zone étudiée. Pendant latéeode la crue, le niveau d’eau dans la
riviere devient a un moment suffisamment importamtir bloquer le fonctionnement de ce
déversoir d’'orage, surchargeant un peu plus leectglur dans cette zone. Ce dernier se
déverse alors en partie vers le collecteur en drate a travers la conduite d’échange
normalement congue pour fonctionner dans le sepssdp Ce genre d’interactions complexes
montre le potentiel qu’il y a a utiliser des modét®uplant les écoulements de surface a ceux
du réseau. Toutefois, au vu du nombre de parame#@sssaires pour une telle modélisation
est conséquent, et des données de terrain poualdgec ou la validation devraient étre

produites pour asseoir l'interprétation des réssilta

Conclusions générales et perspectives

L’étude expérimentale et numérigue sur I'impacpdéts obstacles sur les écoulements
de surface lors d’inondation en ville montre qy'id tout avantage a représenter ces derniers
dans les modeles d’écoulements de surface. En afiet modélisation explicite permet de
prendre en compte I'effet potentiel d’'un obstaale la répartition des débits a un carrefour
voisin, la perte d’énergie associée a la résistaiecBobstacle a I'écoulement, ainsi que les
modifications locales de I'écoulement dues au aam®ment de I'obstacle. Dans le cas réel
étudié, I'effet de tels obstacles n'a pas pu é&dié, a cause du manque d’information d’'une
part, et de l'autre de la difficulté d’adapter laillage a de tels éléments. En revanche, des
éléments structurels de taille plus importanteséw@tinclus : les batiments d’'un coté, et les
murs/murets/barriéres de l'autre. La structurealgille étudiée fait que les batiments seuls
ont peu d’effet et que la structure de I'écoulen®etiéchelle de la zone étudiée est beaucoup
plus contrainte par la présence des murs. L'ensemblces résultats montre qu’il y a un
intérét a construire des modeéles d’inondation wmdaionsidérant plus de détails que la
topographie du sol et les batiments. En revanchar ptre opérationnel, de tels modéles
nécessitent de développer des moyens d’acquistiale traitement des données spécifiques.
Les progres en modélisation topographique des zoresnes (Sampson et al. 2012; Heo et
al. 2013), ou les capacités de certains mailléBmigaine and Remacle 2009) ouvrent la voie
a l'utilisation d’'un tel niveau de détail. L'utibdion de ces données et de ces outils reste
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hY

toutefois peu répandue, et un effort de développenest a réaliser pour les rendre
opérationnels, I'efficacité d’'un modéle dépendardsade sa facilité de mise en ceuvre. Enfin,
I'effet des trés petits obstacles (poteaux, arbnés)pas été consideré, et il est probable que
ces derniers puissent étre correctement représentasigmentant les frottements. Une telle
hypothése demanderait une étude expérimentalepauirait étre conduite comme celle

présentée ici sur les écoulements en bifurcation.

La gestion de la topographie des rues reste unemabplus délicat a la lumiére des
résultats de la thése. Les résultats de simulatimries écoulements en carrefours montrent
que pour des écoulements en régime fluvial, iltnpes nécessaire de prendre en compte une
topographie détaillée des rues mais en revanchme itoit pas y avoir de biais dans la
topographie moyenne (i.e. sur une largeur de rud)os veut prédire correctement la
répartition des débits dans les rues. De ce panud, la simplification de la topographie
proposée constitue un bon compromis entre un catmuéct des écoulements a I'échelle du
réseau de rues, et peu de contrainte sur la firdesseaillage a utiliser. Les simulations sur
Oullins tendent a confirmer ce résultat, pour desfils de rue réels. En revanche, la
simplification de la topographie homogénéise I'dement sur une rue et peut avoir des
conséquences importantes sur I'estimation des glébitinés par les avaloirs, si la hauteur
d’eau dans les caniveaux est mal évaluée. Désléotmitement optimal de la topographie va
dépendre de l'intensité de lI'inondation et de laassité de prendre en compte les échanges

avec le réseau d'assainissement.

La définition des débits drainés des rues vergdeau d'assainissement fait apparaitre
deux grands cas de figure. Pour des hauteurs disser importantes dans les rues, le débit
drainé est contrélé par I'ensemble de la structliéechange. Dans ce cas, l'approche
développée ici (étude des pertes de charge dasteuleiure) permet une évaluation objective
des échanges, au sens ou un coefficient de déltittpre calculé sur la base de la géométrie
de la structure d’échange. Les simulations a Is figis écoulements expérimentaux mesurés
au DPRI ou sur Oullins montrent que cette formalatest relativement peu sensible aux
hauteurs d’eau dans la rue, et donc peu affectédgzamodeles simplifies d’écoulements de
surface. Cette conclusion est aussi valable paudédordements, quelle que soit la hauteur
d’'eau dans la rue. En revanche, pour des hautéeems ¢hibles dans la rue, le contréle des
débits drainés se fait au niveau des avaloirs, amedorte sensibilité des formules d’échange
a la hauteur d’eau sur l'avaloir. L'incertitude $artopographie dans les modeéles usuels peut

alors engendrer des erreurs tres importantes. dheéation @ priori expérimentale) d’'une
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modélisation si fine du drainage par un modele atidation urbaine serait intéressante,
éventuellement en passant par l'utilisation de ldéchange globales (en calculant par

exemple le débit drainé en fonction du débit tafglrochant I'avaloir).

En plus des perspectives évoquées ci-dessus (éegldres petits obstacles et des
frottements dans les rues, méthodes d’acquisitiattedraitement de données, modélisation
du drainage pour les écoulements peu profond)oidrontation de modéles simplifiés sur
les données expérimentales ou de terrain utilidérs cette thése serait intéressante. En effet,
certains résultats de cette thése sont conditiopaédes modeles numériques utilisés, et
I'utilisation d’autres modéles pourrait par exemglgler a la généralisation de certains

résultats.
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Introduction

Chapter 1.

Introduction

1.1 Flood risk and urban areas

According to the recent report from the Europeanitenment Agency (EEA 2010),
floods have caused 1126 deaths in the period 1008-Besides, they remain the most costly
natural hazard, with cumulated damages evaluate&t)® 52 billion in the same period. Most
of these human losses and economic damages achadpen in urban areas, as the latter
concentrate a large part of the stakes: populatemonomical activities and industries,
historical centres, road networks...etc.). Similatlyis link between flood risk and urban
areas is also explained by the fact that the latterften located in flood-prone areas such as

river floodplains, coastal areas or valleys dowaestn of water dams.

Besides this increased vulnerability to flood riskio characteristics of urban areas
exacerbate flood hazards. First, soils imperviossrassociated to the urbanization increases
volumes of surface runoff and shortens reactioesimf urban catchments. Evacuation of this
runoff in urban areas depends mostly on the effoyeof the urban drainage system, and the
latter does not always grow as fast as the urbaoizar may not be well-designed. Secondly,
once flooding occurs in urban areas, surface flavesusually more violent than in natural
floodplains, as many impervious elements such aslibgs or walls block the flows and
concentrate them in the smooth and straight streetork. Therefore, evaluating impact of

floods in urban areas is of paramount importancéidod risk management.

Most of the time, inundations in urban areas are twuphenomena that have a much
larger scale than the impacted areas, so that imaglef the initial event and its propagation



Introduction

in urban areas can be independently carried outefifions exist, such as cases of intense
rainfall that lead to local discrepancies of thdam drainage system and for which an
integrated modelling may be preferred (Djordjeviak 1999; Schmitt et al. 2004). In other
cases, the first part of the modelling consistdatermining characteristics of the initial flood
event away from the urbanized area. This part ef tiodelling involves many fields of
environmental research and still defines a sigaifigart of the final modelling accuracy (see
for instance Brown et al. 2007): hydrology, oceagireering, seismology (tsunamis) and
soil/solid mechanics (dams, levees), as well anatbhlogy or weather forecast. In a second
step, results from these calculations can be usdabandary conditions in a hydrodynamic
model to simulate the flood propagation in the ®ddirban area itself.

On the one hand, modelling of flows during urbaoéls uses similar techniques as the
ones used for other free surface flow modelling.(eiver, channel, or floodplain flows),
mainly the numerical simulation of the full or sihfied shallow water equations (see Egs.
3.1 - 3.3). On the other hand, some features cdirudreas require a careful adaptation of
these approaches, which have been often used figplesi configurations (e.g. natural
floodplains or laboratory experiments). Specificipf urban areas towards hydraulic
modelling is described in the next section, synttieg general principles and approaches
proposed in the literature, and highlighting someg koints on which additional research is

required.

1.2 Modelling floods in urban areas

1.2.1 Aim of modelling and consequences on the choice of

models

Modelling floods in urban areas is compulsory for ay sound flood risk
management planning, yetthe required accuracy strongly depends on the typef risk
estimation that is carried out afterwards. Simulation results from a depth averaged two-
dimensional model (2D) solving the full shallow emaequations can provide global flood
extents and spatial distributions of maximum waésels, but also detailed time series of
local flow depths and velocities. However this noethis not always well-fitted for
applications such as real time forecasting, unceytanalysis or modelling at large scale
(Golding 2009). Therefore a significant number iof@ified urban flood models have been
presented in the literature, by solving simplifit@ms of the shallow water equations

2
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(Aronica and Lanza 2005; Yu and Lane 2006), adgingpsity while removing building

representation (Guinot and Soares-Frazao 2006gSdanzao et al. 2008; Cea and Vazquez-
Cendon 2010) or specific sub grid treatments (Inetu. 2000; Chen et al. 2012) to increase
computational efficiency. Obviously, these simghfiions cannot achieve similar accuracy as
explicit modelling based on full shallow water efjos, as they tend to neglect some flows

patterns or average them in space, or simplify ftiywwamics.

This question on models accuracy has been dirdbussed when the modelling aims
at some economical flood damages modelling or lbesefit assessment (Apel et al. 2009;
Freni et al. 2010), usually carried out by applydepth damages curves on computed flow
depth fields. One of the conclusions of these st that the uncertainty associated to the
depth-damage curves is much greater than the ant#es on the hazard assessment (that is,
the flows characteristics). For such applicatidghs,flood dynamics (e.g. arrival time or flow
velocities) is not really considered and this psstwvards the use of simple flood models,

reporting modelling efforts on economic aspects.

Now, other applications require a better descnptid the surface flows dynamics.
Evaluating human losses or the capacity of pedestrio walk in a flooded street requires
empirical relationships based on both flow depthsl aelocities (Jonkman et al. 2008;
Ishigaki et al. 2010; Gomez et al. 2011). Similasghicles in the streets can be moved by
flood waves, leading to increased damages and faltgrflow blockages if a car dam is
created in the street network (Cemagref 2009). Rbkke flow velocity on cars motion has
been proved to be of paramount importance (Xial.e2@l1). At a larger scale, for violent
flows, collapse of buildings is obviously assoaibte high momentum flows. By coupling an
adequate hydrodynamic model with different damagections, (Gallegos et al. 2012)
managed to predict buildings washout or structdesllures during a real dam break.
Similarly, (Xia et al. 2011) use detailed simulaticesults to assess detailed vulnerability
maps for cars and people during flash floods. énéhd, numerous urban flood models have
been presented in the literature, including mordess physics and having different initial
potential. Two recurrent questions remain for afidellers, namely how to adapt models to

particularities of urban areas, and what accuracybe expected.
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1.2.2 General principles of urban flood modelling

1.2.2.1 Integration of urban areas impervious elements

Buildings are probably the features that distinguisost urban areas from natural areas
when studying floods, as these impervious macrovelgs represent a large part of the
surface area. When studying dense urban areasban wirainage systems, flows can be
assumed to occur mainly in the street network abgtirface flow models can be restrained to
this network (e.g. Lhomme et al. 2006; Mignot et 2006; Leandro et al. 2009). In other
cases (significant flooding in moderately urbaniaeelas), flows can occur outside the streets
and reach built-up areas. A common approach cansistonsidering buildings as totally
impervious and excluding them from the computatiodamain (Schubert et al. 2008;
Tsubaki and Fujita 2010). A quite similar methodhsists in including directly buildings
elevation in the digital elevation model (Yu andnka2006; Vojinovic and Tutulic 2009).
Both methods explicitly account for the effectshofildings, with slight differences arising
from the buildings footprint delineation and di#at sensitivity to the mesh resolution. An
implicit modelling well fitted to structured gridsonsists in assigning occupying and
conveyance ratios to each cell partly at leastyadcupied by buildings (Inoue et al. 2000),
to account for the decrease of surface storage citgpand flow conveyance. A
complementary approach to the latter consists ialyaimg a priori the possible flow
pathways (Chen et al. 2012), and integrating thenmbre precisely account for flow
blockages. Finally, for large scale flooding, impa€ buildings on surface flows can be
computed in a statistical and macroscopic manrtee.riost precise method includes addition
of porosity and specific head losses to accountHernon-explicit consideration of the flow
contractions and expansions through the urban &@a#sot and Soares-Frazao 2006). A less
detailed method consists in increasing frictionbunlt-up areas (Gallegos et al. 2009), the
main problem being that the adequate friction fBadilt to define.

Clearly, integration of buildings in urban flood deds has been well studied and there
are several approaches to represent their efflcis, consider a typical urban area and its
representation by a quite accurate model (Figuit¢ 1t can be easily seen that buildings
alone cannot depict all surface elements that ¢&ctafloods: cars, trees, urban furniture,
walls, fences...etc. Somehow, effect of small sizstatles is acknowledged but it is often
considered as an uncertainty source, or includeddtion parameterization, which is quite

arbitrary. Effects of singular walls (when not pat a building) have been seldom
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investigated (Yu and Lane 2011), perhaps becausbeotlifficulty to gather relevant data
(Mason et al. 2007). In a detailed modelling pecsipe, effects of these elements remain to
be assessed.

Figure 1.1: Aerial photograph of the city centre of Oullins (top) and 3D visualization of a
digital elevation model with buildings in white (right)

1.2.2.2  Consideration of the topography in urban areas

Accuracy of urban flood models relies also deepiytlte topographical data used and
its integration in the different models. Digitakeation model (DEM) can be derived from
urban data base (Aronica and Lanza 2005), direeisarements of street profiles (Mignot et
al. 2006), or from remote sensing technologies saghaerial (Mason et al. 2007) and
terrestrial LIDAR (Sampson et al. 2012).

For conventional flood models, integration of tega remains constrained by the mesh
resolution. Coarse resolutions (10-50 m) accelefaecalculations but tend to smooth the
topography, which can bias model results (pondsliditow pathways). Some sub-grid scale
treatments have been proposed to overcome thisulff in the case of raster storage cell
models (Yu and Lane 2006; McMillan and Brasingtd®0?2) or “impact zones” model
(Jamieson et al. 2012). This allows a decouplinghef considered topographical resolution
from the computational grid resolution, enhancingdels accuracy at low computational

costs.



Introduction

Well-established data acquisition techniques (sagherial LIDAR) can provide DEM
with vertical accuracy typically of +/-0.1 m. Evench accuracy cannot capture all elements
impacting the flood propagation, given the complexif a typical street profile. For urban
drainage application, the streets topography caenb@nced by burning their footprints into
DEM (Vojinovic and Tutulic 2009) or by using morecarate algorithms (Ettrich et al. 2005).
These techniques permit to enhance small flow paysvand improve global representation
of the surface drainage network. Errors subsidemany topographical details cannot be
retrieved. Now,running models with more accurate topographical de&a may be limited
by the data acquisition process and computationalimes, so that benefits of using
detailed topography should be assessed as precisa/possibleWhereas consequences of
large topographical errors is relatively intuititgeg. removal of a pond), influence of local

topography is less evident (drain channels, sidesyal

1.2.3 Friction Parameterization

All flood models account for energy losses due attdm friction (i.e. friction on the
ground). In most cases, the friction term includes use of a Manningn) or Strickler
(Ks=1/n) coefficient. Adequacy of this formulation for hiy unsteady flows may be
guestioned (El Kadi Abderrezzak et al. 2009), yas igenerally assumed to be correct for
slower flows. This modelling point has initiallydep physical meaning (Yen 2002), so that
in principle the range of values to use can bevedrirom ground types and eventually some
macro roughness (Schubert et al. 2008). Now, tlaee two strong limitations to this
approach. First, several typical elements of floadsurban areas increase the effective
roughness if they are not explicitly consideredofl debris, topographical details, cars and
urban furniture, etc. As this effective roughneasrot be directly measured on field and may
vary from one case to another, this parameter msr@ite uncertain. Secondly, the friction
can be artificially increased to account for momemtiosses that are not considered by the
hydrodynamic model such as turbulence stressesei@én assumed to be negligible
compared to bottom friction) or inertial terms (i@iffusive wave models). The model
benchmark and sensitivity analysis (notably ontifsit) carried out by (Hunter et al. 2008)
gives a particularly interesting insight on thip@st. The study reveals that the range of
assumable friction for urban areas covers the rdiffees amongst the different model
formulations.However, we can assume that the more physical processes aplicitly

represented, the less uncertainty remains on theifition modelling. This is clearly shown
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in the simulations carried out by (Yu and Lane 2008here an excessively simplified
simulation (diffusive wave on a coarse mesh) rexpuinon-physical values of Manning
coefficients (up ton=10, against typical values of 0.04 for their refere simulations) to

achieve good performance. Besides, compensatingi@dlels approximations (topography,
governing equations, numerical scheme) by the boftaction may allow calibrations on a
few characteristics (flood extent, local water Isygyet it cannot improve all computed flow
characteristics at the same time and may lead tsjudgements on actual models

performance.
1.2.4 Coupling of several flow types

Most of urban areas include a drainage system radeajor system (streets) and a
minor one (underground drainage pipes). Whetherdiltg occurs from local intense rainfall
or direct overland flow, it will lead to flows indth systems, as a result of the streets drainage
into the underground pipes, and/or of pipes overfioto the streets. Because of these bi-
directional interactions, it is more adequate tawtaneously simulate both flow layers, and
this method is referred wual drainage modellingDjordjevic et al. 1999; Smith 2006). Pipe
flows are usually modelled with 1D models. For suchan drainage-oriented applications,
both 1D and 2D models show benefits to model sarfemvs (Mark et al. 2004; Leandro et
al. 2009; Vojinovic and Tutulic 2009). Actually, @waling models is a common practice for
flood inundation analysis. For instance, surfacevl can be coupled to large underground
spaces (Toda et al. 2001; Chen et al. 2005) ohémgelves represented as combinations of
1D flows (drain, river, channels) and 2D overlatahk (Kawaike et al. 2004; Vojinovic and
Tutulic 2009).

Particularity of dual drainage modelling is thagr are two distinct flow layers that are
almost always separated but can interact at soe@fgppoints (street inlets, sewer overflow
devices, manholes), in both directions (drainagk@rerflow). Drainage processes in normal
conditions have been a focus point for decades) wansiderable research on street inlets
efficiencies (e.g. Despotovic et al. 2005). Thessuits are perfectly fitted to design urban
drainage systems. Yemnteractions between surface and subsurface flowsre actually
poorly assessed for flooding conditiongas recalled by Leandro et al. 2007), where sarfac
flows are usually out of the urban drainage systeiesign assumptions. Moreover,
increasing model complexity (i.e. consideration afwvo flow layers) should be supported

by more accurate validation data(Mark et al. 2004). Despite the growing interestdwal
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drainage modelling, few of the proposed models Haeen accurately validated, and though
relevance of this approach is evident, detaileddatibn should help assess its potential.

1.2.5 Model validation

Direct validation of urban flood models against fied data remains limited,
considering both the small amount of validatioradagually available and what the latter can
validate (typically local water levels). This liratton, along with the uncertainties inherent to
real case modelling, implies that it is difficuti aissess the true benefits of using detailed
models over simplified ones, or whether all simolatresults can be relied on (e.g. rate of
water level rise or velocity field in the streetgse of remote sensing techniques (Schumann
et al. 2011), of data from flood warning systemu@@gs, cameras) or other techniques may
help achieving detailed validation in the futureetthese data are not widely available, and
also they are determined by floods occurrence, hwhidortunately — do not happen as often

as we need to model.

A complementary approach is to validate numerical mdels against experimental
measurements.Flows through crossroads (Mignot et al. 2008; BldKAbderrezzak et al.
2011) or groups of buildings (Mignot et al. 200@afes-Frazdo and Zech 2008; Van Emelen
et al. 2012) have been investigated with experimentd numerical simulations. These
configurations remain simplified, so that experitarand simulations results are easier to
understand. On the other hand, some processegramed or biased (typically the friction)
and conclusions may not stand when shifting talfedses. This last issue can be addressed
by gradually increasing physical models compleaitgl improving measurements, so that this

validation approach remains clearly promising.

A widespread practice consists in carrying sengjtignalysis on models parameters
(e.g. building representation, mesh density) dsenchmarking different flow models. These
approaches have given interesting insights on eactel abilities (Hunter et al. 2008;
Schubert et al. 2008; Fewtrell et al. 2011). Thotigis approach is pragmatic, it cannot
totally replace a validation with reliable measueents. Note that most of the model
validations based on experimental observations exonquite complete numerical models,
often designed to simulate other types of enviramaldlows and not especially dedicated to
urban flood modelling. Exceptions exist (e.g. Dottand Todini 2013) but remain scarce.
Research on urban flood modelling would gain fromae systematic model validation with

experimental data, whatever the numerical model.
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1.3 Thesis objectives and manuscript outline

Floods in urban areas can lead to complex flowstdude artificial topography, the
presence of impervious elements of different strethe interaction between different flow
layers. Prediction of these flows is essential flood risk management, and is mainly
achieved using numerical models. The latter cardésigned either to account for local
physical phenomena or represent global floodingcgsses, both these general directions
being justified by the different levels of compligxthat can be required when studying urban

floods.

This thesis aims at studying the detailed modellingf flows during urban floods,
especially considering the impact of topographicatietails on the surface flows and the
modelling of exchange flows between streets and uei@round pipes. In particular, the

following questions are asked:

* What is the impact of small-scale obstacles on ghdace flows and can it be

represented in an urban flood model?
* What accuracy on the streets topography shoulebsidered?
* How to model exchanges between street flows anel fippvs?

As recalled earlier, many types of surface flowa cacur during urban floods. The
thesis mainly deals with subcritical flow regimesrelatively flat areas. An important part of
this thesis work is carried out using experimentablels dedicated to the previous questions,
feeding the discussion with accurate and reliablasarements. Besides, two types of
numerical models previously developed by IRSTEAwmed through the thesis. A 2D model
solving the shallow water equations (Rubar20) isdu® simulate surface flows, and a 1D
model (Rubar3) for the pipe flows. A coupling ofisttmodel with a 1D shallow water
equation model is used to achieve 1D (pipe) / 2lDfé¢se) numerical simulations. These
numerical models are used to extend their validadiod to derive operational conclusions on
the way of setting-up urban flood models. A welcdmented field case is also studied to
complete this validation and address some additiguestions inherent to field case

modelling.

The structure of the manuscript is as follows. Ha first part, effects of small scale
obstacles and street topography on the flow digghdistribution through a 3 branch junction
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are studied. Chapter 2 presents experimental odisemg carried out at the LMFA
(Laboratory of Fluid Mechanics and Acoustics, IN8& Lyon, France) on flows through a 3
branch bifurcation model impacted by the presencesnoall obstacles or sidewalks. In
Chapter 3, modelling of these flows with the 2D edtubar20 is performed and these results
are used to discuss the need and the feasibiligpo$idering such details in an urban flood

model.

In thesecond part interactions between street and pipe flows ardiastl. In Chapter 4,
measurements carried out on a DPRI (Disaster PtiemerResearch Institute, Kyoto
University, Japan) experimental model are preserfibd model permits to generate vertical
exchanges between a flooded street and its undergrdrainage system, which allows us to
study and model these exchanges. The complete maierodelling of these bi-layer flows
is presented in Chapter 5, using a 1D/2D coupledaho

Finally, thethird part aims at studying past flood events in the cityoflins. At first,

a modelling of the surface flows alone is perfornf€dapter 6), then their interaction with
the underground drainage system is included (Chapte

Adequacy of these 3 parts towards the questiongiomexa earlier is summed up in
Table 1.1, along with the use of the 2D and 1D/28&dels. Results of these different parts

will be notably analysed considering these thresstjans in a general conclusion.

Obstacles Street Street/Pipe 2D _ 1D/2|_:)
Topography Exchanges modelling Modelling
Part | ° ° .
Part Il ° ° .
Part 11l ° ° o .

Table 1.1: Thesis objectives distribution amongst the 3 parts
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Partl.
Influence of obstacles and sidewalks on

3 branch bifurcation flows

We have seen in the introduction the ability ohgard numerical models to represent
the global surface flow pattern during urban floodéis ability has been assessed by
comparing numerical simulations and laboratory expents for schematic urban areas
(Mignot et al. 2006; Soares-Frazdo and Zech 20G8) ¥melen et al. 2012) or idealized
urban crossroads (Mignot et al. 2008; Ghostind.2@(d4.0; El Kadi Abderrezzak et al. 2011).
However, (Mignot et al. 2006) pointed out that whreadelling real field cases, uncertainty
will arise from the accuracy of the street topotmgpas well as the presence of small scale
obstacles in the street. These elements can haxmificant impact, even when compared to
the numerical model ability to predict the compt®mbining and dividing flows through a

crossroad.

In this part, the effects of detailed topographg amall obstacles on the flow at one
crossroad scale are assessed. The chosen appotiaalts two steps. First, measurements are
carried out on an idealized experimental crosstoatudy the influence of such elements on
a series of dividing flows (Chapter 2). The maiecu® point lies in the study of the flow
distribution through the experimental crossroadjciireflects the global effects that the
studied singularities could have at a city scakesi@es flow distribution measurements, finer
measurements of velocity fields are carried outriderstand the physical processes affected

by obstacles or topographical details. Then, inp#ra3, the ability of a numerical model to
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predict the effects of these obstacles and topbgralbdetails is studied, in order to assess
whether such fine elements could be included imniftood models.

Preliminary work has been done to study the abditythe numerical model used in
Chapter 3 to simulate velocity fields for combinift@vs in a 3 branch junction, and to assess
(only with numerical simulations) the influence iofroducing obstacles and sidewalks on
such flows (Bazin et al. 2012). Results show tlieg tonstant eddy viscosity has to be
carefully calibrated in the numerical model for thtter to be able to predict accurate velocity
fields for flows without obstacles or sidewalks.tivsuch calibration, the numerical model
appears to fairly predict the general flow pattGaoceleration zone and recirculation area in
the downstream branch), which proves the relevafiagsing such model to study at least
global effects of local obstacles or variationslod channel geometry (bottom topography).
However for combining flows, effects of obstaclesimlewalks have only local effects, as the
flow discharge in each channel is fixed by theawfldischarges and the mass conservation
(the downstream channel discharge being equal dostim of both incoming discharges).
Therefore, as local flow perturbations are outhad thesis framework, further investigation of
combining flows has not been carried out. The @poeading preliminary results can be found

in the mentioned article.
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Chapter 2.
Experimental study on the LMFA

urban crossroad model

2.1 Preliminary description of the physical

processes expected in the experiments

The problem of combing and dividing flows in chahjumctions has been extensively
studied, as it is linked to many engineering agplans. Studies have covered a wide range of
junction configurations and hydraulic conditions, grovide practical ways of determining
flow distribution and energy losses (e.g. Taylod49Law and Reynolds 1966; Hsu et al.
2002), or to accurately describe the flow pattéeng. Neary and Odgaard 1993; Mignot et al.
2008).

In order to reduce the number of flow parametersjanction geometrical parameters,
one type of dividing flow is studied. It consists @ subcritical dividing flow through a 3
branch junction, the 3 branches being horizontdllzaving the same width, and joining with
a 90° angle. The choice of subcritical flows igtified first by the general framework of this
thesis, and also because the ability of 2D numlenalels to simulate such flows has been
demonstrated (Shettar and Murthy 1996), whereagrstpcal (Mignot et al. 2008) or
transcritical (El Kadi Abderrezzak et al. 2011wl can lead to discrepancies when using 2D
numerical models. As one aim of this study is teeas the ability of a 2D model to predict
influence of obstacles and detailed topographyhendividing flows, a prior requirement is

the ability of such model to accurately simulateiding flows without obstacles. Then, the
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Part . Influence of obstacles and sidewalks on 3 branch bifurcation flows

chosen junction configuration is the most studiedfiguration, for which flow patterns have
been described and relationships linking globalvfloharacteristics have been derived.

Results of previous studies on such configuratrenssammed up in the following.
2.1.1 Dividing flow in a 3 branch junction

2.1.1.1  Flow pattern

It should be noted that dividing flows that remaubcritical everywhere form only one
fraction of what is usually considered as “subcaitidividing flows”. Indeed, as stated in
Riviere et al. (2007), three regimes can be idexkif

e Subcritical flow everywhere

e Subcritical everywhere except in the contractedioregof the branch channel
(occurrence of a choked flow)

* Transition from sub to supercritical flow in the imahannel

Choked flow in the branch channel is reported touodor a branch channel Froude
number larger than 0.35 (Ramamurthy et al. 19983pide this should be considered as a

fuzzy transition (Riviere et al. 2007).

The flow pattern for a full subcritical dividingdilv in a 3 branch junction has been
studied with laboratory measurements and 3D sinamstby Neary et al. (1999), and a
scheme is shown on Figure 2.1. The flow in the ngapstream) branch is divided through a
dividing stream surface, starting upstream of timejion and reaching the downstream corner
of the junction. The location of the correspondufigiding streamlines varies over depth,
because the velocities are larger near the sutfeoe near the bed, and the capacity of the
flow to rotate towards the branch is then higharrtee bed than near the surface. This was
observed experimentally by Neary and Odgaard (1988h larger variations occurring for
larger bed roughness or upstream to branch veloatips. The flow entering the branch
channel separates at the upstream corner of tltigan leading to a separation zone along
the upstream wall of the branch channel (zone BRigure 2.1). This separation zone reduces
the effective width and capacity of the branch ctgnand corresponding contraction
coefficient has been studied to develop flow disttion models (Law and Reynolds 1966;
Hsu et al. 2002). A stagnation region is locatedhat downstream corner of the junction,
where downflow occurs and secondary flows are gagedrin both downstream and branch
channels. The secondary circulation interacts wita recirculating flow in the branch

14



Chapter 2. Experimental study on the LMFA urban crossroad model

channel, which leads to very complex 3D flow paisefNeary et al. 1999). Finally, for large
branch to main channel flow discharges ratios, lsrateparation zone can form downstream

of the junction, along the channel wall oppositéhi® branch (zone B in Figure 2.1).
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Figure 2.1 : Flow pattern in a subcritical dividing flow ( from Neary et al. 1999)

Because of the flow expansion in the junction daadontraction in the branch channel,
local Froude number can rise and exceed 1, leadisgpercritical flows in the junction or in
its vicinity. In such cases, besides the flow pagealescribed for subcritical flows, additional
flow structure can form (e.g. hydraulic jumps, sliag waves or bow waves). Law and
Reynolds (1966) shows that occurrence of these firwctures can be related to both the
main branch Froude number and the discharge r@he. whole flow in the junction can
become supercritical for high main branch Froudenlmers and/or extreme values of the

discharge distribution, but no threshold valuesraperted in the literature.
2.1.1.2  Distribution models and numerical modelling

Presence of waves and hydraulic jumps can affectdmtrol of the flow distribution,
therefore the proposed analytical distribution medee usually restrained to a range of flow
conditions (e.g. Froude number in one branch) (Raonthy and Satish 1988; Hsu et al.
2002; Riviere et al. 2007). For urban flood moadgi integrating such models for 1D

modelling of the flows through a street networkdsnpulsory. However, attempts previously
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carried out (Lhomme et al. 2006; Kouyi et al. 20@hostine et al. 2012) showed that these
distribution models may not be appropriate, andlircases lead to higher errors than when
using an explicit modelling with two-dimensional deds. Complexity of street cross sections
and of urban flood flows in a street network do actually allow for a generalization and

extensive use of these analytical distribution nedéhe latter being more adapted for
standard geometries (open channels, pipe networts)..e

2.1.2 Flow around obstacles

Graf and Yulistiyanto (1998) reported laboratoryasieements of a fully turbulent
subcritical open-channel flow around a non-subnigdinder. Extensive 3D velocity fields
allowed them to describe the flow pattern in thanity of the cylinder (Figure 2.2). Presence
of the obstacle forces the flow to pile up upstreameating an adverse pressure gradient
upstream and a separation of the incoming flow fittbwn bottom. This results in a three-
dimensionalhorseshoe-vortex systerwith a vortex which starts in front of the cyled
bottom, and stretches downstream, remaining cloged cylinder. As the flow is deviated
around the cylinder, local accelerations are olexkon the sides of the cylinder. Moreover, a
wake is observed downstream of the cylinder, withieaerse flow and high turbulent

intensities.
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%

Figure 2.2 : Flow pattern around a cylinder (from Graf and Yulistiyanto (1998))
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Chapter 2. Experimental study on the LMFA urban crossroad model

Chen and Jirka (1995) studied the structure ofsthlke forturbulent shallow flows. At
high Reynolds number, the structure of the wakerditngam of the obstacle does not depend
on the Reynolds number (in contrast with low Regisahumber flow) and is governed by a
wake parameteB=fD/4H, with D the obstacle widthiHd the water depth upstream ahthe
channel Darcy-Weisbach friction factor. For a cgen, for S<0.2, vortex shedding occurs and
leads to a vortex street in the wake, differingnfrthe low Reynolds Von Karman vortex
street because of the two-dimensionality of theeceht structures in shallow flows. For
0.2<S<0.5, the wake consists in an unsteady buiglslehing a length between 1.5 and 2.5
times the obstacle width. For higher wake paramgi®r0.5), a steady bubble wake appears,
with the same length as the unsteady ones.

Applications of flow around obstacles in hydraulmainly concern evaluation of scour
around bridge piers (e.g., Breusers et al. 197@)flaw resistance of vegetated channels (e.g.,
Wilkerson 2007; Aberle and Jarvela 2013), and spwading studies are carried out with
uniform approaching flow. One example of study ofeeged obstacles in the vicinity of a
dividing flow is reported by Nougaro et al. (197%he authors place an emerged cylinder at
the entrance of a branch channel to stabilize v in this channel. The study does not
report precise measurements of the effects of bHstaole, but visual observations indicate
that the latter can stop oscillations in the bracicAnnel. No other studies coupling dividing

flows and obstacles could be found.
2.2 Experimental facility and measuring devices

Experiments were carried out at the LMFA (Labonsale Mécanique des Fluides et
Acoustique), on the urban crossroad model (seer&i@u3). The facility consists in 3
horizontal glass channels with the same widithO(3 m) joining perpendicularly. A flow is
generated in the upstream channel (lergtl= 2.0 m) and divides into the branch and the
downstream channel (of respective lendihss 2.6 m and_q = 2.6 m). The upstream flow
dischargeQ, is generated using a pump and a valve, and iglis&bthrough the use of a
feeding tank and a honeycomb placed at the entra@inites channel. Branch and downstream
channel flows are controlled at the outlets by gharested weirs of adjustable height
(respectivelyCy, andCy), and outflows are collected in tanks located dstweam. The branch
flow is redirected to the downstream channel ctihgctank, and the whole collected flow
returns into the pumping loop, so that the whoteugeoperates in a closed loop.
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Figure 2.3 : Scheme of the LMFA crossroad model in a 3branch dividing flow
configuration and main notations

Upstream and branch channel flow discharQ, and Q, are measured wit
electromagnetic flow metefaccurac being the maximum of 0.02 Llsor0.5% of the flow
discharge)ocated in the pumping lp. A movablepoint gauge is used to measure the w
depths and the weir crest height, with estimated accuracy of G2nm The controlled
boundary conditions are th@, h, andhy, and the main measurements Q, andQy.

Particle Image ¥locimetry (HV) measurements are carried out in the junction ar
the branch channel to measure horizontal veloagids for a few flow configuratior.
Polyamide particles (5@m diameter)are used as tracers. Black tissues are used tc
recorded flow regions ithe dark, and a white light generator is used &atea horizontal
light sheet with a thickness of around 5mm. To régmarticle motionwithin this light sheet
we use al280x1920 pixels CCD camera, located above the dueface at an elevaticof
about 1.1 mThis set up leads to a horizontal resolution ofrirbper pixel, with an effectiv
350 x 500 mm measurement area. For each horizptaak, i series of 4000 images &
recorded with a time step of 1/3 (30 Hz).PIV computations are carrieout on a 15 x 15
mm regular gridwith the commercial software Davis from Lavis, and time average

velocities are computed to use in this th

Experimental conditions could not ensure accuraté &dmputations for fast flow
(typically velocities largethan 0.25 m™). Large-Scale PIV (LSPIV) isarried out for faste

flows. However this technique cannot capture flow velositieall areas, as seeded partit
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may be ejected by vertical flows reaching the sadace. LSPIV data provide only limited
information and are only considered as a globatlatibn data for numerical simulations.

2.3 Choice of flows, obstacles and sidewalks

configurations

2.3.1 Dimensional analysis

Dimensional analysis follows the approach presetmgdiviere et al. (2007). For a
reference dividing flow without obstacles/sidewalitsere are 10 variables that rule the
discharge distribution: the acceleration due tovityag, the channel widthy, the flow
discharges and water depths in each bra@Qghh{, Qy,, hy, Qq andhg), and the two weir crest
heightsCy, andCy. The available equations are:

* The mass conservati@),=Qu,+Qq

* The stage discharge relationships for each shagiext weir Qp, Cp, hp) and Qq, Cq,
hg)

e The relationship proposed by Ramamurthy et al. @L9fhking the depth in the
upstream channél, to the depthn, and flow rateQy in the branch channel.

e The empirical discharge distribution la®y Qq, Cp, Cqy, Qu, 9) provided by Riviere et
al. (2007)

The 5 remaining variables are therg, Qu, hy, andQy, including a length scaleand a
time scaleb®Q.. The 3 final parameters that rule the flow disttibn in the bifurcation are

then:
« The Froude number in the upstream chafigel Qu/[b.hu(g.hy)%]
* The discharge distributioR;=Qy/Qy
e The normalized upstream water depjfb

In order to investigate the effects of the threeapeeters defined above, 3 series of
flows are defined (Table 2.1). From a reference f{low 3), boundary conditiong, Cy,
Cgy) are adjusted to vary one of the studied paranfEterRqo, hio/b) while the two others are
kept constant. Preliminary tests allowed us tossssige range of flow conditions that can be
simulated experimentally, and the final chosen foare selected to fairly represent this
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available range. These 14 flows are referrethaisl flows in the following (that is, flows
without obstacles or sidewalks), and the subst@ipis used when referring to them.

series nimber Lot wm  wm P
1 601 11.2 16.2 0.79 0.39 0.13

2 499 20.8 19.0 0.60 0.39 0.14

s1 3 401 26.5 22.3 0.45 0.39 0.15
4 3.00 30.2 25.6 0.33 0.39 0.15

5 251 31.7 27.6 0.28 0.40 0.15

6 200 317 27.6 0.23 0.38 0.14

7 4.00 32.7 18.4 0.44 0.23 0.15

3 401 26.5 22.3 0.45 0.39 0.15

S2 8 4.00 22.2 25.8 0.45 0.51 0.15
9 4.00 22.2 25.8 0.44 0.65 0.15

10  3.99 22.2 25.8 0.45 0.80 0.15

11 1.66 15.2 12.7 0.44 0.40 0.08

12 2.77 21.0 17.1 0.45 0.38 0.12

S3 3 401 26.5 22.3 0.45 0.39 0.15
13 5.38 33.0 27.6 0.45 0.39 0.18

14 7.00 33.0 27.6 0.45 0.39 0.22

Table 2.1 : Experimental parameters and non-dimensional parameters for the bifurcation
flows grouped in 3 series (with varying F,o, Rqo and hyo/b). The reference flow is indicated
in bold (common to each series). Flow 6 is the flow measured with PIV.

2.3.2 Obstacles and sidewalks configurations

A total of 9 obstacles configurations are studiédingle obstacle configurations, and 2
double obstacles configurations. Each obstaclesguare cylinder with a widttv, = 5 cm,
that is 1/6 of the channel width. This size has been chosen considering preliminary
numerical simulations (to ensure that the impactthedse obstacles would be detected
experimentally) and in agreement with typical sisé®bstacles located in streets. Assuming
a model scale between 1:15 and 1:30 (which correipto a street width of 4.5-9.0 m), this
leads to a real-scale obstacle typical size of-Q.B5n, which can represent pieces of urban
furniture. Moreover, this obstacle dimension rermainmpatible with typical mesh elements
size used in 2D urban flood models. Obstacles hdigghcm) and material (aluminium)
ensure that in all experiments, obstacles remamsubmerged and immobile. 6 obstacle
locations among the single obstacle configuratipesmit to cover areas just near the
junction, with two obstacle locations in each chan(Figure 2.4). The seventh location
consists in the centre of the junction (obstacleTRe &' and ¢ configurations consist in
coupling the obstacle 2 with respectively the otist@ and the obstacle 6. Obstacle 2 has
been chosen as the base obstacle for these ddudiele configurations as it was the most

influent obstacle.
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One singleconfiguration of sidewalks is studieFigure 2.4. The sidewalks arall
2 cm high and 6 cm wideand are located all along the channels laterdswBhey are mad
of wood, ballasted with steel bars to prevent fng and painted in black for PI
measurements. As for obstacles, sidewdimensionsvere defined according to prelimine
numerical simulations and scali considerations. Howeverpte the chosen sidewalks :
relatively high, a 1:1%caling leas to 30 cm high and 0.9 m widgdewalk: (and 60 cm x
1.8 m for a 1:30 scale).
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Figure 2.4 : Obstacles and sidewalks configurations

2.3.3 Methodology and measurements

The aim of the experiments is to assess the eftdcsveral singularities cthe series
of 14 initial flows listed inTable2.1. Therefore the experantal protocol aims at accurate
generating the initial flowgwithout singularities)and minimizing errors when assess
effects of singularities on flow characterist For eachflow (initial, and with singularities,
measurements are carried out ibtain the flow discharge in the upstream and br:
channels Q, and Qy), the water depthtwo channel width upstream both sharp crested
weirs in the branch and downstream chanrh, andhy), and the water depth in the upstre
channelh,, at one chamel width upstream of the junctiolFigure 2.3. For obstacles, the

protocol follows the followincsteps:

e The flow boundary conditions are set up to genetiageinitial flow Q,, Cp, Cq)

according to Table 2.1
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Part . Influence of obstacles and sidewalks on 3 branch bifurcation flows

*« Once the initial flow is stabilized, measurementsntioned above are carried out
(Quo, Quos huo, hno andhyp)

* Keeping the same boundary conditions, obstadéntroduced

* Once the flow with obstaclieis stabilized, measurements are carried Qut Qui, hui,

hpi andhg;), and the obstacle is replaced by another one

Due to the difficulty of positioning sidewalks, therresponding protocol slightly
differs. Sidewalks are set up in the experimentatieh and measurements of each flow with
sidewalks are carried out in a row, by adjusting loundary conditions again for each flow.
Therefore, this method is slightly less accuratethe® boundary conditions are set up twice
for a flow (initial flow, and flow with sidewalks)To ensure continuity in the variable

notations, the sidewalks configurations are notéd thie subscript “10”.
For each flow and each obstacl@ in [0, 10]), the branch to upstream dischargeorati

Rqi is calculated:

_ 0

;=
1 Qui

The evolution of this discharge ratibR; is then computed for each obstacle or

R 2.1

sidewalk configuratiom (i in [1, 10]):
Aqu = qu - RqO 22

Besides this reference value, maximum and minimaftues are computed considering

flow discharge measurement uncertainties:

.+ . —
_ le le,err _ QbO QbO,err 23

AR imax —
v Qui - Qui,err QuO + QuO,err

AR.. . = Qbi - Qbi,err _ QbO + QbO,err 2.4
qgi,min —
Qui + Qui,err QuO - QuO,err

With the error in discharge estimati@er = max(0.02 L.s-1, 0.008y), “X’ being
either ‘b” or “u”. This method is severely conservative for ob&sclas the subtraction
operated in EQ.2.2 should compensate most of tft@seon the measurement discharges,
considering the experimental protocol.

One water depths line is measured in the main @lgi® points) and in the branch
channel (3 points) for each flow, except for flowsaand 6, as their characteristics are very

close to the ones of flow 4. For each measured, ftoe water depths are measured for the
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Chapter 2. Experimental study on the LMFA urban crossroad model

initial flow and for the same flow with one obs&aonfiguration, chosen as the one which
impacts the most the water depths (based on vidbsgrvations). Additionally, for a few
flows, these water depths are also measured fasfigith sidewalks. These data are not used
in the experimental analysis but will be used abdation data for numerical modelling

(Chapter 3). Figures of these water depths lineseafound in Appendix A.2.1.

Besides these discharges and water depths measuseneocity fields were measured
for two flows to help analysing the measured disgbaatio evolutions. For the reference
flow (flow 3 in Table 2.1), all flow cases (initiabbstacles, sidewalks) are measured with
LSPIV in the junction and in the branch and dowsetn channels. Nevertheless, this
technique suffers from inaccuracy in highly 3-dimiennal flow areas and recirculating
areas. Thus, horizontal PIV measurements are daoig for the slowest flow (flow 6 in
Table 2.1) at the elevatior=3 cm. For the latter, measurements include theainilow,
obstacle configurations (1, 2, 4, 5, 6) and theewalks configuration. Obstacle 3 has no
significant effect for this flow (except a pertutiom of the branch channel recirculation area,
which is the main concern of this study) so it@ measured with PIV. Flow with obstacle 7
iIs not measured as the latter generates large whadeas for which PIV measurements
cannot be carried out. Finally, obstacles 8 andeSf@aund to have very similar effects than

obstacle 2 for this flow, so that their correspogdvelocity fields are not measured.

Influence of the singularities on the initial diind flow is analysed through the
measured values &fR;. Water depths measurements in the downstreamrandtbchannels
are not considered in the experimental analysisabeituseful for numerical simulations, as
they permit to derive the stage-discharge relahigssof the sharp crested weirs. Measured
water depths upstream of the junction evolve assalt of the energy losses due both to the
obstacles and to the evolution of the dischargeibligion. Therefore, these evolutions are
priori complex and are not considered in the experimealysis. However they can be

used as a second validation parameter for numesiicadlations.

2.4 Results

Experimental results have been presented in Mighat. (2013), with additional data
obtained by numerical simulations with a three-disienal model. Some of the experimental
observations are not trivial to explain with theadable measurements alone, and numerical

simulations have proved to be useful to completeathalysis. References to this article or to
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Part . Influence of obstacles and sidewalks on 3 branch bifurcation flows

the two-dimensional simulations presented in Chraptavill be done in the following sub

sections each time experimental data cannot expl@ine the evolutions of the discharge

distribution.

2.4.1 Influence of single obstacles

2.4.1.1  Qualitative description

Figure 2.5 shows the measured velocity fields bar flow 6, for the initial flow and

several obstacles and sidewalks configurations.tik@initial flow, the velocity field shows

that as the flow expands in the junction, it digdeetween the downstream and the branch

channels along a dividing stream line and its vigfoglong x axis decreases. In the branch

channel, the flow is accelerated on the left bavtkije a separation area appears on the right

bank, with very low velocities. This structure mnsistent with what was described by Neary

et al. (1999) (see also Figure 2.1). Considerimgvitlocity fields for flows with obstacles and

evolutions of the discharge distribution (Figur® 20 Figure 2.8 ), effect of each single

obstacle can be interpreted as follows:

24

Velocity field around obstacle 1 (Figure 2.5) regdhat the latter accelerates the right
part of the upstream flow in the junction. This elecation increases the flow inertia,
which limits its capacity to rotate towards the rwia channel. As a result, the

discharge distribution decreas@dR{(<0 on Figure 2.6 to Figure 2.8).

Obstacle 2 accelerates the left part of the upsifav and deflects it towards the left
wall of the upstream channel and the junction. Bdtenomena tend to limit the flow
capacity to enter the branch channel, so@alecreases (thusR,<0), and effects are

larger than for obstacle 1.

Obstacle 3 is located in the slow separation anghe branch channel; therefore its

effect is almost negligible.

Obstacle 4 is located in the acceleration zon&éefranch channel, where the branch
flow is contracted because of the separation zand, the presence of the obstacle
further decreases the flow area in the branchl|lyipaeventing the incoming flow to
enter this branchAR;<0)

Obstacles 5 and 6 decreases the flow area at ttenea of the downstream channel,
which redirects the junction flow towards the briacbannel AR;>0)



Chapter 2. Experimental study on the LMFA urban crossroad model

» Effects of obstacle 7 are related to the initiadaltion of the dividing streamline, as
discussed in section 2.4.1.3. As in most of inflialvs, the location of obstacle 7 is on
the left side of the dividing streamline, introdugiobstacle 7 mainly affects the left

part of the upstream flow, redirecting part obithe branch channeA>0).

Globally, for the range of parameters tested, dialuof the discharge distribution
varies between -14% to +8% but appears to varyifgigntly with the flow parameters, so

that impact of the latter has to be assessed.

25



Part . Influence of obstacles and sidewalks on 3 branch bifurcation flows

0.60

0.45

0.30

0.15

0.00
-0.15 0.00 015 030 045 -0.15 0.00 0.15 030 045

0.60

0.45

0.30

0.15

0.00
-0.15 0.00 015 030 045 -0.15 0.00 0.15 030 045

— 0.30

0.60

0.45

0.30

y [m]

0.15

0.00
-0.15 0.00 015 030 045 -0.15 0.00 0.15 030 045

[m.s™

0.60

0.45

0.30

y [m]

0.15

0.00
-0.15 0.00 015 0.30 045 -0.15 0.00 0.15 030 045

0.60

=]

Velocity Amplitude

0.45

0.30

y [m]

0.05
0.15

0.00
-0.15 0.00 015 030 045 -0.15 0.00 015 030 045

0.00

0.60

(o]

0.45

0.30

y [m]

0.15

0.00 0.00
-0.15 000 015 030 045 -0.15 0.00 015 030 0.45 -0
0.60 0.60
0.45 0.45
—
E. 0.30 030
>
0.15 0.15
0.00 . 0.00 0.00
-0.15 0.00 015 030 045 -0.15 0.00 015 030 045 —0.15 0.00 015 030 045
x [m] x [m] x [m]

Figure 2.5 : Streamlines (left), amplitude of the x-axis (u, centre) and y-axis (v, right)
components of the time-averaged velocity measured with PIV for flow6, without
obstacles (0), with obstacles (1, 2, 4, 5 and 6) and with sidewalks (10).
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2.4.1.2 Influence of the initial upstream Froude number Fyo

For a fixed initial upstream water degh,o and discharge distributioRyo, increasing
the upstream channel Froude nurrF,o increases the effect of all obstaclFigure 2.6)AR,
increases in absolute valasF,o increases, without any change of sign. First, tioaé largel
upstream channel Froude numimplieslarger Froude number also in the junction in the
downstream channels (and so at each obstacledakcThen, theFroude number represe
the square root of the ratio of tlinertia force over gravity force, andstacles have larg
effects on flow with largemertia. From another point of viewas the upstream water deptl
constant in this series, the upstrechannel flow velocity direty rises withF,,. Drag force
(or resistance force) on asbstacle is proportional to the square of the agghimg flow
velocity, so that in this series effects of obstachre enhancefor largerFo. Finally, visual
observations show the presence ercritical flow withan oblique hydraulic jump for flo
1 (Fu0=0.79) but this flow pattern does not leadabruptchanges or trend inversion for t
curvesAR=f(Fyo).

Flow number

AR,[%]

[ceo1 mHa2 xx3 4 5 vv6 &O7|

Figure 2.6 : Influence of the upstream Froude number FuO on the discharge distribution
evolution for obstacles 1 to 7

2413 Influence of the initial discharge distribution Rqo

The 2 other flow paramete(Fyo andh,o/b) being fixed, the initial discharge raRyo
definesthe flow pattern in the junction and in both outidtannel without obstacle This
flow pattern is essential in the understandinghef €fects of obstacles for this seri which
evolution is somehow complex (seFigure 2.7); however it wamot measured in tF

experiments. Thereforewe introduce results from somenumerical simulation he.
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Simulations are presented in details in the negptdr, and in the present chapter we only
refer to the series of figures shown in Appendid,Avhere the simulated two-dimensional
flow pattern in the vicinity of the junction is dkbed for each initial flow. As the initial
discharge distributiofiy increases, it appears that i) the dividing streaenin the junction
moves towards the left bank wall and ii) the bradkhnnel recirculation area narrows (that is
its frontier with the lateral flow approaches thght bank). Considering both these physical
lines, evolution of the discharge rathR; when introducing obstacles can be interpreted as

follows:

Obstacle 1 accelerates the upstream flow and deféepart of it on the right side of
the upstream channel (see section 2.4.1.1). Tlosle@ation limits the upstream flow
capacity to rotate in the branch channel. Howeagithe initial discharge distribution
Rqo increases, the dividing streamline moves towah@sabstacle 1, and part of the
deflected flow crosses this line and reaches thadbr channel. Therefore effects of
the obstacle decrease with increadifygandARy: can become non-significant (flows
9 and 10).

Oppositely, for obstacle 2, &% increases, the dividing streamline moves away from
the obstacle and effects of the latter are red\ttesl flow accelerated and deflected
toward the left bank remains in the part of thetrgasn flow that finally reaches the
branch channel). However, for very low initial discge distribution (flow7), the
dividing streamline is very close to the obstaded an important proportion of the
upstream flow is deflected to the right side of tistacle (between the obstacle and
the right bank wall), so that the effect of the talbke is reduced when compared to

higher values oRyo.

As Ry increases, the flow discharge in the branch cHanoesases, and effects of
obstacles 3 and 4 thus increase. Obstacle 3 haficagt effects only aR,o exceeds a
threshold value (around 0.6 according to Figurg.2ndeed, afRyo increases, the
width of the branch channel recirculating area eases, and obstacle 3 passes from
the slow recirculating flow region to the accelethflow region and then affects the

branch channel main flow.

« Oppositely, obstacles 5 and 6 being at the entrahtlee downstream channel, their
effect is enhanced as the downstream channel fisshdrge increases, that is for

decreasing values &.
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* Due to its central position in the junction, obsat can be located either on the ri
or left side of the dividing streamlii and redirect the upstream flow accordingly.
low values ofRyo, part ofthe left portionof the upstream flow is deflectdy obstacle
7 to thebranch channel antiR;>0. This effect is enhanced Bg increases anas the
dividing streamline approaches the obstacle, antiblue of 0.5, and then effects
reduced. For large values Ry, obstacle 7 deflect®wards the left bank wall a pz
of the upstream flow that was initially reaching tmarizh channel, so thaR,<O0.

Flow number

10 ! = ‘ : ' ;

ARq[cVo]

s ; ; ; ;

[eo1 Bm8a2 xx3 4 5 vv6 &7

Figure 2.7 : Influence of the initial discharge ratio R,y on the discharge distribution
evolution for obstacles 1 to 7

2.4.1.4  Influence of the initial normalized upstream water depth huo/b

The normalized water depidoes not have significant influenc on the impact of
obstacles on the discharge distribu, especially when considering measuren
uncertainties for low water dehs (flow 11 and 12 on Figure 2.8 he only remarkable trer
lies in the evolution ofAR; for obstacle 2. Higher water depths may increasee-
dimensional flow patterns ithe obstacles wake and in the whole flawthe vicinity of the
junction. Modification of the wake for obstacle 2 and intéi@t of the latter wh the highly
threedimensional flow entering the branch channel maglar theobserve evolution of
ARy. This is suggested by the numerical simulationsiezh out by the Honi Kong
Polytechnic University Mignot et al. 201), but an advanced interpretation of th
interactions remain difficult consicing the available data.
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Flow number
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Figure 2.8 : Influence of the normalized upstream water depth h, on the discharge
distribution evolution for obstacles 1 to 7

2.4.2 Influence of double obstacles

Effects of thedouble obstacl¢ configuration 8 (respectively 9) can explained by the
effects of the corresponding single obstacles 24a(réspectively 2 and 6Figure 2.9 shows
the measured effect of thedeuble obstac configurations, alongvith the arithmetic sum ¢
the measured effects of theo corresponding single obstacles:

» Effect of obstacle & very close to the cumulated effects of obsta2lasd 4, excef
for the flow with the lowest initial discharge disution (flow 7, R,0=0.23). For this
flow, assuming that the upstream se obstacle 2 keeps the same efon AR, when
combined with obstacle the observed discrepansfould arise from a change
flow characteristics in the surroundings of obstakl For other flows, this discrepar
is not observed, which means the flow charactesstn the branch chael are not

significantly modified by obstacle

* The sum of obstacles 2 and 6 effects lead to lowakres of AR;| than with obstacle
for every flow. As obstacle 2 accelerates the fiovthe junction near the left bal
wall, the flow approaches obste 6 with larger velocities and effect of this olot:
are enhanced. Therefoia larger part of the junction flow is diverted irttee branct

channel and this explains the observed discreps
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Figure 2.9 : Effects of the double obstacles configurations, and comparison to the sum of
the effects of the corresponding single obstacles

2.4.3 Influence of sidewalks

As seen on the bottom Figure 2.5 the sidewalks accelerate the flin the centre part
of the channels. As for obstacles 1 and 2, theelamgertia of the upstream flow limits |
capacity to rotate in the branch chaniNeary et al. (19993how that a larger portion of tl
near bed flow comparet near surface flo is deviated in the branch channel (hence
shape of the thregimensional dividing surface shown Figure 2.1)as a consequence of t
vertical velocity profiles. Blewalkspartially block the near bed fig so that their effects mz
be impacted by this @inensional flow structure (yet this was not meaduin the

experiments).

For each flow,introduction of sidewalks leads to a decrease ef ihanch chann
discharge (Figure 2.10As for obstacles, the effect is enhanced fogdamupstream Frouc
numbersF,0. What may differ by nature is the fact that thislation is not as continuous
for the obstacles, and there is an abrupt variatietweel flow 2 (F,=0.60) and flow 1
(Fu=0.79, with occurrence of a hydraulijump for the latter (asnentioner in section
2.4.1.2).Numerical simulations show thintroducing the sidewalks increases the portio
supercritical flow in the junction for flow with an importantmodification of the initia

hydraulic jumplocation and extent (seFigure 3.14).Such a clear modification of the flc
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pattern does not appear for flow 2, so that theiatbchange in the discharge distribu
evolutionARy10is attributed to this phenomen

For the series with varyir Ryo, the upstream flow accelerati@ue to the sidewal
remains the samd-(, and hy¢/b are kept constantpnd effects are to be explained by
branch channel or the junatidlow characteristics. The presenaksidewalksmay limit the
flow acceleratioralong the left bank wall of the branch chai, where the local water deg
is reduced. Thidimitation woulc be larger for larger approaching dische, and so larger
valuesof the initial discharge distributicRy, hence the trend observeédlich explanation ye
lacks support ofnore precis experimental or numerical datespecially if there are thr-

dimensional effects.

Effect of the sidewalks also increases with sm normalized upstream water dej
huopb. For the latter, the trend comes from the fact gmaaller water depths imply larger flc
acceleration when introducing the sidewalks andllynlarger difficulties for the upstrea
flow to rotate in the branch.

ARQ’IU [%]

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.05 0.10 0.15 0.20 0.25
1 Ry huo/b

Figure 2.10 : Influence of the sidewalks on the discharge distribution

Conclusion

Experiments have been carried out at the LMFA t@stigate effects of obstacles ¢
sidewalks on the flow distribution trugh a 3 branch righangle bifurcation. 9 obstacles a
1 sidewalks configurations have been studied forflads, which allowed to detail tF
influence of 3 hydraulicparameter: the initial upstream branch Froude numlF,, and
water depthhy,o and the mitial discharge distributiorR,. Measured evolutions of tt
discharge distribution can be significant (up12%), and especially show large variatic

depending on obstacles location and initial flowarelcteristics (i.e. flow without obstac
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Analysis of these discharge distribution evolutiogiscarried out using experimental
velocity fields available for one flow and seveoaistacles, along with preliminary numerical
simulation results used to describe other initiawt characteristics and understand the
corresponding impact. Even though the flows studiesl highly three-dimensional, use of
depth averaged two-dimensional flow pattern (olgt@diavith numerical simulations) such as
the dividing streamline in the junction and thein@dation area in the branch channel permits
to explain most of experimental observations. QGeffects due to the evolution of the wake
downstream of a specific obstacle (obstacle 2esasiith varyingh,o/b, Figure 2.8) remain
difficult to explain without additional experimehtdata or more advanced CFD. For other
flows and obstacles configurations, effects of atlss remain relatively simple: flow
acceleration (enhanced by the channel confinemé#éaty, deflection around obstacles, and
flow blockage upstream of the obstacles. Howevamhinations of these mechanisms and of
the different initial flow characteristics leaddscharge distribution evolutions ranging from
-12% to +8%, with a paramount importance of thetadiss location, then of the initial flow
parameter§ o andRyo. Finally, introduction of sidewalks in the initiibws always redirect a
part of the junction flow towards the downstreanarutel, as a result of the global flow
acceleration. Effects of the upstream branch flanametersK,o, hyo/b) are intuitive, but the
initial flow dischargeR,o may require additional data to be more clearlyla@red.

The observed discharge distribution evolutions substantial and push towards an
integration of such singularities in urban flooddwabing. It is obvious that analytical models
used for bifurcation models in 1D numerical mogahgjlcannot be adapted to account for any
kind of obstacles, so that such attempt shouldaipeed out with 2D or 3D numerical models.
Moreover, given the very local mechanisms obsengedimplified modelling based on
porosity (Guinot and Soares-Frazao 2006) or expligg forces (Struve et al. 2003) may not
be adequate. Therefore modelling of obstacles ghbel explicit, the remaining questions
being the ability of the chosen numerical modesitaulate the flow around the obstacle and
its implication at the scale of the bifurcation o Considering the present experimental
analysis, the key points in the numerical modellshguld be an adequate simulation of the
initial flows (discharge distribution, general flopattern, including modelling of hydraulic
jumps for highFo configurations), and of the deflections, accelerst and wakes generated
by obstacles. Such modelling is presented in the obapter with the use of a two-

dimensional model, which is the typical tool usedimulate urban floods.
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Chapter 3.
Numerical simulations of

experimental crossroad flows

In this chapter, the depth-averaged two-dimensi¢2Bl) code Rubar20 is presented
and used for the simulation of the experimentalvfiodescribed in the previous chapter.
Simulations of the initial bifurcation flows (witkib obstacles or sidewalks) are studied in
details, as the latter flows form the base of tkRpeemental dataset. Simulations are then
carried out for flows including obstacles or sidésa The different sets of numerical

parameters follow two objectives:

e A calibration of a fine mesh model to achieve tlestbaccuracy and discuss such
model abilities and limitations

* An assessment of the model accuracy when usedraalisase modelling conditions,
that is with a coarse mesh and simpler parametenza

Expected results concern the possibility of integgasmall-scale obstacles in urban flood

models, and the necessity of considering detadeddraphy (i.e. sidewalks on a typical

street profile).
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3.1 Review of numerical simulations on dividing

flows and flows around obstacle

3.1.1 Dividing flows

Finest modelling of subcritical dividing flows hkaeen carried out with 3D models (e.g.
Neary et al. 1999; Ramamurthy et al. 2007). Neal.e(1999) showed the interest of using
3D models when the modelling objectives concerrinsent transport and deposition. They
found their model could accurately predict the aged velocity field, which helps them
explaining the deposition process in the surrouggliof a bifurcation (1 inlet, 2 outlets).
Other 3D models report fair agreement with expentaleobservations, and they have been
used to derive more general results on dividingidlehat may be fastidious to obtain through
experimental measurements (Ramamurthy et al. 200and Zeng 2010). Discrepancies
usually concern the velocity field for zones whdre flow is highly three-dimensional, such
as in the separation zone (Neary et al. 1999). Alteg to these authors, a better agreement
could be achieved by the use of a more advancédlance model (the various mentioned

articles use a k-turbulence model).

2D modelling of subcritical dividing flows in a #e branch junction has been carried
out by Khan et al. (2000) and Shettar and Murtt89@). Both models proved an excellent
ability to compute the discharge ratio. Besidesettain and Murthy (1996) performed an
extensive validation of the numerical model, usiegtically-averaged velocity fields, water
surface profiles at the junction, as well as mdabal flow characteristics such as the size of
the branch separation zone and the energy loskeirjunction. Note that the presence of
supercritical flows and hydraulic jumps did notde® particular errors in the simulations.
Also, ElI Kadi Abderrezzak and Paquier (2009) showbkd interest of using a two-
dimensional model for subcritical flows, if expettaodelling results concern the discharge

distribution and the water depths.

Additional 2D modelling has focused on supercrititaws through 3 or 4 branch
junctions. (Ghostine et al. 2009; Ghostine et Al used a 2D finite element method to
predict these types of supercritical flows, andatated to a fair agreement when comparing
simulations with previously gathered experimentatad Mignot et al. (2008) proved the
ability of the 2D numerical model used in the presiesis to reproduce the general flow

patterns for supercritical flows in a cross junatiddowever, the difficulty linked to some
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specific flow regimes and to the computation of #ige and positioning of the hydraulic
jumps may lead to considerable errors when estigatie discharge distributions to the
downstream branches. For transcritical flows in &r&nch junction and using the same
numerical model, ElI Kadi Abderrezzak et al. (20fgported similar difficulties, with errors

in the discharge distribution up to 25 or 40 % aejieg on numerical parameters.

3.1.2 Flows around obstacles

In the literature, simulations of flows around a@ué¢s mainly include detailed
simulations of flows around bridge piers and otkertical hydraulic structures such as
groynes. Obtaining detailed flow velocities is ¢ali¢o estimate bed deformation, so that 3D
numerical models are used with elaborate turbuleamm deposition/erosion models (e.g.,
Richardson and Panchang 1998). Numerical simulatainthe depth-averaged flow around
obstacles can be carried out by solving the shallater equations, if adequate turbulence
models are used. Yulistiyanto et al. (1998) sinmadafiow around a cylinder with a model
solving such equations and considering a detailedefting of the dispersion stresses due to
vertical velocity profiles. Simulations predict wéte velocities and water depths around the
cylinder, without any calibration. Jiang et al. () performed 2D modelling of flow past a
vertical plate, and found an eddy viscosity modaenfputed via the friction velocity) can
achieve reasonable prediction of the velocity figlet with slightly higher discrepancies than
a k< turbulence model. Stansby (2006) compared sinmratof flow past a conical island
with a 3D and a 2D model, including respectivelywa-mixing-length and a horizontal
mixing-length turbulence eddy viscosity model. fegdn ability of the 2D model was found
to depend on the wake type, with discrepanciesarishen predicting occurrence and length

of stable wakes.

Operational numerical models used for urban flooddetling rarely consider
turbulence effects, or use simple turbulence mo@eigecalled in the thesis introduction), as
accurate modelling of turbulence would require cataponal efforts that are not affordable
for such types of large-scale studies. Modellingls$tacles has then been mainly studied at
large scale to account for buildings. Most accutatshnique used consists in an explicit
consideration of the corresponding impervious areéh solid boundaries (e.g., Mignot et al.
2006), yet without detailed modelling of turbulencgmplified modelling of obstacles

includes the use of porosity models, for which nilralg efforts are reported on estimation of
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the global head losses, considering flow contrastiand expansions (Guinot and Soares-
Frazao 2006; Soares-Frazédo and Zech 2008) or dregsf (Struve et al. 2003).

These latter models cannot simulate local chanfélseovelocity fields, which are of
paramount importance for the prediction of disckhamjstribution in the experiments
presented in Chapter 2. Therefore we will considere only an explicit modelling of
obstacles. From past results on this kind of sitmra, it appears that the choice of a
turbulence model strongly influences the modellipglity of the flow velocity downstream
of obstacles. However this is not clear whethehdute modelling is required to model the
evolutions of discharge distribution observed in experiments. Therefore, this chapter aims
at assessing possibility and limitations of a stefow model typically used for urban flood
modelling (i.e. without advanced turbulence modelli to simulate previously described

experimental flows.
3.2 Numerical model

3.2.1 Equations

The Rubar20 code (Paquier 1995) solves the 2D shaNater equations. The three
governing equations consist in the continuity eiumaiEqg. 3.1) and the conservation of

momentum along orthogonal axis x and y (Egs. 3d238):

oh o) o(w) _

ot d0x dy 3.1
o(hv) d(hu?) 0d(huv) oh
ot T ox oy 9%
0Z, uvu? + v? d hau d ( Ou 3.2
T 020 2(03)
ox K2h'/3 ox\ 0x/ 0dy\ 0dy
o(hv) d(hv?) 0d(huv) oh
ot "oy T ax TG,
B haz,, v u2+v2+K[6 (h6v>+ d <h6v>] 3.3
-9 oy 4 Kszhl/g ox\ dx) o0y\ dy

with h the water depthy andv depth averaged velocities along respectivebndy
axis Z, the bottom elevatiorg the gravity accelerationks the Manning-Strickler roughness
coefficient K<=1/n), andK the eddy viscosity.

38



Chapter 3. Numerical simulations of experimental crossroad flows

The simplest formulation for the eddy viscodttyassumes a constant value in time and
space. Two other formulations can be used with Rhaby linkingK to the local water

depthh, the friction velocityu” and a dimensionless coefficidat

K = khu* 34

The friction velocityu' can be expressed either by considering the usugtien with

the bottom friction (Eqg. 3.5), and alternatively bgnsidering the slope of the free surface
(Eq. 3.6):

. u? + p2
a(Z, + D\ [(9(Z, + B\
b b
*= |gh 3.6
v = o () +(55)

The eddy viscositK represents effects of diffusion, depth-averagihtpe velocities as
well as turbulent stresses. This does not form lahoeate turbulence model, as the eddy
viscosity is assumed constant or calculated dyeftbm the flow variables (without
considering additional transport equations). Howekis offers a way to calibrate simulations
in the case where turbulence effects have to bsidered. Use of such simple eddy viscosity
model can lead to acceptable results okc@r K) is calibrated, as it was shown for flows

including strong two-dimensional patterns suchegsmgations zones (Bravo and Holly 1996;
Papanicolaou et al. 2011).

3.2.2 Numerical scheme
Equations 3.1-3.3 are written in conservative amctar form as (Paquier 2013):

ow B
FT div(f(W)) =S 3.7

WhereW is the vector of conservative variabl&8V)=[f.(W), f,(W)] the flux vector and
Sthe source terms vectdl, f;, f, are defined as:

hz T h2 T
W = [h, hu, hv]",  f; = [hu, hu® + g;,huvl , o= lhv, huv, hv? + 95 28

Srepresents all terms of the second members otieqge8.1-3.3:
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- Slope terms, treated as fluxes so that an horikerater level remains horizontal if no

additional volume is introduced

- Friction terms, assessed at the centre of the aellgg a semi-implicitation in time in
order to avoid numerical instabilities when rapttacge of flow velocity or depth

occurs
- Diffusion terms, computed as fluxes from the gratief velocities

The code solves the above equations using an @xpkcond-order finite-volume
scheme, adapted from MUSCL approach (Vanleer 19#8.computational mesh is made of

quadrilaterals and triangles (Figure 3.1).

edge mj 7 NN

Figure 3.1 : Sketch illustrating the finite volume discretization
The numerical scheme includes 4 steps:
1.Computing at each time stepof the slope of each variabhe(or water levelz=2,+h),
hu andhv in every cellM; in x andy direction, using the least-squares method, and
applying limitation of slopes.
2.Computing values oiv=(h,hu,hv) at intermediate timg,.1,,=t,+0.5*At at the middle of
the edgemy; of cell M;:

of, of.
VR =W, — 054t | (W) - W +#

ny . n . cn

in which f; (respectivelyf,) are the fluxes on x (respectively y) ax®), the

second membeiy; andWy; the slopes oW along respectivelx andy axis, At the

time step. Index (respectivelyR) means left (respectively right) side of the edge.
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3.Solving a 1-D Riemann problem @t,/, in the direction perpendicular to the edge (Eq.
3.10 similar to Egs. 3.1 - 3.3 without second mend®ethese last equations do not
vary through rotation) in order to estimate thexdéls through edges for the
conservative part of the equations. One can useeaype linearization which directly

provides an estimate of the fluxes :

oW 9
( E‘l'—(ﬁ(w)) =0
W tusaje) = Wit if x < 0 3.10

W(x tn+1/2) WnH/2 if x>0

4.Integrating the second memb®rof Egs. 3.1 - 3.3 on the surface of the ¢l and

adding the second member at intermediate m}ﬁ%”z in order to obtain the final

value of the solution at timg,:

W"+1 W" _I_z ij l] Atf1 n+1/2) +Sin+1/2At

ml]

3.11

summing on th¢ cells that have a common edge with &&ll(of areaA;) with g; being -

1 or 1 according to the orientation of the edgglengthl;) common to cell$/; andM;.

The numerical scheme can run with a fixed time ,stegpwith an adaptive time step
respecting the Courant criterion so that the schesmains stable. Originally developed for
simulations of dam-break waves, the code is watledufor simulations of shallow flows,
particularly when considering changes in the flaegime (transitions from subcritical to
supercritical flows). Treatment of the drying/wegfiprocesses is by setting null water depths
whenever the computed ones are lower than a tHoeshioe mass conservation is achieved

with typical errors less than 0.01 % of the totalss

Code validation against experimental and field datdudes simulations of dividing
supercritical and transcritical flows (Mignot et 2008; El Kadi Abderrezzak et al. 2011),
floods in dense urban areas (Mignot et al. 2006) dam-break type flows around obstacles
(El Kadi Abderrezzak et al. 2009). The main disarepes observed in previous comparisons
with laboratory measurements concern the exactigife of the location and size of
hydraulic jumps. Overall, all these studies havewsh the ability of the code Rubar20 to
model highly unsteady flows, over steep topograplaoein the presence of buildings, with

dividing and combining flows.
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3.2.3 Parameters

3.2.3.1 Mesh

The reference mesh consists osquare grid with a resolutiom = 0.5 cm in the
junction and m areas located within cm of the junction boundaries, and cm square grid
elsewhere (i.e. in the éhannels) Figure 3.2. This fine mesh in the juncticpermits to have
10 cellsacross an obstacle, whiis fine enough to capture the tirmgeragecflow around
each obstacle, but manot represel finer phenomenon such as vortex shed(Lloyd and
Stansby (1997) and Yulistigéo et al. (199) use around 30 cells across obst¢). A finer
resolution is not adaptdtkere, given the size of the experiments. As sufthe resolution is
not required in the channels, a coarser resoly(2 cm)is chosen to reduce computatio
efforts. A second mesh with a coarse resolution in the jands tested m=5 cm), as it is
more representative of an urban inundation n. Note that, in this case, 5 cm is
maximum cell dimension allowed, but due to need ofrespecting obstaclecations, actual

dimensions vary between 3.5 ar cm (leading to 7 cellacross the channe.

-0.6 -0.3 0.0 0.3 0.6 0.9 -0.6 -0.3 0.0 0.3 0.6 0.9

Figure 3.2: Coarse (left) and fine (right) meshes around the junction used for the
numerical simulations. Cells potentially blocked to represent obstacles are indicated in
bold.

3.2.3.2  Boundary conditions

The measured inlet flow discharge is imposed on ttdtal width of the upstrea
channel with a uniform velocity distribution across theumdar. Downstream and bnch
channel boundary conditions are set up by impoairggag-discharge relationship deriv
from a preliminaryexperimentalcalibration of a weir equation, which is for theabch

channel :
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3
Qp = upb\/29(H, — Cp) /2 312

where Qp, 1, Hp andCy are respectively the branch channel outflow disphaweir
discharge coefficient, hydraulic head and weir tthesght. Calibration lies in fitting the weir
discharge coefficient, with the measured values @f, C, andH,, (estimated with the branch
channel bulk velocity). Standard valtesin be found for different ratid$,/Cp, but a direct
calibration is more accurate, especially becausdldv approaching the sharp crested weir in
our experiments may not be uniform. One value efdischarge coefficient is fitted for each
weir crest heighC,, considering all the measured flows correspondintpis condition (that
is the initial flow, plus the flows with obstacleglewalks). A similar relationship is used and

calibrated for the downstream branch weir.

Figure 3.3 gives the best fit values of these dciefits (i, ref and pqre), along with
estimated maximumpf max and pgmay and minimum iy min and pgmin values. Maximum
values (respectively minimum values) are computetha reference values plus (respectively
minus) half the standard deviation on the serigb®fl0 individual values computed for each
configuration of the same flow. Results show thaks and g e are significantly different,
which may arise from the different flow conditioimsboth channels. Moreover, variations of
the discharge coefficient are lower for the doweestn channel, which comes from the fact
that the downstream channel flow has more limitedd-dimensional patterns and is likely to
approach the weir in uniform condition. Coefficientariations for the branch weir may
exceed 5%, which is significant when compared foicl obstacle effects. Therefore a

sensitivity analysis will be carried out on the dmivream condition.

! For example, the ones provided by Bazin, H. E98)8Expériences nouvelles sur I'écoulement en
déversoir exécutées a Dijon de 1886-18%&ris, V. C. Dunod. For example.
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0.60

0.55

0.50

Discharge Coef ficient

0.45

Flow

Figure 3.3 : Sharp-crested weirs discharge coefficients computed with experimental
measurements. Reference values are indicated with grey bars, extreme values with dark
vertical error bars. Flow numbers are defined in Table 2.1.

3.2.3.3  Bottom friction

The average Reynolds number Re in the differenndires is between *

and
5x10 and theroughness height to hydraulic radius réis around 0.002(typical water depth
of 5cm, and a roughness heicks of 0.1 mm, see 3.3.2). In suflow conditior, the flow
regime can be considered either as hydraulicallyagimor in the transition zone toward fu
rough flow, and the channel friction factor dependsbothR. andks. Therefore, instead «
using a Mannindgstrickler coefficient (valid for full rough turbuh flows), we use th
following approximation of the Colebro-White formula given inYen 2(02), which allows
an explicit calculationof the friction factorf depending on local Reynolds number .

roughness height :

_1r, ke, 679 ‘2
f=7|"logw 128, T 07 3.13
WhereR, is the hydraulic radii, taken as the local water degthwhen used in the

present 2D modellhe computed friction factds then transformed ian equivalent Strickle
coefficient to use in Eqs. 3&hd3.3 :

8g
K. = ’—
s Bt 3.14

Preliminary simulations sugcted that linear head losses were rather high for ast

channel (see 3.3.8p a high valuis chosen for the channels roughness heiks=0.1 mm) as
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a reference. The range of equivalent Strickler famehts is 85-105 M.s®. Smoother walls

are considered in a sensitivity test, using a smatlughness heigkt=0.01 mm.

Moreover, wall friction is added, considering anfmdation similar to the bottom
friction, but calculating the friction of the wateolumn for cells located along solid

boundaries (including obstacles).
3.2.3.4  Eddy viscosity

The constant eddy viscosity modé{=constant) is the simplest formulation, when
compared to the ones using a friction velocity-chejmt eddy viscosity (Egs. 3.4, and 3.5 -
3.6). Now, the present flows involve combinatiorisstvaight uniform flows, shear layers,
recirculation zones and wakes. For such configomati there is no recommended value for
the constant eddy viscositg or the non-dimensional parameterand all eddy velocity
formulations are likely to fail in representing dinturbulent phenomena. Therefore, for
simplicity, the simulations are carried out assugrenconstant eddy viscosik all over the

model domain, and effects of the latter are caleuialysed through a sensitivity analysis.
3.3 Modelling of initial flows

3.3.1 Validation on branch flow discharge

10 runs are carried out to validate the numericatl@h ability to simulate the initial
flow discharge distributiorRy (i.e. without obstacle) and predict the generalfloatterns.
The different runs (detailed in Table 3.1) allovesta analyse effects of the eddy viscosity
(runs 1 to 4), the bottom friction (run 5), the bdary conditions (runs 6 and 7) and the mesh
resolution (runs 8 to 10). The simulations capatotpredict the branch channel discharge is
assessed by calculating the averageand the root mean square deviatof the relative

error Quo :

* QbO,SIM - QbO,MES

Qpo = 0 3.15
bO,MES
Nflow
* 1 *
8(Qpo’) = E Qo 3.16
nflow =1
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nri
k};;W(QbO*)Z

Nflow

0(Qpo) = 3.17

Where Quo,siv and Qpo mes are respectively the simulated and measured vaitidise
branch channel flow discharge, amg,, is the number of initial flows (14). These indimat
values are given in Table 3.1 for the 10 runs. ralls show a very good agreement when
looking at the computed branch channel flow disgbawith typical errors about 2%, and a
bias generally negativé(Quo )). These results do not support a particular véduehe eddy
viscosityK (runs 1 to 4), and do not show a significant iefloe of the bottom roughnelss
Using a coarse mesh (run 8) leads to slightly higdreors, but even then, adequacy with
experimental data remains very good. The extrenteesatested for the downstream and
branch channels weirs discharge coefficients (tirend 7) lead to slightly larger typical
errors 6(Qywo)) and significantly impact the biag(Quo)), being either positive or negative.
This shows that both typical errors and bias olesein other runs may actually be due to

slight discrepancies on the downstream boundargliton modelling.
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RUN m 2K . Mb Md Ks 6(Qbo*) cf(Qbok)
cm m°.s - - m % %
1 0.5 0 M, ref M ref 1.0x10™ -0.98 1.75
2 0.5 2.0x10™ Mo, ref Haref 1.0x10™ -1.19 2.14
3 0.5 5.0x10™ M, ref M ref 1.0x10™ -0.99 1.99
4 0.5 1.0x107 Mo, ref Haref 1.0x10™ -1.11 1.97
5 0.5 0 M, ref Mo ref 1.0x10° -0.98 1.79
6 0.5 0 Hb,max Hamin 1.0x10™ 0.19 1.98
7 0.5 0 Hp,min M max 1.0x10™ -2.23 2.58
8 5 0 Mo, ref Haref 1.0x10™ -1.92 253
9 5 5.0x10™ M, ref Mo ref 1.0x10™ -1.73 2.34
10 5 1.0x107 Mo, ref Haref 1.0x10™ -1.71 2.36

Table 3.1 : Numerical parameters for the 10 runs used for initial flow modelling and
indicators on the computed branch flow discharges for the 14 initial flows

3.3.2 Validation on water depths

The simulated water depths profiles for runs 1 to he main and branch channels are
shown for the reference flow 3 on Figure 3.4. Dsston is carried out here for this flow only
as other flows yield to the same conclusions (campa of experimental measurements and
simulations results for run 4 is shown in Append&A). First, in the upstream channel
(x>0.3 m), all simulations fail in accurately pretiing the evolution of the water depths and
underestimate the linear head losses. The verylsiftgv pattern in this channel (straight
flow in a rectangular horizontal channel) suggéstse is a systematic bias.

Upstream channel water depths are used to competslope of the free surface and
derive an experimental friction factor for each wjousing average upstream flow
characteristics (bulk velocity and averaged hydcanddius). Experimental friction factor lie
in the range 0.07 and 0.1, which is extremely Hmghthe present flows. Indeed, using Eq.
4.5, this suggests that the relative roughnesshhé&ifR, should then be around 0.2, i.e. a
roughness heighks of around 7 mm. This value is not realistic, aheé discrepancies
observed can be attributed to an experimental .efiloe most plausible explanation is an
actual upstream channel slope of around 0.15%, hwicign explain the discrepancies.
Therefore the measured water depths cannot befas@dquantitative validation, especially

in the upstream channel.
Simulated water depths in the downstream chanmekkse to the measurements at

both ends of the channel (that is at x=-2 m and & m), but show discrepancies in the
channel central part. Using a non-null eddy vidgo#l (runs 2, 3 and 4) lead to an
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overestimation of the water depths, while usiK=0 (runs 1 and 5) rather leads
undeestimated water depths. None of simulations can be considered as better to pr

water depths.

Comparison of measured and simulated water depthtea branch channel cleal
shows the importance of calibrating the eddy vidgogee runs 1 to rud), while the
roughness height influence is limited (runs 1 ahdHigher eddy viscosities imply high
energy losses in the branch channel (because ofnthertant velocity gradients in tt
recirculation area) and increase the channel wagpths.The constant eddy viscosity ¢
K=1.10% m?.s* used in the run 4 leads to the best predictiomeftater depths in the bran

channel.

Main channel Branch channel

30 | | | | |
-20 -15 -1.0 -05 0.0 0.5 1.0 1.5 2.0 05 10 15 20 25

| ! 30 ! | | | 1

z [m] (y=0.21m) y [m] (z=0.16m)

|+ + Mes =1 runl A=A run2 G—9 run3 Y rund —& runb

Figure 3.4 : Measured (+) and simulated (lines with symbols) water depths along the
main channel and the branch channel for runs 1 to 5

3.3.3 Validation on velocity field

Figure 3.5 bows measured and simulated flow velocity fieldstfe flow6 for several
runs Quantitative comparison cannot be carried, as experimental velocities aonly
measured at the elevati@aa3 cm, whereas the computed velocities represent depragec
velocities. Within this comparison framework, théeatent runs results are in fair agreem
with experimental measuremel We can notice the eddy viscoskyhas an impact main!
on the velocity distribution in the branch chanral the fine mesh (bottom, runs 1, 2 and
The coarse mesh (runs 8 and 10) leads to a cogpsesentation of the velocity field, t

global flow pattern remainsell predictec
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Exp run 8 run 10 0.30
0.25
0.20
0.15
0.10

0.05
-0.3 0.0 0.3 0.6 0.3 0.0 0.3 0.6 -0.3 0.0 0.3 0.6
0.00
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0.3

y [m]

0.0
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Figure 3.5 : Measured velocities at elevation z = 3 cm (Exp) and simulated depth
averaged velocities (runs 1, 2, 4, 8 and 10) around the junction for initial flow 6. For fine
mesh runs, only a selection of the computed velocities is shown.
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3.3.4 Prediction of the different flow structures

The main flowstructurs in the studied dividing flows athe recirculation area locat:
along the upstream wall of the branch cha, the dividing streamlinén the junction, an:
potentialhydraulic jumps in the junction and in the conteacizoneof the branch channel.
From numerical simulation results, ticontour of the depth-averageecirculation zone i
computed, assuming it can beken as the “zeralischarge area’the width of the
recirculation aredV is chosen so th the integration of the streamwis@it discharge over
this width yields to 0)Figure 3.6 showghe contour of this recirculation aralong with the
dividing streamlinefor 3 flows with different discharge distributiofiows 7, 8 and 10), fa
runs 1 and 4 (that isvith respectivel\)k=0 andk=10° nm?.s"). ForK=0, the recirculation are
almost reaches the downstream ' of the branch channelvhereas its length (along y ax
is strongly reduced fak=10° m*s®. The maximum width of the recirculation also dese=

with larger values oK, although the variations are small
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Flow 7 Flow 8 Flow 10
Ry =0.23 Ry =0.51 Ry =0.80
271 | /| - -
24 - - -
21} 4 = 4
18} - - -
& 15} - . -
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ool |/ | 4 . |
0.6} { - - I
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0.0 0.3 0.0 0.3
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Figure 3.6 : Recirculation zones (thin line) and dividing streamlines (thick line) computed
for K=0 (black) and K=107 m?.s"!(grey), for different discharge distributions

The dimensions of theomputed recirculation areas (i.e., its normalizeakimal width
Wb and lengthL/b) are compared to the ones measurecKasthuri and Pundarikanth:
(1987)and simulated with a 2D model with ¢ turbulence model b$hettar and Murth
(1996) on Figure 3.7Both sets of data are limited to upstream chammelde numkr
ranging between 0.1 and 0.4, so that the presantfl and 2 arexcluded of the comparis
(see Table 2)1 Best agreement with the literature values isiébéor K=1C* m?.s* (run 4),
especially for the length of the reclation area. This value is the one which also gitre

best branch channel water depi3.3.2).
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1.0 T T
08| o0 Dc! .
oo O @
= 06 0o B
= © - ‘ 9 o)
= o4l = 9 4
02| .
0-0 | | 1 |
0.0 0.2 0.4 0.6 0.8 1.0
Ry

|o O Kasthuri et al. (1987) [ O Shettaretal. (1996) W B run 1 A Arun2 @@ run3 V¥ V¥ run 4|

Figure 3.7 : Computed normalized branch channel recirculation length and width, and
comparison with past studies
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The dividing stream line shows small variationshwiihe eddy viscosity coefficien
(Figure 3.6). This is due to the fact that the loggsge ratios are poorly affected by the latter
(see Table 3.1). Note that for a large discharge (ow 10), the best value df for the
branch channel flow (Idm?.s?) leads to a dividing streamline that is strongbflected
toward the left bank in the downstream part of jinection. This pattern does not seem
realistic (there is no experimental measurementheflatter though), which mea#s=10°

m?.s* may be a too large value for the junction flow.

Considering these different validation points, themerical model appears to predict
with enough accuracy the experimental initial flofiwithout obstacle) to allow the
introduction of obstacles and sidewalks in the $athons. Given the results of this sub-
section, simulations of these other flow configimas should be carried out with at least a
sensitivity analysis on the downstream conditidres ¢alues ofy, andpug) and on the eddy
viscosity K, whereas the channel bottom friction has not shsignificant influence on the
flow in the junction ks=0.1 mm is adopted for the following simulationSinally, the model
being validated on initial flows, results of run (=10° m?s') are used to plot flow
characteristics near the junction (Appendix A.19, help understanding experimentally
measured effects of obstacles and sidewalks (prexb@m Chapter 2). Besides flow patterns
described above, simulations show that flow 1 & dimly case where supercritical regime
occurs (in the junction and branch channel). Theés wot measured in details but could be

visually observed during experiments.
3.4 Modelling of flows with obstacles

3.4.1 Global validation on branch flow discharge and upstream

water depth evolutions

Simulations of the 14 flows with 9 obstacles areied out for 10 runs (Table 3.2), that
is 14x10x9 = 1260 simulations. These runs are gjiplize same as the ones used for initial
flows modelling, except that the sensitivity to tth@wnstream conditions is studied with an
eddy viscosity coefficient=5x10* m?.s* (runs 6a and 7a). This latter choice comes ftiwen t
fact that simulations of flows with obstacles arerenstable and achieve quicker convergence
when using a non-null eddy viscosity. Sensitiviiythe roughness height is not studied here,

as its impact is negligible on initial flows and assumed to remain negligible for flows
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including obstacles (this is justified by the véow friction-generated head losses computed
for initial flows).

9 obstacles configurations for each of the 14 flanes simulated, which leads to a total
of 126 simulations for each run. Each run predictapacity is first assessed by statistically
comparing simulation results with experimental nueasients. We have seen in the last sub
section that the chosen downstream conditions ey 1o a bias in the comparison. In order
to reduce this bias, simulations quality is assgssecomputing errors between measured and

simulated evolutions of:

- the discharge distribution :

Aqu* = ARyisim — ARgimEs 3.18
- the upstream channel water depth:

Ahui* = Ahui,SIM - Ahui,MES

= (hui,SIM — huO,SIM) — (hui,MES — huO,MES) 319

As for the experiments protocol, study of an eviolut(of a given variable between a
flow with obstaclei and without obstacle) permits a compensationgastl partially) of the
errors presently due to the downstream boundargtiton modelling. Note thaARy; anaAhyi
are not normalized by respectivelfR;i ves and Ahyimes as these values can be small and
within the measurement uncertainties, which cowdd| to large and non-representative
relative errors. Following initial flow modellingnalysis, averagé and root mean square
deviation of these errors (Egs. 3.16 and 3.17)caraputed for the whole 126 flows (14
flows, obstacles 1 to 9) and are given in Table Sibscript “1-9”is usedAa?ql_g*andAhm_

o ), as simulation results are analysed on the wed®f obstacles 1 to 9. Every run shows an
overall fair ability to predicAR, and Ah, (Table 3.2). A comparison of the different runs is
carried out in the following to discuss the roledamportance of the tested numerical

parameters.

First, runs 6a and 7a show very similar results then 3, which shows that effects of
the downstream conditions are strongly reduced anubst negligible. Therefore analysis
based oqui* andAh, can be carried out without bias generated by eyatie errors on the

downstream conditions.

Then, results for the fine mesh indicate that iasireg the eddy viscosity untl=5x10*

m?.s’ (run 1 to 3) leads to a global improvement of $irmulations (boths(ARy1.9) and
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G(Aqu.g*) decrease). A larger value of the eddy viscosidlto similar typical errors (run 4),
but with an increase of the branch channel distﬁrbhu(seeé(Aqu-g*)) and of the upstream
water depth (yet limited, se§Ahu1)). Simulations results with the coarse mesh (18ns
to10) remain in fair agreement with experimentabswements, and the eddy viscosity has

significantly less impact than for the fine mesh.

RUN m K Mb Md Ks 6(Ahu1-93 O-(Ahul-Qk) 6(Aqu-g*) U(Aqu-gk)
cm m2s™ - - m mm mm % %

1 05 0 Wt Marer  1.0x10™ -0.43 1.26 -0.07 1.17
2 05 2.0x10" ot  MHarr 1.0x10™ 0.22 0.71 -0.52 1.31
3 05 50x10"  Hprer  Marr 1.0x10™ 0.08 0.62 -0.15 0.83
4 05 1.0x10° et MHawer 1.0x10™ 0.14 0.63 0.23 0.84
6a 05 50x10*  Mpmax Hamn 1.0x10™ 0.21 0.54 -0.17 0.85
7a 05 50x10"  pomin  Mamax 1.0x107 0.07 0.61 -0.13 0.80
8 5 0 Uprer  Marer  1.0x10™ -0.06 0.62 -0.08 1.15
9 5 5.0x10"  Wprer  Marer  1.0x10™ 0.07 0.55 0.31 1.09
10 5  1.0x10°  Wprer  Harer 1.0x10™ 0.17 0.63 0.47 1.18

Table 3.2 : Numerical parameters for the 10 runs used for flows with obstacles
modelling, and simulation quality indicators computed on the whole set of obstacle
configurations (1 to 9)

Scatter plots comparing measured and simulatedugon$ of the upstream channel
water depths and of the discharge distributionstu@vn on Figure 3.8. A linear regression
using a least-square method is carried out andltdpes is indicated for each run, for both
ARy and Ahy. A large part of the flows are only slightly imped by introduction of
obstacles, and the dispersion of numerical simaratiresults is relatively important for the
low values (i.e. typically forAR;|<5% andAh,<5 mm). Therefore defining a meaningful
relative error is delicate (especially when considgexperimental uncertainties). Comparing
evolutions of ARy for runs 2, 3 and 4 shows that increasing the eddgosity mainly
improves modelling of upstream obstacles (1, 2n@ @), whereas it increases the dispersion
for other obstacles (which effects are generaly)lorhe same behaviour is observed for the
upstream water depth evolution, although effectshef eddy viscosity are less important.
Linear regressions show that the fine mesh tendas/¢oestimate effects of obstacles on the
discharge distribution (though discrepancy is reduwith increasingl), whereas the coarse
mesh tends to underestimate these effects. ThereBmulated discharge distribution
evolutions for each obstacle depend on both theseshceddy viscosity and the mesh
resolution. Oppositely, simulated upstream channgter depth evolutions are not

significantly impacted by these two parameters.
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Figure 3.8 : Comparison of simulated (SIM) and measured (MES) evolutions of discharge
distribution and upstream channel water depth, obstacles by obstacles. Results of the
linear regression is indicated with the grey line, along with its slope s. Upstream
obstacles (1, 2, 8 and 9) are plotted with triangles.

3.4.2 Detailed analysis of simulation results

The previousstatistical analysisshows on the one hand theaportance of som
numerical parametergddy viscosityK and mesh resolutiom) and on the other hand t
differences in simulations quality depending on thiestacle configurationthis clearly
appears on Figure 3.8Moreover, effects of obstacles have been prawduk related to bot
their location ad the initial flow characteristi (previous chapter}igure3.9 details for each
obstacle and each initial flow (grouped in seriesirathe¢ previouschapter,Table 2.1) the

measured and simulated ewtdbns of the discharge distributi.

Discrepancies between experiments and simulatioaslynoccur forthe upstream
single obstacle 2, arttie associatedouble obstacles 8 and Bor these obstacles, it appe
that increasing the eddy viscosifor the fine mesh (fronk=2x10* m?.s* for run 2 to
K=5x10* m?.s*for run3) reduces the size of the wake downstream of lis¢aole 2 Figure
3.10). For a low value df, the wake extends until the downstream cornehefjtinction,
which limits the junction flow capacity to rotatetanthe branch channel. This leads to
increased e#ict of obstacle 2, hence an overestimation ARy, on Figure 3.9. This
overestimation persists fobstacles 8 and simulations. The computed obstacle 2 wake !
the coarse mesh (runs 8 allon Figure 3.1pis less sensitive to the eddy viscosity, so

even a null eddy viscosity (run 8) can preaeasonably well the flow around this obsta
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Chapter 3. Numerical simulations of experimental crossroad flows

However, the coarse mesh also smoothes the flowndrobstacle 2, so that its effect is
underestimated (Figure 3.9). For this obstaclejtimtheél simulations were carried out with
the fine mesh and using the friction velocity-degesmt eddy viscosity formulations (Egs.
3.4+3.5 and 3.4+3.6, both applied wikh0.1 andk=1.0, so 4 series of simulations). None of
these additional runs achieved a better agreemdtht tive measured evolution of the

discharge distribution (not shown here for the safkecarcity).

The second series of discrepancy comes from thve filqwith Fy;=0.79), for which
initial flow includes a significant part of supataral regime in the junction (detailed pattern
shown in Appendix A.1). Interaction of this supércal flow with obstacles 1, 5, 6 and 7 is
not simulated with the same accuracy than othev.flOther combinations of flow/obstacle
are well simulated. Particularly, simulated evalng of AR;7| and ARys| with Ryo are in fair
agreement with experimental measurements, whickiegreghe model ability to accurately
compute respectively the dividing streamline lime the junction and the width of the

separation area in the branch channel.
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Figure 3.9 : Measured (Exp) and simulated (runs 2, 3 and 9) evolutions of the discharge
distribution for each obstacle configuration
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Figure 3.10 : Measured velocities at elevation z = 3 cm (Exp) and simulated depth

averaged velocities (runs 1, 2, 4, 8 and 10) around the junction for flow 6

3.5 Modelling of flows with sidewalks

3.5.1 Parameters of the different numerical simulations

Accurate modellingf the obstacles was possible by adaptingmesh to the obstacle

and specifying solid boundaries. As the sidewalles sibmerged, the challenge lies in

adequate representation of the topography. 2D mmattehot allow to use verticcells (as in

3D models), and cellslope is limited bytheir dimensiongor practical reasons (computati

times), sosimplifications have to be do. We consider here one mewith regular 2 cm

width square elements everywhere except on thevalle edges, where finelements with

dimensions of 0.5cm or dn are used (Figure 3.11fkrom this mesh, two differel

topographical representations are u

* In theRefmodel, eight of the channel bottom elevation follows tlntual height ir

the experiments (6m for the main channel anicm for the sidewalks

* In the Avg model, thechannel bottom elevation is constant auial to the averac

elevation on a channel cross sec, i.e. (2x6 cm x2 cm)/(36m) = 0.t cm.

Use of the same mesh for both models permits tdyseffects of topograph

representation without influence of the mesh stme
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Figure 3.11 : Top view (left) of the mesh and cross section (right, shown along the
dotted line on the left plot) with the channel bottom elevation used in models Ref and
Avg for flows with sidewalks simulations.

Based on these twmodel:, a series of runs are carried out to assess mdeief the
eddy viscosityK, thesidewalk: roughness lengtks sw(increased to I®m, while the channel
roughness remains set to™) and the downstream boundary condit (via p and L)
(Table 3.3) It is recalled here that subscript “10” referssidewalks configurations (as
Chapter 2).

run wodel K M W Kesw  8(Ahuo)  0(Bhye) B(ARqo)  O(ARgo)
m-.s - - m mm mm % %
1 Ref  5.0x10"  Hurer Maer 1.0x10™ -0.54 0.8 -0.21 2.08
2 Ref  1.0x10°  prer Maer 1.0x10™ -0.48 0.75 0.01 1.88
3 Ref  5.0x10"  Hprer Maer 1.0x10° -0.18 0.58 -0.12 1.92
4 Ref  5.0x10* Pomax MHamn 1.0x10™ -0.51 0.78 -0.41 2.20
5 Ref  5.0x10" Womn Mamax 1.0x10™ -0.57 0.82 -0.20 2.08
6 Avg  5.0x10" Mot  Marer  1.0x10™ -0.35 0.71 -0.48 2.05
7 Avg  1.0x10° Mot Marer  1.0x10™ -0.40 0.75 -0.37 1.99

Table 3.3 : Numerical parameters and indicators on the discharge distribution and
upstream channel water depth evolution for the simulations of flows with sidewalks

3.5.2 Results

Figure 3.12 showsneasured and simulated velocities for the flc, for several runs
carried out with th&Refmode. Acceleration of the flow and its concentration lve ithannel
central areas well simulatec Expansion of the branch recirculation area towa#hnésbranct
channel centre is alsoredicted. Increasit the eddy viscosity (run 2) tends to smooth
velocity distribution across the chanr, and slightly changes the branch char

recirculation shape. Higher friction on the sidekgafrun 3) barely affects tiflow pattern.

As for obstacles, average errd6 and root mean square erroron the predicted

evolution of the discharge distributicand the upstream channel water deare given in
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Table 3.3.Influence of the downstream condition remains mggle (runs 4 and 5). Oth
runs show very similar results, witrslightly better simulation oARq for the run 2 K=103
m?.s%). Increasing friction on the sidewalks is consistas it significantly improves tr
modelling of Ahy10. Finally the modeAvg gives very close results the modeRef without
any deterioration of the resu
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0.25 =
0.20
0.15
0.10
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Figure 3.12 : Measured and simulated (runs 1, 2 and 3) flow velocity magnitude around
the junction for the flow 6 with sidewalks

Measured and simafed (runsl, 2 and % evolution of the discharge distribut is
shown forthe three flow series aFigure 3.13to further detail the model ability and linr.
All runs results arevery clos,, and lie well within the range of egpmental uncertainties,
except for thelbw 2, which his alarge upstream channel Froude number. The disaotyti
observed in the experiments arolF,0=0.6 (Figure 3.1Bis rather predicted fcFyc=0.5 in
the numerical simulationgigure 3.14 shows that this discontinuitan be explained by tt
occurrence of an oblique hydraulic junattached tathe upstream corner of the junct,
which strongly directghe flow toward the branch channebimulationsseem to predict
occurrence of this hydraulic jump for sma Fy, (see flow 2 onFigure 3.14), so that
discrepancies are encountered around the critadee.

Another discrepancy can be noticed for the flow (h,/b=0.08), although th
measurement uncertainty remains high. For this,flater depths on the sidewalks car
locally only a fewmillimetres, so that flow conditions are out of the shallowtevaquation:
hypothesis. Moreover, the weir crest heigl lower than the sidewalks hei, so that the
weir equation used to model the downstream condiiay lead to larger errors than for ot

flow configurations.
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Figure 3.13: Measured (Exp) and simulated (runs 1, 2 and 6) evolution of the flow
discharge distribution for the flows with sidewalks
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Figure 3.14 : Computed with run 1 water depths around the junction for flows 1, 2 and 3
without sidewalks (top) and with sidewalks. Supercritical flow areas (F>1) are shown as

hashed.

Conclusion

Numerical simulations of experimenibifurcation flowspresented irChapter 2 have

been carried out with th®ubar20 code that solves the twoadnsional shallow wate

equations. Comparisoof simulation results with experimental measuremeiowedus to

assess the code ability to moa series ostandard 3 branch dividing flows (initial flow:

along with more complex configurationintroducing obstacles or sidewal near the

junction.
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Computation of the discharge distribution for thenitial flows without
obstacles/sidewalks can be achieved with a faiuracy (error typically less than 2%, see
Table 3.1), without specific calibration of the nemeal model. Remaining errors lie in the
range of uncertainties of experimental measuremantd the modelling of the downstream
boundary conditions. Therefore, prediction of thisckarge distribution for subcritical
dividing flows with the code Rubar20 appears tonbere accurate than for supercritical
(Mignot et al. 2008) or transcritical flows (El Kiaflbderrezzak et al. 2011).

Simulation of more local flow characteristics (watgepths, shape of the branch
recirculation area) requires a calibration of thenstant eddy viscosity used to model
turbulent effects. An independent (i.e., withoulimation) prediction of these detailed flow
characteristics would require a more accurate nhiadeodf turbulence, as in (Shettar and
Murthy 1996; Khan et al. 2000). However, the défatrruns used for calibration lead to very
close estimations of discharge distribution andwflpatterns near the junction. This
preliminary result then justifies the modellingflmws through more complex configurations,

with obstacles or sidewalks.

Simulations of flows with obstacles have been edrrout with different sets of
numerical parameters, particularly to assess tteetefof the eddy viscosity and of the mesh
resolution. Globally, all runs are able to preditfects of obstacles on the flow (deflections,
contractions and accelerations) and consequencg®bal flow characteristics (evolutions of
the discharge distribution and upstream channeemaépths, summed-up on Figure 3.8).
Deeper analysis shows that errors mainly arise fitmenrmodelling of the upstream obstacles,
which greatly modify the flows in the area where tatter divide (i.e. the junction). For these
obstacles, an optimum value of the eddy viscositstnbe calibrated when using the fine
mesh model to improve the simulated discharge idigton. Dealing with the remaining
discrepancies may require the use of an even firessh and a real turbulence model, but both

these aspects are beyond the scope of this thesis.

The coarse mesh model simulates simplified wat@thdeand velocities around the
obstacles and in the junction, which leads to dlgharger errors, but also to less significant
impact of the eddy viscosity. Although less acceithan a calibrated model with a fine mesh,
the use of a model representative of urban floodetso(coarse mesh, no eddy viscosity) then
appears to lead to a correct representation oaolest Considering the discharge distribution,

such modelrun8 on Figure 3.8) leads to average and maximum ateseluors respectively

61



Part . Influence of obstacles and sidewalks on 3 branch bifurcation flows

0.9% and 3.5 %, which are smaller than the onesta@enon-integration of these obstacles
(respectively 2.5% and 14%).

Modelling of flows with sidewalks has been carrimat with a model representing as
close as possible the sidewalks geometry and andemodel that includes only an average
channel bottom elevation. Both types of modeldyfgiredict the impact of sidewalks on the
discharge distribution, yet with a few discrepancrelated to occurrence of supercritical
flows in the junction. Results of the model witmglified geometry show that the simulation
of the average flow acceleration in a channel sects sufficient to predict impact of
sidewalks. This suggests that effects of the laater mainly related to the upstream flow
acceleration, and there is no significant impacttloem mechanism of flow division (except

when the flow in the junction becomes supercrijical

As a conclusion, it seems interesting for modeltlersntegrate small obstacles into
urban flood models. This integration is likely tmprove the simulations of i) the flood
spreading with more accurate discharge distributiiorough crossroads, ii) an explicit
modelling of the head losses due to the obstaalegl) then reduces uncertainties related to
the choice of a bottom friction) and iii) local Wocharacteristics (at least accelerations due to
the flow contractions in the street). However, sintbgration requires an accurate knowledge
of the obstacle locations and the use of a meshddma be easily adapted, as effects of

obstacles are strongly linked to their size andtioo.

Following flows with sidewalks simulations resultsjo specific treatment of
topographical data can be recommended to enhaeceghtrp topography changes, as it can
be done for urban drainage models (Ettrich et @52. As long as the street is significantly
flooded, an average street bottom elevation shdéedd to similar results as a detailed
representation of the street topography. This teslgb points out that an unbiased street
topography has to be used, that is with a corneetagye street bottom elevation. This may not
always be the case, depending on how Digital ElewaModel (DEM) and meshes are
generated. Therefore, integration of the detaibgabgraphy into the numerical models will be

carefully studied for the real case modelling pnése in Chapter 6.

62



PartIl.
Interactions between street flows and

underground pipe flows

Floods in urban areas imply the existence and antems of several types of
flows including surface flows, which are actuallguévalent to flooding, and sewer flows,
which will occur if the flooded urban area has amerground drainage system (which is
most often the case). The simultaneous modellinthe$e two flow layers is referred to as
dual drainagemodelling (Djordjevic et al. 1999), and requiresledst a coupling of two
hydrodynamic flow models (for the surface and thgepflows), as well as a model to
calculate the exchange flow discharges between lathrs. The two next chapters are
dedicated to dual drainage modelling. Chapter 4ides on the modelling of exchanges
between both layers, whereas Chapter 5 deals athdlidation of a complete hydrodynamic
model coupling surface and subsurface flows. Vébdadata have been produced on the
experimental urban drainage model at the Disaséme&ch Prevention Institute of Kyoto
University and form the base of the analysis andlelimg of the next two chapters. The
coupled numerical model is based on the use oRihe&ode presented in last chapter (3.2)

and a similar 1D code that will be introduced ira@ter 5.
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Chapter 4.
Experimental study on the DPRI

urban drainage model

4.1 Introduction

Flow exchanges between street flows and buried fipes are allowed through a
variety of exchange structures, that can be orilyiisigned to allow drainage of the surface
towards the sewer, or that becomes an exchangetws®uduring floods because of the
hydraulic conditions (e.g. a flooded manhole). Witissigned for drainage, an exchange
structure typically consists of a surface recegt@merally a curb opening inlet or a grated
inlet) that is connected through a series of inegti@ry pipes to a main underground drainage
pipe. On the one hand, design of urban drainagersysom a flood risk perspective consists
in choosing the appropriate spacing of such iniaterder to intercept a project surface flow
discharge. On the other hand, the underground pipedesigned to convey these intercepted
flows, without generating overflow in the drainagetwork. These design steps are carried
out respectively with laboratory measurements eaaded CFD methods for inlets efficiency
(e.g. Despotovic et al. 2005; Fang et al. 2010) laydfaulic calculations in pipe networks,
which is a common and well established practice.

However, when flooding occurs, with large amount wéter in the street and
pressurized flows in the pipe network, the hyd@bkehaviour of these exchange structures
change, as the flow conditions exceed the desigothgses. As noted by Leandro et al.

(2007), modelling of the flow exchanges throughsthexchange structures during flood has
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actually received little attention and requires enspecific studies. This chapter is dedicated
to the modelling of these exchanges. Use of anrarpatal model of a typical urban
drainage system is required to provide data wharimot be gathered on the field. However
this method cannot be exhaustive and extrapolatidield cases must be carefully done. The
structure of this chapter follows these remarks.

A literature review detailing exchange modellingheiques is proposed in the next
sub-section. Then the experimental facility and sneaments are presented, and a
preliminary analysis allows us to set the typeloWwfexchanges that can be studied on this
set-up. This framework being set, an exchange madapted to the experimental set-up is

developed and validated against experimental &atally an extrapolation of this model to a

field case is proposed.

4.2 Literature review of exchange flows studies

4.2.1 General considerations

Exchange flows between surface and subsurface filowas urban drainage system are
imposed by both the geometry of the exchange strei@nd the hydraulics parameters of the
surface and subsurface flows. Although exchangéctsires might have different possible
designs, they can be schematically summed up t@dh#ination of a surface inlet and a
connecting structure to a main underground draingige. Then, for a given exchange
structure, one can define 3 typical hydraulic cgufations that will determine the exchange
process:

* Free drainage: the pipe hydraulic head is lowen tifie street ground elevation and
the exchange flow is controlled by the capacityttod upper part of the exchange
structure (Figure 4.1a), without influence of thestr of the exchange structure
underneath.

» Influenced drainage: the exchange flow is contcbblg the whole exchange structure,
as a result of the pipe hydraulic head reachinggtbend elevation (Figure 4.1b), or

because the lower part of the exchange structse# limits the exchanges.

* Overflow: the pipe hydraulic head exceeds the walevation at the surface, which

forces the water out of the underground drainageesy (Figure 4.1c).
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This representation is schematic but is consistétit the hydraulic configurations
encountered in usual exchange structures. Modetlfngach of these types of exchanges is

reviewed below.

(a) (b)

Figure 4.1: Types of exchange flows depending on hydraulic configurations through a
schematic exchange structure: free drainage (a), influenced drainage (b) and overflow
(c). From (Djordjevic et al. 2005)

4.2.2 Exchanges characterization

The wide range of exchange structures that campé&mented in urban areas prevents
from doing extensive characterization of the flowogesses in all possible structures.
Therefore, detailed studies have focused on subegits of these structures, such as street
inlets or manholes. Laboratory measurements hdeeved efficiency of street inlets to be
characterized, notably showing the significant delemce on the street topography and the
street flow characteristics (Despotovic et al. 2088mez and Russo 2009). The testing of
different inlets have led to well established glirtes to design the shape or spacing of these
elements (e.g. MacKenzie and Guo 2011) in ordeatoh a design discharge or avoid lateral
spreading of street gutter flows. These studiesallys@im at providing practical results,
without deep understanding of the physical processeolved. More recently, Djordjevic et
al. (2013) used both experiments and a CFD modsiudy the flow pattern around a typical
inlet receiving flows from a street. Results sugdleat the behaviour of the inlet passes from
a weir type flow to an orifice type flow depending the street slope and flow discharge.
Authors conclude that, as a result, no unique edemt weir discharge coefficient can be
assessed. These studies show the difficulty ofmesing discharges through street inlets with
simple exchange laws when street flows are shatlofast. However, it is worth noticing that
the street flow characteristics considered in thstadies are related to usual drainage flows
and do not cover all street flow conditions typicdlurban flooding, such as slower and

deeper street flows (which is the general framevadrtkis thesis).
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Characterization of other exchange structure elésnen physical processes due to
overflow have received little or even no attentiém.(Djordjevic et al. 2013) and (Hilden
2005), overflow from a manhole is also considessd] the analysis focuses respectively on
the water depth and velocity field around the maahbbopes et al. (2013) studied overflow
from a gully, detailing with CFD the structure dietjet and of eddies in the gully box, and
linking the pressure in the gully with the overflalischarges. Use of large-scale experiments
in combination with CFD looks promising when studyi complex flows involved by
manhole or gully surcharges, yet no practical aersitions are given for now concerning the

evaluation of the exchange discharge.

Other studies on manholes exists, but essentiatlyses on the head losses generated
on pipe flows (Marsalek 1984; Pedersen and Mark0)}9%ithout consideration of the
possible interactions with the street flow. Finalhote that this lack of data regarding the
exchange processes for extreme hydraulic conditipes flooded streets and underground

drainage systems) can be attributed to the oeralprobability of urban floods.

4.2.3 Implementation of the exchange discharge calculation in

urban drainage models

To account for the street inlet efficiency, Gomezak (2011) directly implemented
empirical laws into a numerical model of a stretithge system, with the use of a 2D flow
model to accurately compute local characteristicshe street flow and the related local
exchange discharges. Alternatively, when such mé&tion on the inlet efficiency is not

available, a weir equation is commonly applied o dontour of the inlet:

Qex = .UWLSI\/ Zg(Zs - ZW)LS 4.1

Where Qe is the exchange discharge, is a weir discharge coefficientg, is the
perimeter of the street inleEs is the surface flow water elevation a#@g the weir crest
elevation. As mentioned earlier, this law remairssnaplification and should be used only for

low inertia street flows.

This equation is completed by an orifice equatiomemw the water level in the pipe

connected to the inlet reaches a threshold, to haodmfluenced drainage process:

Qex = .qup\/Z(Zs - Zp)o.s 4.2
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Wherey, is an orifice discharge coefficierd, is the area of the pipe connecting the
inlet to the main drainage pipe, aAgithe water level in this main drainage pipe. If fhge
water level exceeds the street water level, treowerflow from the pipe to the street, and the

latter equation becomes:

Qex = _.qup\/Z(Zp - Zs)OlS 4.3

These simple equations are consistent with thergesgucture of the exchange flow,
but they were developed for hydraulic structuresimsimpler than urban drainage elements,
so that there are no existing guidelines to chdeseppropriate discharge coefficient® be
included in the weir or orifice equations. Thedattoefficients can be selected on the basis of
standard geometry coefficients (Nasello and TuediaR005; Leandro et al. 2009) or
calibrated whenever it is possible (Lipeme Kouyakt2009), but remains a major source of

uncertainty in any field study.

(Leandro et al. 2007) extended this approach butiagl their exchange structure (or
single linking element, see Figure 4.2) into thpzets, each one being able to limit the
exchange discharge, and by selecting the lowedtagige discharge. They developed their
model for a generic exchange structure made offacaiinlet, an inlet box, a connecting pipe
and a manhole. This modelling technique is lessjestibe, as it comprises detailed
geometrical information, physical parameters sushM&anning roughness coefficients and
hypotheses on governing physical process (e.gvitalsfrom one control section to another),

but a limitation is that there is no consideratiminthe flow through the whole exchange

structure.
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Figure 4.2 : Representation of an exchange structure through the use of a generic single
linking element (Leandro et al. 2007). The control sections CS; are indicated in dashed
lines.
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Finally, exchange discharges between both layers s computed in an indirect
manner, by limiting drainage when a pipe reachefuit capacity and by adjusting overflow
so that the pipe pressure does not continuouslgeskthe ground level (Schmitt et al. 2004;
Fang and Su 2006). This is equivalent to neglediiregpotentially limiting capacity of the
exchange structure itself. This hypothesis is rathf@icult to justify without any preliminary

simulations and knowledge of surface and subsuffaws characteristics.

4.3 Experimental measurements on the urban

drainage model

4.3.1 Presentation of the experimental facility

The experimental facility used to study flow intgrans represents an urban drainage
system with two layers: a street and an undergrquipd underneath, both connected by
drainage tubes. The surface of the physical moaiesists of a zero slope 10 m long and 0.5
m wide street, lined on its sides with sidewalkd arseries of street inlets (Figure 4.3). The
sidewalks are 15cm wide by 2 cm high and are seigathe whole length of the street. Walls
are included along the sidewalks, which means @ ttannel width of 80 cm. The street
inlets are located every 1 m, leading to a totahiper of 20 street inlets (10 on each side of
the street). Each of these street inlets compasgdy 5 cngrid placed at the street level,
under which alrainage boxand adrainage tubeare set to connect the street to the side of the
5 cm diameter and 10 m lopgpe that runs about 25cm below the street level. Tihe plope
is 1/900.

Two independent loops permit to adjust the upstretiaet and pipe inflows. Each loop
includes a pump, a valve, a downstream collectamd,tand an upstream feeding tank that
allows the flows to stabilize (a scheme of thesg#ois shown on Figure C.2 in Appendix C).
The pressure head at the downstream limit of thee ps controlled through the water
elevation of an intermediary tank equipped with@able weir. The downstream flow in the
street is usually critical, but a weir at the dotseam end of the street can be raised in order
to increase the water elevation. By adjusting tHese upstream and downstream boundary
conditions, one can simulate various flows withfet#nt exchange processes, from an

efficient street drainage towards the pipe to & dukrflow from the pipe to the street. A

70



Chapter 4. Experimental study on the DPRI urban drainage model

modified version of this experimental facility wased with additional drain channels and a
rainfall generator; results can be found in (Kawagk al. 2011).
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Figure 4.3 : Top view and cross section view (at x = 0.5m) of the experimental facility
with its main dimensions. The drainage structure elements are indicated in upper case:
street inlet grid (GR), drainage box (DB), drainage tube (DT) and drainage pipe (DP).
The street level is at z=0.

4.3.2 Measurement devices

The street and pipe inflow discharges (respectiv@jyand Q) are measured with
electromagnetic flow meters (Admag AXF GS 01E20MQ@E-A from Yokogama, accuracy
+/- 0.01L.8") within each pumping loop. The outflow dischardsn the street and the pipe
(respectivelyQs, andQpo) are measured with a point gauge and a V-notch (g@ecuracy +/-
0.01L.8" set up on each downstream collecting tank. Thefges can be used to compute

the total exchange discharQg, and an associated erQgx er:

Qex = 0.5 X (Qsi — Qs + on - Qpi) 4.4

Qex,err = 0.5 X (Qsi + Qpi — Qso — on) 4.5

The water elevation in the stregs is measured with an ultra sound sensor (UNDK
20U6914/S35A from Baumer) mounted on a sliding iclharith a horizontal positioning
accuracy of +/-5mm and a vertical measurement acygunf +/- 0.5 mm. The pressure in the
pipe is measured through 10 piezometers (accurac§.5 mm) located 10 cm upstream of

each tube/pipe junction, plus one at the pipe tufllee street bottom elevation is used as the
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reference to express both the street water elevatqwhich then equals the street water
depth) and the pipe piezometric hegdsb that this latter is positive only when excegdhe

street bottom elevation).

Additionally, for unsteady flow measurements, tieelution of the water elevation
upstream of the V-notch weirs is measured withstegj probes, and video cameras are used
to record the other measurement devices or theplal (flow meters and ultra sound sensor
display, water column in the piezometers). Finalyface flow velocities are measured using
Large Scale Particle Image Velocimetry (LSPIV),hwda commercial video camera (Sony
Handycam HDR-CX520, 30Hz progressive, 1920x108@Ip)xlocated above the street and
fine PVC powder inserted upstream as floating tadeetails of the LSPIV computation and

of the unsteady measurements post-processing daue in Appendix C.
4.3.3 Flow measurements

The experimental facility is used with differenbit configurations, in order to be able
to describe the flow characteristics, to study ékehanges between the street and the pipe,
and to validate full hydrodynamic simulations. Expents are grouped in 5 categories that

are described in the next sub sections.
There are two main limitations when defining anexpental flow:

* In order to avoid too large capillarity effects tthreould affect the street flow and its
interaction with the exchange structures, the wdegth in the street is maintained

higher than 1 cm.

* As air bubbles entering the drainage structure #ed pipe could complicate the
measurements and the analysis, flows through thieatye structures and through the

drainage pipe are always pressurized.

Within these conditions, the flow exchange is assaito be mainly influenced by the
head difference between the street and the pipesflanda priori not significantly
influenced by the flow inertia around the stredetsr Thus, experimental observations do not
cover the effects of a transient or free surfaosvfin the pipe, neither a limitation of the
drainage capacity by the street flow velocity ar $itreet inlet characteristics.
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4.3.3.1  Street flow only

Preliminary measurements consist of studying sfteets without interaction with the
pipe or the exchanges structures. The street ialetsll blocked (filled with plastic and tap)
so that the street flow cannot be drained into pipe. 3flows including different flow
discharge and average water depth in the streedtadeed (listed in AppendixB.4), to cover
major flow configurations encountered in more cagbplexperiments. For each flow, water
depths are measured on a series of cross sedtiBR$Y measurements are carried out on all

the street, and street inflow and outflow discharges recorded.
4.3.3.2  Pipe flow only

A series of pipe flows without interaction with tereet are studied, for different flow
discharges and downstream pipe piezometric heagtedlin Appendix B.4). The widest
range of possible flow conditions is measured,ahly limit being that the pipe piezometric
head does not reach the street level (to avoidflower The measurements consist of

piezometric heads at each piezometer locationpétite pipe inflow and outflow discharges.
4.3.3.3  Street and pipe flows interacting through one couple of street inlets

The experimental model is used with only one coaplstreet inlets operating (those at
x=3.5m) in drainage configuration, under variotreet flow conditions grouped in series
(see Table 4.1). The nine other couples of strdets are blocked with plastic and tap, as for
the surface flows (4.3.3.1). For each series, fiwtraam discharges in the street and in the
pipe are kept similar, only the downstream pressutke pipe is modified, leading to a series
of couple exchange discharge / head difference dmtwhe street flow and the pipe flow.
Water depth in the street is measured on a 3 poros section located 20 cm upstream of
the operating couple of street inlets. The pipeqmieeter head is measured at the piezometer
located just 10 cm upstream of the exchange ploilet and outlet discharges in the street and
the pipe permit to compute the exchange dischangeaacorresponding measurement error
(Eqs4.4 and 4.5).
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. Number of Qpi Qsi Zs Us F
Series
flows Ls™ Ls® cm m.s™ -
Si1 17 0.20 0.22 1.8 0.02 0.06
SI2 17 0.20 1.08 1.9 0.12 0.27
SI3 17 0.20 1.76 2.1 0.17 0.37
Sl4 14 1.00 0.22 1.8 0.02 0.06
Table 4.1 : Flow characteristics for experiments with one couple of street inlets

operating. Street flow characteristics (water elevation Z,, average velocity Us and Froude
number F) are measured or derived 20 cm upstream of the couple of street inlets.

4.3.34  Steady street and pipe flows interacting through all the couples of

street inlets

In this series of experiments, the facility is useith a full operation of the drainage
system (10 couples of street inlets operating)sttaly drainage and overflow cases at the
street scale. These flows form the main part &f éxperimental study and will be referred as
complete steady flowsl2 drainage and 4 overflow cases are measurdti, different
upstream and downstream boundary conditions (listeéippendix B.4). The measurement
grid for the street water depths consists in aesasf 10 cross sections with 3 points (5 points
when the sidewalks are flooded), located 20 cmreast of each street inlet couple. The
piezometric head is measured at each piezometer8 Flmws, LSPIV measurements are
carried out on the whole street with a 5cm resofytio be able to compute the evolution of
the street flow discharge. Finally, for two referenflows detailed in Table 4.2, 2
intermediary cross sections are added between eawgple of street inlets, and LSPIV
measurements are carried out on a regular gridsot® around the™and §' couples of

street inlets.

Flow Type Qss Qexs  Qexs/Qss  Zspeam)  Fixzam Re(x=am) sli:cig\\;vvacilr(]s
Ls™ Ls™ - cm - - -
D6 Drainage  1.62 0.09 5.7 % 2.0 0.37 1.10* No
04 Overflow  2.74 005 -19% 3.0 0.28 2.10* Yes

Table 4.2 : Characteristics of two selected steady flows including LSPIV measurements.
Results of the exchange model (see 4.5) give an estimation of the following flow
discharges : Qs s is the street flow discharge between the 4™ and 5" couple of street
inlets , Qex 5 is the exchange flow discharge for the 5™ couple of street inlets.
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4.3.3.5  Unsteady street and pipe flows interacting through all couples of

street inlets

In this last series of experiments, the configoratof the experimental facility is the
same as in the previous series (4.3.3.4), but flakesunsteady. Four experimental flows are
measured (see Table 4.3). For cases US1 and USl¢h discharges in the pigk; and the
streetQs; are kept constant, but the downstream pipe piezamieeadZ, 4, is raised to a
maximum of around +2.5 cm and then returns tonigal value, which creates a temporary
overflow of the drainage system. For cases US3UBd, the inlet discharge in the pipe and
the downstream pipe piezometric heig@nare kept constant; the street is initially dry, and
flow hydrograph is generated upstream of the stigst flow at the downstream end of the
street remains critical for all unsteady flows.elich couple of unsteady flows, the amplitude
of the variations is approximately the same, battyipical duration of the boundary condition
evolution changes.

For these unsteady flows, experimental measurensentssts first of a recording of the
three boundary conditions (pipe and street inlethiirgesQ, and Qs, downstream pipe
piezometric head, 4, along with the street outflow dischar@s, which is used as a global
validation data. Values of the piezometric hea@sadso measured at the piezometers P2, P5
and P8 (located respectively just upstream of tHe5? and &' couple of street inlets). The
water elevation of the street surface flow is meagat a unique central point at (x=5m, y
=1m).

Qsi Qpi Zp,dn tus
Flow 1 4

L.s L.s cm S
uUsi 15 0.5 -16/+2.5 70
us2 15 0.5 -16/+2.5 200
us3 0/1.8 0.5 -16.0 110
us4 0/2.0 0.5 -16.0 260

Table 4.3 : Flow description in unsteady state (t,s is the typical length of unsteady
conditions). The range of values for the time varying boundary condition is indicated in
bold.

4.3.4 Street topography measurements

Four bottom elevation measurements of the street haen carried out. Detailed results
are presented in Appendix B.3, and a summary igigeed below. The mean bottom elevation

shows that a small pond exists in the centre of dtreet, whereas the upstream and
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downstream ends are slightly higher than the aeelamtom elevationFigure 4.4). In the
same way, the street is globally slightly curvedhwhigher elevations along the sidewe
than in the centre pamiloreover, analysis of the detailed measurementw/shioat the stree
bottom elevation can locally vary depending ohether or not a street flow has be
previously generated. Measurements of the sidewalégation were also performed &
showed local variations due to the different matgtinction: (shown in Appendi:B.3).

The street is ade of several layers of plastics sheets thatoaned together. Due to ti
ambientconditions (temperature, humidity) and the needvofking directly on the stre:
channel to carry out some modifications (such asKihg street inlets to generate reet
flow without drainage), the bottom topography magrmg: from its original desig. This fact
does not influence the operation of the experimetagice, but may limit the accuracy of t
analyses related to the street flow and shoulcetber be ket in mind.
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Figure 4.4: Average street bottom elevation (top) and maximum difference observed
(bottom) between the 4 series of measurements. Street inlets location are indicated in
gray squares and sidewalks with hashed rectangles

4.3.5 Use of the experimental data

Use of the previously described experimental datatie analysis follows four stef
First, in the following sub section a general dgdgmn of the experimental flows is provide
to set the framewark of analysis and applicability of this study. €éFhin section4.5 an
exchange model is developed and validated using kiotls of steady flows with street/pi
exchanges (flows with respectively one or ten cesif stre¢ inlets operating). Finall in
Chapter 5results of numerical simulations are compared t@sueements carried out f

complete flows (full operation of the experimentaddel,with steady or unsteacdlows).
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4.4 Description of experimental flows

4.4.1 Street flows

The street flows aralways subcritical, with typical Froude number betw 0.2 an
0.4. The Reynolds numbers in the street are aréx10>-1.5x1d, and drop to x10° when
considering local flows on the sidewalks. Exceght above the street inlets, the water de|
are not significantly affected by the flow excharg®cess, and the variatioinside one
sectionare found to be within the range of measuremenenainties. Therefore for tf
following sections and next cpter, cross section averaged values of the wagstagbn in
the street will be usedvoreover due to the smooth materials and limited Froude rers
the longitudinal evolutions of the street watervateon remain limited in the experimen
flows (typically several millimetres on the m long street), so no detailed characterizatic

carried out.

Figure 4.5shows the surfar velocities for the flows B and O4 (defined Table 4.2)
around the % and %" couples of street inlets. Surface velocities shiaat both flovs tend to
concentrate in the centre of the street, as atresuhe friction on the sidewalks and of 1
exchange process. This effect is more pronounaetthéooverlow casgO4), as the exchang
flows are similar to vertical jets and block the&aming street flow around the street in
When the sidewalks are flooded (O4), there is nifsognt difference in velocity magnitud:

between the sidewalks and the si (as for a compound channel).
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Figure 4.5 : Surface velocities around the 4th and 5th couples of street inlets for the
flows D6 (left) and O4 (right)
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4.4.2 Pipe flows

The pipe flows Reynolds number typically variesnesn 2.5x1®and 4.0x1t For this
range, the pipe friction factor should depend othlibe Reynolds number and the typical
roughness height (Yen 2002). The series of pipe& fleeasurements provides 14 couples of
pipe piezometric head evolution and pipe dischafgeese data are used to calculate an
empirical friction factor (Darcy-Weisbach type) fitve pipe, using the following equation:

_dZ,D,-2g
P ax  VE 4.6

Wheref, andD, are respectively the pipe friction factor and deden,V, andZ, are
respectively the pipe flow average velocity andzpmetric head. For each flow, an
uncertainty range is derived considering both g fdischarge and the piezometer head
measurement error. The following empirical lawittetl (considering the uncertainty range)

on the 14 values :
foemp = 0.363 - R; 0254 .

Friction factors are plotted on a Moody’s diagrarig(ire 4.6), along with the ones
computed with the Blasius equation (valid for 28<Re<16, (Yen 2002)):

fp,Blasius = 0.3164 - Re_o'25 4.8

The empirical relationship (4.7) provides highectfon factors than the ones computed
with Blasius equation (4.8), because it accountsttie various local head losses generated
into the experimental pipe (piezometers, drainagbeg, pipe fittings). Measurement
uncertainty for low pipe flow Reynolds number ispiontant but the associated linear head
losses are very low (a few millimetres on the whmfee length) so that using the equation 4.7
should lead to acceptable errors considering théemdimensions and the typical pipe
piezometric head evolutions. The equivalent Mam8trickler coefficients lie between 80
and 115 rf>s?, which clearly shows the benefits of using thispeinal relationship for

numerical simulations over a calibrated Manningegler coefficient.
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Figure 4.6 : Moody's diagram with experimental friction factor (crosses), fitted law (plain
line) and Blasius equation (dotted line)

4.4.3 Exchange flows

Exchange flowsre not directly instrumented but visual observetiand analysis the
total exchange discharges at the street scale dwoah insight of the exchange fl
characteristics. When drainage occurs, the stmdetsi remain fully submerged and i
drainage tubes remain pressurized. This is of qudati importance, as it fves that in our
configuration, the drainage capacity is relatedhte available head difference between
street flow and the pipe flow. When overflow occuitse vertical jets flowing out of tt
drainage tubes create a local rise of the stretgrv@evation, which reveals that the jet is
dissipated before reaching the surface, and tleastieet flow in this area becomes hig
three dimensional (sdégure4.5). For steady state flows, the drainage tubes flReynolds

number vary between 5.0x4and 1.5x16, which implyboth laminar and turbulent flo\.
4.5 Exchanges analysis

4.5.1 Development of an exchange model

Previousobservations on the exchange flows set the framefoithe exchange mode
Assuming the exchange flow pressurized through the entire exchange stri, one can
link the exchange discharge to the total head losst®iexchange structure. Theter can

be expressed as follows:
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AH1_5 = AHl—Z + AH2_3 + AH3_4 + AH4_5 4'9

with 4Hi; the head loss between the sections i and j ofdténage structure, as
mentioned on Figure D.2 (Appendix D). Each of thésad loss terms corresponds to a
relatively standard hydraulics configuration, faniegh empirical and theoretical formulations
have been developed in the past. Choice of theopppte formulations and parameters are
explained in details in Appendix C, and the maisuagptions and results are presented

below.

AH;1., is the head loss through the street inlet gridiclwtcan be considered as a
diaphragm of an equivalent flow section area (lié&l@and Steinberg 1996)YH,.3 is the head
loss at the drainage tube entrance (for the draicage, modelled as an abrupt contraction of
the drainage box flow to the tube flow) or exitr(fthe overflow case, modelled as a
submerged pipe exitYHz.4 is the linear head loss through the drainage totmelelled using
a Darcy-Weisbach friction coefficieft Finally, 4H,.5 is the head loss at the junction between
the main drainage pipe and the drainage tube,dimbming flows (drainage case) or dividing
flows (overflow case). Based on the data and foatmuhs compiled by Miller (1978) and
Idelchik and Steinberg (1996), these terms canxpeessed as a function of the exchange

dischargegex in the drainage tube :

Drainage case (qex>0):

L qz
AH,_5 = <K1—2 agy o Koz + f D_t + K4—5> A%%g 4.10
Overflow case (gex<0):
Lt qz
AH,_s = — (Kz—l ) a52_1+K3_2 + fi D—t + K5—4) : A%%g 411

whereKj; is the head loss coefficient associated to thallbead lossiH;;, av1» and
avz-1 are coefficients to pass from the tube flow velpotd the flow velocity approaching the
street inlet gridf; the friction factor of the drainage tulie, D; andA; respectively the length,
the diameter and the area of the drainage tubegahd acceleration due to the gravity. The
coefficientsK; are taken from the two hydraulics books previowsigd, except foKs.s for

which a more adapted formulation for our exchartggcture geometry is proposed by Serre
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et al. (1994). The coefficients are calculated espect of the present exchange structure
geometry, and vary with the flow exchange dischaftpeough the associated Reynolds
number), and also with the flow discharge in thammape for K45 andKs.4. The typical
roughness heighk of the plastic drainage tube used to compute rilsédn factorf; equals
0.01 mm. For a drainage case, it is assumed thatdlocity approaching the grid is equal to
the average flow velocity in the drainage box, Isat é1-,=Ad/Aq, With Agp the flow area of
the drainage box. For overflow configurations,-, is related to the structure of the jet
flowing out of the drainage tube. Using formulas éosubmerged round jet (Idelchik and

Steinberg 1996), a value of 0.6 is calculatedu{er;.

These equations are implicit, as the head losdiciegits depend on the drainage tube
flow discharge, so they are solved with a dichotarmsthod.The set of equations 4.10 and
4.11 allows a computation of the local exchange Wlodischarges in the experimental

facility, and is named exchange model in the followg sub sections
4.5.2 Validation of the exchange model

4.5.2.1  Flows with one couple of street inlet operating

Experimental measurements of the exchange dischwrgeigh one inlet (half the
measured exchange discharge performed throughoupdecof inlets) and the head difference
for all flow configurations from the 4 series defthin Table 4.1 are plotted on Figure 4.7,
along with the model results for drainage (Eg.4.1@pasurement uncertainties remain
important because the exchange discharges fortoeet silet are only an order of magnitude
larger than the measurement errors. However, withghuncertainty range, it can be seen that
the street flow Froude number does not affect tteh@nges for the range tested (between
0.06 and 0.37), which confirms that the exchangedlare not limited by the street inlet grid.
Oppositely, the flow discharge in the pipe upstreznthe junction with the drainage tubes
does have an impact on the exchanges, with highkres leading to higher exchange
discharges. The model results are in fair agreemetit the measurements given the
uncertainty range, especially when consideringefifect of the pipe flow discharge. However
measurement uncertainties inherent to this resttiekperimental configuration do not allow

either a detailed validation of the exchange maoaled study of the overflow configurations.
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Figure 4.7 : Measurements of exchange discharges and head differences for the series
SI1 to SI4 (symbols). The upstream pipe discharge is of 0.2L.s for series SI1 to SI3,
and 1.0 L.s™ for SI4. Results of the exchange model (lines) are plotted for both of these
upstream pipe discharges.

4.5.2.2  Flows with ten couples of street inlet operating

The exchange model is applied to the series of tetmgteady flows (16 runs), whi
includesa large range of flovconditions(12 drainage and 4 overflow cases, with vari
water depths in the street, pipe flow pressurespape flow discharge - see Appendix B.4
for a detailed listing). teeet water depths and p pressures are measured with eno
accuracy at the vicinity of the exchange pointg,tha street and the pipe flow discharges
only measured at thepstream andownstream ends of the experimental moAn attempt
of computing local street flow diharges using water depths and surface veloc
measurements has been carried out, but the regpalticuracy was found to be not suffici
to derive local exchange flow dischar (see Appendix C.1). Hrefore, results of is
computationcannot be used for the present exchange modelatialidand local street ar

pipe flow discharges remain unknc.

Lack of measuretbcal exchange flow dischargmeans i) that the validation can ol
be performed considering the measuretal exchange discharg®exmes (SUm of all
exchanges for the 10 couples of street inlets)irhkat the local head differences cannot
directly computed from the experimental data, asllstreet and pipe discharges are
known. To solve this issuéhe exchange model is applied iteratively from downstream t
the upstream exchange points, and the estimateet stnd pipe flow discharges are upd:
consideringthe computed exchange flow discharges. The erreoczsted to this proce

remains imited because i) the resulting total exchange hdieges computed with ti
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exchange model are globally very close to the nredsanes, ii) the head difference mainly
consists of the hydrostatic pressure differencd,i@nvariations ofK,.s andKs.4 with the pipe
discharge remain small when compared to the vanatof the head differences. This error as

well as the ones associated with the other measunisns estimated by considering that:
» the street water depths are measured with a +fmfhsccuracy
» the pipe piezometric heads are measured with @.5/mm accuracy
» the street and pipe flow discharges are locallyuatad with a +/- 10% accuracy

The two first assumptions are derived from the meament devices, whereas the last
one is arbitrarily fixed to a conservative valualdc@ilated total exchange discharges with the
exchange modeQex model are compared with experimental measuremeéiisnes 0N Figure
4.8, including the uncertainties presented abowsuRs from the exchange model are very
close to the measurements, and the uncertaingesiated to the experimental measurements
remain low, so that the methodology used here smiraed to be fairly validated. The
exchange model shows a small bias, with a trembhopute too large exchange discharges in
absolute values (average error of +0.029'lasd +0.05 L3 for respectively drainage and
overflow cases, or +3.6% and +11% of the measureathaege discharge). For drainage
cases, the error is higher for the flow with thevést total exchange discharge and can be
related to the corresponding low exchange flow R&gnumbers (around 1x*8x10%), for
which uncertainty on head loss coefficients incesa3 he global bias may come from a more
systematic underestimation of one or several hessl term in equations 4.10 and 4.11. For
overflow cases, considering the assumptions madbehead losses through the grid and at
the tube outlet (detailed in Appendix D.3.2.2),auerestimation of the corresponding head
losses was expected. The present comparison wteriexental data yet tends to invalidate
the hypothesis of such an overestimation. Themectffof non-uniform velocity across the
sections are neglected (the Coriolis coefficiensé$ to unity), as such information is not
available and would be complicated to estimate, ¥t kinetic energy is usually low when

compared to the total head loss, so that relatedrtainties are considered as small.

There is no experimental evidence that can poihbquarticular inadequacy among the
different head loss formulations, so no attempingbfroving the model accuracy is carried
out. Finally, the exchange model is consideredadisiated, which permits both its use in full

numerical simulations (next chapter) and a moraitet analysis of its results.
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Figure 4.8 : Comparison of the total exchange discharges (in absolute values) measured
and calculated with the exchange model based on experimental measurements for
drainage cases (filled circles) and overflow cases (empty circles). Error bars accounts for
the experimental uncertainties when applying the exchange model.

4.5.3 Analysis of the exchange model results

Equations forming the exchange models. 4.10 and 4.)1can be easily transform:
in an equivalent orifice equation (s. 4.2 and 4.3or respectively drainage and overflc

case} with the corresponding discharge coeffic:

Drainage case :

_1/
L; 2
H= (Kl—Z a2+ Koz + f D, + K4—5> 412
t
Overflow case:
2 L 2
u= <K2—1 A1+ K32+ fr D + K5—4) 413
t

Note that the coefficienK;; andf; depend on the exchange flow Reynolds numbet
potentially on the pipe flow dischal. Thereforehe discharge coefficiel: should vary from
one experimental flow to another, and € from one exchange structure to anc. In order
to assesghe benefits of using o exchange model over a simplified orifice equat

equivalent discharge coefficienfor the latterare computed for the steady flovto assess

their variations.

84



Chapter 4. Experimental study on the DPRI urban drainage model

For a given complete steady flow, an experimentathdhrge coefficient is fitted,
assuming a constant value for the 20 exchangetstasc(no experimental data can support

an individual fit for each exchange structure):

Qex
1
Z'At\/zzllci1(Hs,k _ Hp,k) /2 4.14

With Qex the total exchange discharg&,x andH, « respectively the street and pipe flow

Ugpxp =

hydraulic heads at tH&" exchange point. As previousl@e is directly measured, bt , and
Hp.x have to be approximated. Results of the excharmpehare used to estimate local street

and pipe flow discharges and then the local sardtpipe hydraulic heads.

Then, results of the exchange model for a givew ftan be directly used to compute a
discharge coefficient for each couple of exchartgecgires (with Eq. 4.12 and 4.13), as the
local head loss coefficients are computed by tlehaxge model. Considering the accuracy of
the exchange model, the discharge coefficients ct@apwith this method should be very
closein averageto the ones computed with the experimental datathis method provides

every local coefficient and permits to assess tagiiations for a given flow.

Figure 4.9 shows the results of these computatieitied experimental coefficients are
indicated with symbols. Range of variation of theeficients computed by the exchange
model is indicated with bars and the average vauedicated with a horizontal black line.
First, fitted experimental coefficients for draimagases tend to decrease as the total exchange
flow decreases, as a result of higher head losideats for low exchange flow discharges
(and associated low Reynolds numbers, as explamesppendix C). This trend is more
important for very low exchange discharges, as shbwthe flow for whichQe<0.4 L.s%
Experimental discharge coefficients for overflovses are found to be around 50% smaller
than the ones for drainage cases, which clearlyvshihat significant differences exist
between both types of exchange flows. The 4 fitt@ldes do not vary much, which is likely
to come from the very similar total exchange disgha.
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As expectedaverage discharge coefficients computed with thehaxge model resul
(horizontal black line within each I) are close to the ones fitted on experimental d
Remainirg discrepancies reflect discrepancies observed 4.3.3.4, with a global
overestimatiorof the exchange flow dischar¢, which ismore pronouncewhen the latter
are lowand for overflow cases. The variation ranges apecéjly of +/- 5% of the average

value, which remains significant when comparedhe global variations of the avera

coefficients.
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Figure 4.9 : Equivalent discharge coefficients computed for the 16 steady flows against
the measured total exchange discharges (in absolute values)

Besides dependencies of the head loss coefficmmtthe exchange flcs Reynolds
numbers, disparity othe discharge coefficients also comes from theetbfit nature of th
exchange flowfor drainage and overflow cas Figure 4.10shows the distributn of the 4
different head loss terms$H;; computed with the exchange model, for several thgiatal
combinations of exchange flow and pipe flow disgls representative of the experimral
flows. First, the important difference observed betweenndge and overflow cases appe
to come fom the head losses associated to the vIH;.,). This comes from the differe
velocity of theflow approachin thegrid for drainage and overflow cases. In the fiaste, the
flow velocity near the grid inearlyequal to the average flow velocity the drainage box,
which is actually very low and leads to negligilhlead losses. In the second case,jet
flowing out of the drainage tu is not dissipated when approaching the grid and iks
velocity and theassociated head losses are signifii The major difference in this head Ic
term values explains itself the significant diffeces between drainage and overfl

discharge coefficients.
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The three other head losses teridH,.3, 4Hs3.4 and 4H,5) are of the same order
magnitude, but with relative contributions varyimgh the flow conditions. Head losses
the tube/pipe junctions for drainage cases areivelg smaller for low exchange dischar
Jex, aNd can even be negatiftbough there is always an energy loss at the pitejunction.
as explained in Appendix D) his happens for low ratios of tube flow discharge opigre
flow discharge (fogex= 0.01L.s™ andQ,=1.0 L.s' on Figure 4.10)The opposite is observe
for overflow, denoting the different nature of tloeal head losses at the junction for b

types of exchange flow.
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Figure 4.10: Head losses distribution for drainage (top) and overflow (bottom)
configurations provided by the exchange model for typical exchange flow discharges Gex
and pipe flow discharges downstream of the exchange point (Qp)
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4.6 Extrapolation to real-scale urban drainage

systems

Analysis of the experimental data has allowed ttdage an exchange model for
pressurized exchange flows and to describe its vietva for the specific experimental
exchange structure. The relevance and the mairactesistics of the developed exchange
model have to be studied when the latter is appleech field case. In particular, it is
interesting to assess for a real scale exchangetste) the values of equivalent orifice
discharge coefficients for a simplified modellirgn¢ their potential dependencies), and ii)
the occurrence of the flow conditions required fplg the developed exchange model
(exchanges controlled by a pressurized flow thraixghwhole exchange structure). To do so,
we study in the next sub sections the flow excharfigetwo exchange structures: 1) a scaling
of the present experimental exchange structure 23na simplified version, considered as
more representative of the exchange structuresuate®d in our field case (Chapter 7) and

in the scientific literature.
4.6.1 Studied exchange structures

The urban drainage model scale is assumed to Be Aslthere are several geometrical
parameters defining the exchange structure (Figufid), a direct scaling may not be
representative of an actual exchange structurpaiticular considering the connecting pipe
(equivalent of the experimental drainage tube)vibich a direct scaling leads to a 10 cm
diameter pipe, which seems too small for areal amxgk structure. As a result, a first study is
done considering a direct scaling; then a sensitiamnalysis is carried out on the exchange

structures geometry and materials.

The first exchange structure (STR1) consists irirsgahe experimental exchange
structure, replacing only the drainage tube by r@neoting pipe with an elbow. The second
exchange structure (STR2) is the same except tletconnecting pipe is not directly
connected to the underground drainage pipe butrt@m@hole. This implies that i) the head
losses are not of the same nature at the junciédween the connecting pipe and the main
pipe (or manhole), and ii) hydraulic heads in thenhole and the main pipe slightly differ,
assuming the manhole flow velocity is null. Thistlassumption may not always be true, but
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Chapter 4. Experimental study on the DPRI urban drainage model

it creates a reference configuration different thanSTR1 and allows us to assess the
influence of the main pipe flow velocity on the baoges.

Lu

o
. Lu _ 3 _ LIZ _
A A ' A A —

L

Figure 4.11: Definition of the 2 schematic exchange structures connecting a street to its
underground drainage system (left: STR1, right: STR2) along with the geometrical
parameters notation

4.6.2 Exchange model

The exchange model is set up by coupling the meilbgg of Leandro et al. (2007) and
the one developed for our experimental exchangetsite. For drainage cases, the exchange

discharge can be either controlled by the followgngtrolling elements:
» the flow from the street to the drainage box (C1),
* the flow from the drainage box to the connectingepiC2),
» or the pressurized flow through the whole exchastgecture from the street to the
main drainage pipe (C3)

For overflow cases, the exchange discharge is adsdruniquely by the flow through
the whole exchange structure, from the main dranape to the street (C4). C1 and C2 are
situations where the exchange flow is controlledaaspecific section of the exchange
structure, whereas in C3 and C4 the flow within Wiele exchange structure controls the

exchange discharge, as in the experimental urkainaidre model.

The discharge for C1 is modelled using a weir @quafEqg.4.1) applied to the whole
perimeter of the street inlet, with a dischargeffodient u,. The discharge for C2 is modelled

with an orifice equation applied to the connectoge area, with a discharge coefficient
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For C3 and C4, the methodology proposed for theex@ntal model is applied. The head
loss formulation remains essentially the sameywtt the following additional elements:

» the elbow in the connecting pipe creates additibeald losses

* head losses at the junction of the connecting pipe the manhole for the exchange
structure STR2 are modelled as a free pipe owlanhhole dimensions are therefore

not considered.

Besides the geometrical parameters of the model Fsgure 4.11), it is necessary to
choose the discharge coefficientg and p,, and a material roughness For all these
parameters, a reference value is chosen (Tablenmtd)a variation range for the sensitivity
analysis. ny and p, are taken from Lencastre (1986) for standard wamd orifice
configurations. Though the actual values will depen several geometrical parameters not
considered here, the chosen values remain consisteninstance, Guo et al. (2009) derived
experimental values qi,, between 0.3 and 0.45, the variations coming from different
street inlets geometrieks is also taken from Lencastre (1986), consideripg$in concrete

with different qualitiesfs, is the opening ratio of the street inlet grid.

L Hao fsi Lu Lo Dy Dp Ks M Ho

m m - m m m m mm - -

Reference 0.5 0.5 0.4 1.75 2.0 0.1 0.5 0.5 0.4 0.6
Min 0.3 0.3 0.4 0.5 1.0 0.1 0.3 0.1 0.3 0.55
Max 0.6 1.0 0.8 5.0 10.0 0.25 1.0 2.0 0.45 0.65

Table 4.4 : Reference, minimum and maximal values of the parameters for the real-scale
exchange structures STR1 and STR2

As in the experiments, the ground elevation is wsethe reference elevation to express
the street water elevation and the pipe piezométad. The exchange model is run for the

following hydraulic conditions:

« The street velocity is set to zetd£0 m.s). This parameter is only considered when
computing the street flow hydraulic head so ite@ffcan be included in the street

water elevation
* The street water elevatiafy varies between 0.02 and 0.5 m

* The main pipe piezometric he&y takes one of the 4 following values : -2.0 m, -
1.0m,-0.5m,0.5m

* The main pipe flow velocity/, can be either 0.2 or 2.0 ft.s
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The two last hydraulic parameters form 8 fixed ugdsund pipe flow conditions (8
combinations o, andV,), for which the exchange discharge is computecespect of the

remaining hydraulic parametety.
4.6.3 Reference results

Figure 4.12 shows the exchange discharge compategath controlling element with
the exchange structure reference parameters, torséhnies of flow conditions presented
above. Note C4 exchange discharge can be only deehdar Z,=0.5m, whereas exchange
discharge for C1, C2 and C3 can be only computed#0.5m. First, there is no significant
differences between the structures STR1 and STRZ3cand C4 (C1 and C2 being strictly
the same). This means that the effects of consigeate pipe flow velocity in the pipe
hydraulic head and of computing with different fafations the head losses at the junction
with the connecting pipe are low or compensate edbbr. Similarly, the main pipe flow
velocity considered in STR1 barely affects the exge discharges (comparison of top and
bottom series on Figure 4.12). Larger effects Haaen noted in the experimental model, but
this was for very specific flow conditions that magt appear here (for instance the velocity
in the experimental pipe could be almost zero, e&gra minimum value of 0.2 rl.gs

considered here).

Then, the flow from the street to the drainage {©X) controls the exchanges only for
very shallow street flow and its influence is glthpaegligible. For larger street water depths,
the control can be assured either by C2 or C3,thedransition from C2 to C3 is mainly
imposed by the pipe (or manhole) piezometric h&adThis transition occurs whe#,
approaches the drainage box elevation (-0.5m). $haswvs the relevance of the developed
exchange model, as there is a significant rangeényalraulic conditions for which the
exchanges are controlled by the head losses affeatpressurized exchange flow through the

whole exchange structure.
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Figure 4.12 : Flow exchange discharges computed at each control element for the two
real exchange structures (STR1 in plain lines, STR2 in dotted lines)

Variations of most othe head loss coefficienused in the exchange mosare strongly
reduced for Reynolds number larger tha®. For this reference set of parasers, this value
is reached in the connecting piwhen exchange discharges exc€e@0D2! m*.s*, which is
almost always the case. In this case, for a giveno$ parameters, the only head |
coefficients that maysignificantly vary are the ones assoeidtto the junction of th
connecting pipe and the main pipe for STR1. Usimg methodology proposed 4.5.3,
equivalent discharge coefficiss to use for an orifice equation aderived for C3 and C
(respectivelyucs and pcs), considering the exchange model results of théerdifit runs
Average values and standard deviation are giveTable 4.5.Note that thesaesults are
directly correlated to theange of hydraulic parameters te;, which his been chosen to
matchdata of the experimental urban drainage model std ¢ases situatis, but may not
be statistically relevant. Several conclusions it be deduced. First, for STRzas
expectedpoth coefficients have similar average values show very low variatior, as a
result of very similar head losses terms and a di®pendency on Reynolds number.
STR1, average coefficients differ from each otldrich shows thimpact of thehead losses
difference at the junction of the connectiripe and the main pipe. Besides, variations o
associated head logwefficien increase the range of tleguivalent discharge coefficier
(larger standard deviation). For both STR1 and STR&ations are larger fqic4 than for
ucs, which is mainly due to the range of hydraulic graetes teste(, with lower head

differences and exchange discharges, arlower Reynolds numbers.
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" MHcs " MHca STD(Hcs) STD(Mca)
STR1 0.536 0.423 0.033 0.078
STR2 0.506 0.518 0.000 0.015

Table 4.5 : Average value and standard deviation of the equivalent orifice discharge
coefficient for the real exchange structures

4.6.4 Sensitivity analysis

In order to characterize the importance of the arnge model parameters, a sensitivity
analysis is carried out. For each parameter, tlohage model is run twice, each run with
one of the parameter extreme values defined ineTdldl (other parameters value remaining
set to the reference value), and an indicator Isutated to assess the effects of the selected
parameter. The chosen indicator is the averages\althe absolute difference between both

run results, normalized by the reference results:

|¢1 K — Pl
IEX(@) Z fk 415
re

With @ an output variable of the exchange modelx and ®,x the values of this
variable computed for the extreme values of thdistlparameter, antle x the value of this
variable for the reference parameter, forkAdlow condition (see Table 4.4). The variable on
which this indicator is calculated are the discleampefficientsus and pe, the effective
exchange discharges for draina@g (minimum of Qci, Qcz and Qcs) and the overflow
exchange discharg®cs. Additionally, to characterize the importance loé tcontrol C1, the
maximum value among the two extreme model runsefstreet water elevation for which
the control passes from C1 to C2 or C3 is indicéfed,).

Results are presented in Table 4.6, for STR1 osl\s@R2results yield to the same
conclusions. The most influent parameter is theneoting pipe diameted;, which impacts
strongly the exchange discharges, but also thénaige coefficients and the transition from
control C1 to control C2 or C3. Typically, valuelslg point out that the drainage discharges
Qur can vary of more than 400% around the referenteesd,=4.38), which clearly shows
that the connecting pipe diametdy should be precisely known. Other connecting pipe
parametersL{s, L, ks also have a significant impact, especially ondiseharge coefficients,
yet remain an order of magnitude smaller than tiygaict ofd;. Parameters related to the weir
type flow around the street inlet gridstLu) slightly affect the transition from C1 to C2 or

C3 but the effects remain even relatively low wisempared to the ones df Effects of the
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opening ratiofs; are negligible. Height of the drainage bby, and the orifice discharge
coefficient u, have an effect on the drainage exchange disch&)gess they impact the

discharge computed by the control C2.

Iex(er) |ex(|Jdr) Iex(Qov) Iex(“ov) ZCl

Parameter
- - - - m
Lsi 0.05 0.05 0.01 0.01 0.03
Hab 0.22 0.00 0.00 0.00 0.01
fsi 0.00 0.01 0.00 0.00 0.01
Ly 0.06 0.16 0.13 0.13 0.01
Le 0.13 0.26 0.20 0.20 0.01
d; 4.38 0.10 5.38 0.03 0.09
dp 0.00 0.02 0.00 0.00 0.01
Ks 0.04 0.13 0.07 0.07 0.01
L 0.02 0.00 0.00 0.00 0.03
Ho 0.10 0.00 0.00 0.00 0.01

Table 4.6 : Results of the sensitivity analysis on the exchange model for the real
structure STR1

These results point out that an accurate knowleddhe complete exchange structure
geometry is required to accurately predict the arge discharges. When this geometry is
known, a sensitivity analysis may focus on residp@lameters that are always uncertain
(such asu, po Or ks). Oppositely, in the case of lack of precise kremige of the geometrical
parameters, the latter should be considered @irassess the model sensitivity.

Conclusion

Experiments on the DPRI urban drainage model hlo®ed a characterization of the
flow interactions between a street and an undergtodrainage pipe through a specific
experimental exchange structure. Analysis has loaened out essentially to describe the
exchanges between the street flow and the pipe #@exchange flows were pressurized for
all experiments, an exchange model has been deactlby considering a head balance
between both flow layers. Although the experiment¢akchange structure is somehow
complex, its different parts can be modelled asdsed pipe hydraulics elements, for which
extensive research has been carried out (MilleBLRelIchik and Steinberg 1996) and can be
used without calibration. The developed exchangeehpredicts the exchange discharges
with fair accuracy (Figure 4.8) when the exchanipesv$ are from the street to the pipe

(drainage), but is less accurate in the opposie ¢averflow). This higher discrepancy may
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come from one or several inadequate head loss tdratsform the base of the exchange
model. In the absence of more detailed experimelat on the exchange flows, no attempt
to improve the exchange model accuracy has beeedaut. Detailed analysis of the results
shows that the Reynolds number of the exchange fiaw a significant impact on the

exchange structure capacity, and this particulprgvents from using a unique equivalent
orifice discharge coefficient. On a similar but marestricted way, the main pipe flow

discharge is found to affect the exchanges, asuwtref its direct connection to the drainage

tube.

The exchange model has been validated by usinguregaents of street and pipe water
flows as input data. This model being validatedaih be used within numerical simulations
that include hydrodynamic models of the street feovd the pipe flow. Such simulations are
carried out and results are presented in Chapter 5.

Now, results are highly related to the experimeatalhange structure, and the chosen
flow conditions (that is, pressurized exchange #pwgo that they cannot be directly and fully
extended to a field study. However the methodolpggsented in the experimental work can

be extended for any real exchange structure trgaalsamilar operation principle.

This last task has been carried out, by consideboth assumptions done for the
experimental model and the ones proposed by Leagded. (2007), which define several
control elements for a given exchange structurestFfor hydraulic conditions typical of
urban floods, the exchanges appear to be mainlyraltad by the underground part of the
exchange structure, and less affected by the stiltcapacity (Figure 4.12). Whereas the
latter is an important and tricky point to consider usual drainage cases (Gomez et al.
2011), it appears to be less influent for a floedrg, so that in this case the use of a simple

weir equation can be suitable.

Then, the scaling of the structure geometry impigt tthe exchange flow Reynolds
number for most of the tested conditions is attleas or two order of magnitudes larger than
the ones in the experimental structure. This léadswer variations of the equivalent orifice
discharge coefficient, and the increased possilititconsider one unique fitted value for the
latter. Considering a structure with a manholeaeiplg the underground drainage pipe leads
to similar exchange discharges, with smaller vt of the discharge coefficients. As these
manhole configurations are more likely to be fowmdfield cases and actually simplify the
exchange models, they should be considered, ralfaer a direct connection to the main

drainage pipe.
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As expected, uncertainty on the actual paramefeasreal exchange structure can have
very important effects, in particular the ones i@y the connecting pipe geometry. Studies
that use similar exchange models or orifice equatiDjordjevic et al. 2005; Nasello and
Tucciarelli 2005; Leandro et al. 2011) to modemflexchanges acknowledge the lack of
accurate data on the exchange structure geomedrysmarbitrary values. Therefore if such
modelling aims at quantitative results, a sensiti@nalysis may have to be carried out,
depending on the uncertain parameters (e.g. Tab)e Bhese results on real scale exchange
structures highlight the key points to considerddreld study, and they will be used to model

flow exchanges on the real case modelling presentelapter 7.

96



Chapter 5.
Numerical simulations of the urban

drainage model experimental flows

A set of data has been produced using the DPRIriexgetal urban drainage model,
which includes a free surface flow in a street amatessurized flow in a drainage pipe. Data
include an extensive description of the model gdaomand materials, and complete
measurements describing both flow layers. This tatased for a detailed validation of a

numerical model coupling a surface flow with a pilesv in the present chapter.

This coupled model is based on the previously desdr2D code Rubar20 (3.2.1) for
the surface flow, along with the 1D code Rubar3rtodel the pipe flow. The first step
consists in validating the ability of the coupleddel to simulate the experimental flows.
This step appears to be required because of tlkedfavailable data for field validation
(Mark et al. 2004). Therefore, a first series derence simulations are carried out to assess
the coupled model stability and accuracy, espgciadigarding the pressurized flow
computation and the exchange model implementafiben a sensitivity analysis is carried
out with a simplified representation of the urbaaiage model surface topography, to assess

the need of considering detailed topography whedetiag urban floods.
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5.1 Model set-up

5.1.1 Street flow model

5.1.1.1  Equations

The street flow is modelled using the Rubar20 cib@de solves the 2D shallow water
equations, which has been presented in 3.2.1. Touat for the flow exchanges, a source
term corresponding to the local flow exchange idealdon the right side of the continuity
equation (Eqg. 3.1), that becomes:

oh d(hu) N d(hv)
ot = ox oy dexzp 5.1
Where Qex2p IS the source term associated to the exchangehaiipe with the
underground pipe model (exchange discharge divimjethe cell area). As a convention, the
exchange discharge is considered positive wheexblkange flow goes from the street to the

pipe (drainage case), hence the minus in Eq. 5.1.
51.1.2  Mesh

The mesh of the street consists in a regular 5 &y grid for the whole channel, and an
additional mesh for the upstream tank feeding theets This tank is considered only for
unsteady flows, in order to directly model its sfpe effects. The street and sidewalks
elevation are set respectively to 0 and + 2 cnthsoe is no consideration of the observed
local topography variations (perfect geometry)slaswn on Figure 4.4. The mesh is adapted
to perfectly fit the street inlets locations. Howehis mesh requires choosing one bottom
elevation for the nodes located on the interfadewalks/street, which is actually vertical. In
order to have the same bottom elevation all ardhededges of the exchange structures, the
interface nodes elevation is set to O (street Je¥r a given water elevation in the street, this
implies an overestimation up to 10% for the sttt area and the volume stored in the
street. A cross section of the experimental sti@@graphy and the present implementation
in the numerical surface flow model is shown onuFég5.6, along with other possible

implementations that will be discussed in 5.3.
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5.1.1.3 Parameters

The bottom roughness is modelled with a constamtk$ar coefficient ofkK= 80 m>.s
! This value corresponds to the lower bound ofrétlmge of typical Strickler coefficients for
plastic materials. Given the low street flow Regsolnumbers (typically f0— 10) the
Manning-Strickler formulation is not adapted agsitonly valid for fully turbulent flows.
However, longitudinal variations of the street wadéevation remain very low (less than
0.001 m/m) and have no significant impact on tloevd interaction at the street scale, so
errors arising from this bottom friction modellimgmain low. Besides, at first, diffusion

effects are not considereld=0).

For steady flow simulations, the boundary condgicare taken from experimental
measurements (inflow discharge, street water at@vatFor unsteady flow simulations, the
street downstream condition consists of a stagehdige relationship derived from
preliminary measurements for a free outlet of tinees. Initial conditions are derived from the
measurements to achieve faster convergence otthenical model. The time step is fixed to
0.001 s.

5.1.2 Pipe flow model

5.1.2.1  Equations

The code Rubar3 is chosen to model the pipe flomK@eli Abderrezzak and Paquier
2011). It solves the 1D shallow water equationstter as:

0A 0Q

9% + g dex1d 52
oQ 0 <Q2> 0z Q?
adt Jdx\ A dx 8ARh/3 53

in which Q is the flow discharge within the pip&,the flow section ared,is the Darcy-
Weisbach friction factorz the pipe bottom elevation, af{ the hydraulic radiuggex 1piS the
exchange discharge at an exchange point dividedhbymesh length. Pressurized flow
computation is made possible by the use of a Pn@iss slot. The numerical scheme of this
1D code is similar to the one used by Rubar20,gmtesl in 3.2.1.
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Part II. Interactions between street flows and underground pipe flows

5.1.2.2  Space step and section geometry

The longitudinal space step is fixed to 10 cm. ésthe street model, the upstream tank
feeding the pipe is explicitly modelled to accodot its storage effects when simulating
unsteady flows. The pipe section is a 5 cm diamatete, modelled here with a 37 points
section (29 for the global shape of the sectiom, &rio model the Preissmann slot and the
transition between these elements, see Figure BhE).Preissmann slot width is set to 0.1
mm, and the shape of the transition between the mp and the slot is taken from the
geometry proposed by Leon et al. (2009). No traorsifrom free surface to pressurized flow
is observed in the experimental flows, but thisudtiaoccur for the real case modelling in
Chapter 7, so a smooth transition has been implesddan the model meshing tools and is
tested here. With this geometry, the errors mad#hercomputation of the pipe flow area and
hydraulic radius are estimated to be lower than%,5vhich is acceptable for the present

simulations.
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Figure 5.1 : Drainage pipe geometry with the Preissman slot

5123 Parameters

The linear head losses are modelled with the use@drcy-Weisbach friction factor f
(Equation 5.3). The empirical relationship linkirtlgis friction factor to the pipe flow
Reynolds number is used (Eq.4.7), which alleansriori a good estimation of the linear head
losses without additional calibration. This relasbip is particularly useful as the pipe flow
discharge (and so its Reynolds number) varies filmenupstream to downstream parts, and

even with time when considering unsteady flows. Eosy, the empirical friction factor was
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derived for pipe flows without any exchange, anel plotential additional minor head losses
arising from the flow exchanges are not considered.

Boundary conditions are directly taken from measwnets for both steady and
unsteady flows. The initial conditions are chosenstdering the experimental measurements

as for the street flow model. The time step isddume as in the street flow model (0.001 s).
5.1.3 Exchange model

The exchange model is the one developed in theiquevchapter (4.5.1). Its
implementation in the complete hydrodynamic modé#ébivs the following assumptions. The
exchange structures are not explicitly considemsty only the exchange discharges are
considered to link the 1D pipe and 2D street modebsitinuity equations 5.1 and 5.2). It
implies the exchanges are done instantaneouslychwidioes not affect steady flow
simulations and is reasonable for unsteady flowstha flowing time through the exchange
structures are at least an order of magnitude lolaar the ones through the street. Exchanges
are represented with discharge exchanges betwebriltdy models at specific locations. For
each street inlet, the exchange discharge is hbligéd on the 4 edges of the street model cell
located on the inlet location, assuming a uniforistridbution (i.e. 1/4 of the exchange
discharge through each edge). This choice is jedtlfy the fact that the exchange flow in the
experiments occurs on the whole street inlet arba.exchange discharge at one street inlet is
distributed on 4 neighbouring cells in the pipe eloakound the actual (physical) exchange
point, in order to smooth the discharge exchandkearpipe model.

The coupling method between the 1D and 2D codes i®llows (Paquier and Bazin
2014). 1D and 2D codes are embedded within the Jaonean program, along with the
exchange model. The time step is the same for floth models, and exchanges are
computed at each time step. First, the 1D modedlsulated up to the intermediate tima t,

i.e. steps 1 and 2 of the numerical scheme (sintvlahe one of the 2D model, explained in
3.2.2). Then the 2D model is fully calculated, exues being computed using the 1D
predictions at the intermediate time. The flow &hles used to compute the exchange
discharge (use of the head difference betweenttbet@nd the pipe at one exchange structure

and of the upstream pipe discharge) are then:

- for the 2D model, predictions at the intermediateet of the water level and flow

velocity at the middle of the chosen edge of theharge cell
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- for the 1D model, predictions at the intermediateet of the pipe water level and
velocity 2 cells upstream of the actual pipe magalhange cell. This was chosen to
avoid numerical oscillations (such oscillations weted when using variables

computed directly on the pipe model exchange cells)

Finally, once the 2D model time step is finishdak time step for the 1D model is

finished (steps 3 and 4 of the numerical scheme).

5.2 Reference simulations

5.2.1 Steady flows

5.2.1.1  Street water depths, pipe pressures and exchange discharges

For a given flow, the longitudinal variations ofetlstreet water depths are low and
simulated water depths discrepancies hardly imgreetcomputed exchange discharges. On
the contrary, there is a strong interdependencedsst the pipe pressure and the exchange
discharges. On the one hand the pipe pressure agn significantly from upstream to
downstream, leading to strong variations of locahange discharges. On the other hand, the
cumulated exchange discharges lead to strong warsadf the pipe flow discharge and so of
the hydraulic head in the pipe. Therefore the pipad and exchange discharge computations

have to be analysed jointly.

Figure 5.2 presents longitudinal evolution of theeet water elevation and pipe
piezometric head for flows D6 and O4 (see Tablé. 4 .Be simulations are in fair agreement
with the experimental data, particularly when lowkiat the pipe piezometric head.
Computation of the pressurized flows with the u$eadPreissman slot is effective, and

variations of the linear head losses are well ptedi
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Figure 5.2: Measured (triangles) and simulated (lines) water elevation in the street and
pipe piezometric head for flows D6 (left) and 04 (right). The pipe and the street
geometry are indicated in bold lines, exchanges locations with dotted thin lines.

In order to characterize simulation errors forwiwle series, 2 statical indicators are

introduced:
A((D) = ¢)sim - cz)mes 54
b, — P
0_(¢)) — abS( sitm mes) 55
¢mes ’

where &g, and Omes are the smulated and measured values of eitZs, Z, or Qex
(respectively the street and pipe water levels, &xtal exchange dischar. To ease the
comparison between drainage and overflow ceQex is considered in absolute val Table
5.1 gives the average values of these 2 indicators bioith drainage and overflo
configurations. Globally, the experimental flows aimulated with a fair accuracy, relat

errors remaining below a few | cent.

For the drainage cases, street widepths and pipe piezometric heads are slic
underestimated. The errat{Zs) andA(Zp) are similar, so that the head differences betv
the street and the pipe at the exchange pointsacixelly barely affected. The resulti
simulated total exchangischarge:Qexare thusn fair agreement with the measurements,
the remaining errors are consistent with the resuf the exchange model (slic

overestimation of the exchange discharges Figure 4.8).

For the overflow ases, the water depths in the street are simuhgtacalmost no bias
whereas the pipe piezometric head is still sligithgerestimated. This results in lower h
differences £Zs-Z,) at each exchange point, and so the computed exelthschargeQexare
lower than expected. As the exchange model tendsvéoestimate the flow exchange
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overflow configurations (Figure 4.8), this trend fmally reduced in the numerical

simulations.
Flow Number A(Zs) A(Zy) AQe) 0(Zs) 0(Zy) 0(Qex)
configuration  of flows cm cm Ls? % % %
Drainage 12 -0.27  -0.29 0.02 6.9 1.7 3.9
Overflow 4 -0.04 -0.22 -0.01 35 1.0 2.8

Table 5.1 : Comparison between measured and simulated water depths in the street (Zs),
pipe piezometric head (Z,) and total exchange discharges (Qex) for the reference
simulations

52.1.2  Street flow velocity

Comparison of LSPIV measurements and computedtstedecity fields permits to
assess the numerical model ability to predict thieaity field in the street for both drainage
and overflow configurations. For flows D6 and Odnwlated and measured velocity profiles
are compared at x=4 m in Figure 5.3. The comparisooarried out on the longitudinal
velocity u normalized by its cross section averaged valyeas the measured velocities are
surface velocities. A bias exists in the comparjsmnthe vertical velocity profiles are not the
same along the cross section, thus the comparssonly qualitative. Besides the reference
parameters, a second series of simulations isecaotiit by adding diffusion in the 2D surface
model (k=1) and results are compared to the reéerenes (k=0).

For the drainage case D6, the measured velocitiilgoris quite uniform but shows
strong differences with numerical simulations. Esrarise from the exchange process in the
numerical model, with important local water deptasiations around the exchange cells. This
results in computed high flow acceleration, alwaygented in the streamwise direction
downstream. By using a diffusion coefficient (k=1)js discrepancy is reduced, but still
without any satisfying prediction of the velocitioag the sidewalks. For the overflow case
04, the velocity distribution across the streeh@e heterogeneous and well predicted by the
numerical model. However the low velocity near stieet inlets axis (y=0.75 m and y=1.25
m) reveals discrepancies. Introducing diffusiondteto smooth the velocity profile but does
not reduce these discrepancies. A refinement ofitegh with a 1cm regular grid was tested
to allow a more accurate flow computation arounel gtreet inlets and along the sidewalks,

without improving results (not shown here).
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Figure 5.3 : Profile of the longitudinal velocity for flows D6 (left) and O4 (right) at the
cross section x=4m measured (cross), and simulated with no diffusion (k=0, dotted line)
and with diffusion (k=1, full line)

The whole simulation results for steady flows swggdkat the numerical model is al
to accurately predict the global characteristiccdrainage or overflonexperimental flow:
(street water depths, pipgezometric heads, local flow dischar¢ in steady conditior.
Simulations convergence is usually achieved forutation times of around 1i's, which is
the order of magnitude of the time required for teeet flow to propagate between
upstream agh the downstream boundaries. To complete the nealemodel validation, it

ability to model unsteady flows is studied in tlexinsub sectior
5.2.2 Unsteady flows

Unsteady flows defined iTable 4.3 are modelled with the saperamters as in the

steady flows simulationsvith only a few modifications specific to unstgdtbws:

» Initial conditions are simulated by running the modgéh the relevant boundal

conditionsuntil convergence is achiev

* Both pipe and street models ince the respective upstream feeding tank, to acc
for the storage effect of these tanks, as it wet possible to consider it in tt

boundary conditions.

« As the street volumerater depth relationship may impact unsteady flamsadequat
representatiorof the latter is requirecNo flow on the sidewalks was observed
unsteady flows, sthe surface model here includes only the stred¢taiothe interfac
street/sidewalks are the model boundariesthere is napproximation of the surfac

topographyiffluence of the surface model geometry will becdssed i 5.3).
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Finally, note that the validation data differ frahe ones used in steady flows: here we
use one local street water depth, three piezontetads (at the® 5" and &' exchange

points) and the street outflow discharge.

5.2.2.1  Pipe overflow generated by a downstream pressurization (US1 and

Us2)

Note that the typical street flow and pipe flowoaties are significantly different, and
so are the related propagation times. Figure 5ofvsithat as the downstream pipe pressure
Z, dn €Volves, this impact rapidly propagates through gipe on a typical time negligible
compared to the typical duration of the unsteadyddmn. This propagation appears to be
well simulated (see subplots for the pipe piezoimétead on Figure 5.4). The impact on the
street flow can be considered as slightly delayedthe experiments show a time shift of
around 25s +/-3s between the downstream pipesyme&, 4, and the street outflow
dischargeQs, peak times for both unsteady flows. This delayasrectly predicted by the
simulations for US1 (23 s) but overestimated foRY& s).

The simulated initial and final pipe piezometriate are in very good agreement with
the measurements, but there is a small overestimatound the peak time. For the upstream
piezometer P2, the maximal error at the peak tsvad t+0.3cm for US1 and +0.5 cm for US2,
which is larger than the typical error observed dtwady state flows (Table 5.1). This error
leads to a less efficient drainage, and so to iastyeet flow discharges and water depths. The
discrepancies are higher for US2, which has a gsldinge evolution than US1, and occur
mainly as the head difference between the stregttla® pipe is low (betweetx80 s and
t=180 s), or when the pipe flow discharge and thehamge discharges reach minimum
values. Discrepancies in this time interval canpbely explained by the exchange model,
whose errors are larger for low exchange dischaifggsire 4.8), and by an overestimation of

the head losses in the pipe for these flow conaktio

Finally, measured water depths in the street asdopnetric heads in the pipe suggest
that overflow should occur for both flowg,t>Zs around the peak time), even if the measured
street outflow discharges never exceed the stnéleini discharge (@ = 1.5 L/s). Simulation
results indicate local overflows from the pipe footh cases, but with a low exchange
discharge and during a limited time. Because ofitiegtia of the street flow, the overflow

coming from the upstream exchange points is dradmunstream, and this phenomenon is
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not directly reflected otthe street outflow discharge. For both simulatedvd, the transitiol
from drainage to overflow is continuous and doeslead to instabilities

Boundary conditions Boundary conditions
2.5 ! ! ! : 5 2.5 ! . ! ! . . =5
: : : : H H H —  Jaogmy
+ + Qeopyp
— Fpdnpyoosnr
2.0 — 0
E €
A &
T Ein 3
:ILIE' g ﬂ- 1.5 -5 g
;. o E o
g g 5 g
5 E 5 : E
@ N 2 10 ~i4-10 8
=] L 0 : L
[=1 [= N
W W
[=8 (=8
& : =N
0.5 ~-:4-15
ool el
0 50 100 150 200 0 50 100 150 200 250 300 350
Pipe Piezometric Head Pipe Piezometric Head
T T T T T T T T T I T
S T
5_0_\_ 5_0_..._..:....._.:......._:........:_.......:._ = H
: : : : : : : : D e
E E
= A
(=3 [=3
~N N
~10.0 R _10.0 T S T T R
0 50 100 150 200 0 50 100 150 200 250 300 350
Water elevation in the street Water elevation in the street
T T T T T T T T T L L
. . . . 20+ . . . Lo+ 4+ Zspxe H
E — s
E
5 15
10 | | | | 10 I I I I I I |
0 50 100 150 200 0 50 100 150 200 250 300 350
Time [s] Time [s]

Figure 5.4: Comparison of experimental measurements (black crosses) and simulation
results (plain lines) for the unsteady cases US1 (left) and US2 (right). The unsteady
condition is indicated in bold on the top graph. Z,; Z,s and Z,g are the pipe piezometric
heads just upstream of respectively the 3, 5% and 8" couples of street inlets, Zs is the
water elevation in the centre of the street (x=5m, y=1 m).
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5.2.2.2  Flooding in a initially dry street (US3 and US4)

For flow US3, the experiment shows that the whtiees inflow Q) is drained before
reaching the street outl&g exp= 0 in the left part of Figure 5.5). The numeris@hulation is
globally in fair agreement with experimental obsgions but fails in perfectly predicting the
complete drainage, as the street remains floodezhwéaching the downstream limit of the
domain. Moreover, the simulated water depths ateerahigher than the measurements, and
the arrival time of the street flow at the measwetrpoint (centre of the street, x=5m) is
predicted with a delay of +9 s in comparison widperimental measurements. Errors in the
propagation of the street flow are explained byftoe shallowness, which is out of the 2D
model assumptions (effects of the flow capillarggd viscosity, modelling of the bottom
friction, etc.) and is sensitive to local topogregalh irregularities. The latter can influence the
flow dynamics when the water depths are very lothoagh it can be neglected for higher

water depths.

For flow US4, the street inflow hydrograpQ.i(t) presents larger discharge and
duration, and a significant part of the flow reachiee street outleiQs, exp>0). During the
initial phase of the street flow propagation, dagie increases as well as the pipe piezometric
head, until the whole system reaches a quasi-stgatly where the drainage capacity is at its
maximum (between=170 s and=300 s). This quasi steady state of the drainageegss
occurs just after the street flow reaches the dowas) end of the street, leading to a full
operation of all exchange structures. Then theesstarts to empty and there is a quick drop
of the pipe piezometric head. These different phase globally well simulated, even though
discrepancies are encountered: as for flow US3,sthmulated street flow propagation is
slower than the experimental observations (+15rsthie arrival time at the centre of the
street). This generates a delay for the rise ofpipe piezometric head in the initial phase
(around +10 s for the 3 piezometers). The stretftosudischargeQs,is well simulated until
t=200 s, but then becomes much lower than the measnts, which means that the
exchange discharges (drainage) are overestimatedgdine quasi steady state phase. The
simulated water depths in the street are just #ighigher than the measurements until the
hydrograph peak, but then become lower. This inwersomes from the balance between the
too low simulated street flow discharges, and tead of the model to compute too high

street water depths during the wave propagatiorithAslrainage process is overestimated, the
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emptying of the street occurs sooner in the simanatthan in the experiment, finally leadi
to earlier fall of the pipe piezometric head, y@twvgsimilar evolutior
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Figure 5.5 : Comparison of experimental measurements and simulation results for the
unsteady cases US3 (left) and US4 (right). The unsteady condition is indicated in bold on
the top graph. Z,3 Zp,s and Z,s are the pipe piezometric heads just upstream of
respectively the 3, 5% and 8™ couples of street inlets, Zs is the water elevation in the
centre of the street (x=5m, y=1 m).
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5.3 Influence of the surface topography

5.3.1 Definition of different surface model topographies

Numerical simulations have been carried out wittefarence model that includes the
best description of the experimental model andtafkparameters that can be considered as
optimal. Under such modelling conditions, simulatioesults agree quite well with
observations, so that the numerical model is vadidiand could be used for similar flows for

a field case.

However when modelling a field case, many uncetyasources require attention. In
particular, defining the surface topography usualgquires compromises between
computational times and the model accuracy, whietolmes a real problem in areas with
steep changes in the topography. Other uncertaotyces exist and can generate larger
errors for a field case (bottom friction, boundapnditions, exchange points and exchange
laws), but they are not considered here. Indeedlysing the impact of these uncertainty
sources on the experimental model could not beapatated because of the similitude
discrepancies (materials, scale, number of exchastgectures and exchange laws...).
Oppositely, the experimental surface channel csestion permits to study different ways of
considering the topography and reflects quite ately the issues raised for a field case

study.

Note that in last subsection, depending on whetinersimulated flow was steady or
unsteady, the surface model was respectively aroegresentation of all the surface channel
with a coarse simplification of the street/sidevgaikterface Ref on Figure 5.6), and a
restrained representation including only the st(&ttee}. The latter allowed to assess the
numerical model accuracy without influence of tommipical approximations, but this
representation works only for street water levelwdr than sidewalks levels and therefore
cannot be considered as a general technique tiousay urban flood modelling. Instead, as
an alternative, we will consider here an averaggobo elevation Avg), as it was done to
model sidewalks effects on bifurcation flows (3.Bdllowing this approach, the modavg

includes a constant bottom elevation for the sarfager of (2 x (2.0x15.0))/80.0 = 0.75 cm.
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Figure 5.6 : Cross section of the experimental urban drainage model surface component
and its approximations in the numerical models (left), and resulting flow area - street
water level relationship (right)

5.3.2 Steady flow simulations

The numerical model is run with a surface modedluding an average bottom elevation
(Zb.num-avg, all other reference parameters being kept eguétie reference ones (including
the street downstream condition, that it the mesbwater level). As for the reference
simulations, indicators are calculated for theettieater elevation, the pipe piezometric head
and the total exchange discharges (Table 5.2). I8tron results are still in fair agreement
with experimental measurements and errors are tkrse to the ones of the reference
simulations (see Table 5.1). The computed stregerlavel globally increases (slightly
higher values of\(Z)), because of both the decrease of the flow améal@e increase of the
flow velocity. This impacts the relative errors the computed street water depths (indicated
by o(Zs)) as errors are mainly generated for flows withv Istreet water depths. Pipe
piezometric heads for thlevg model are very similar as the ones of Refmodel, yet slightly
lower (lower values oA(Z)). However the impact on the total exchange disgh#s hardly
visible, so that the impact of the representatibthe topography for steady flows can be
considered as negligible at the street scale.

Flow Number A(Zs)  A(Z)  AQew) 0(Z9) 0(Z)  0(Qex
configuration of flows cm cm Ls? % % %
Drainage 12 -0.11  -0.36 0.02 102 2.0 4.0
Overflow 4 0.12 -0.29 0.00 100 11 2.4

Table 5.2 : Comparison between measured and simulated water depths in the street (Z;),

pipe piezometric head (Z,) and total exchange discharges (Qextot) for the average bottom
elevation model (Avg) simulations

111



Part II. Interactions between street flows and underground pipe flows

5.3.3 Unsteady flow simulations

To characterize the errors, indicators defined gudions 5.4 and 5.5 are used, except
that values averaged in time are used, insteadilokes averaged in space for steady flows.
Moreover, these indicators are also estimatedhertétal exchange volume during unsteady

conditionSVey.

Results show that for all unsteady flows, theradssignificant difference between the
Streetand theRefmodels when looking at the indicators (Table 58%)th models fairly agree
with experimental measurements. Figure 5.7 shoesetiolution of the surface flow water
elevation and streamwise velocity at the centr¢hefstreet for flows US2 and US4. Both
models show very similar results for the streewfldynamics (hydrograph propagation for
US4), and the only significant difference comesrfrthe water elevation when this latter is
high for flow US2. In this case, the topographiddferences between both models reach a
maximum (the flow area in thRefmodel is 10% larger than the one in Bteeetmodel for a
street water elevation reaching the sidewalks Jeaeld so it has larger effects.

AZs)  o(Z) AlZs)  o(Zps)  AQs)  0(Qs0)  A(Ve)  0(Ved

Flow Model 1
cm % cm % L.s % L %

Street -0.04 3% -0.09 1% 0.00 6% -2.6 -2%
usi Ref -0.04 3% 0.05 1% -0.03 8% 1.8 1%
Avg 0.42 29% 0.14 1% -0.02 14% 0.2 0%
Street 0.01 1% 0.09 1% 0.05 8% -17.3 -7%
us2 Ref -0.01 2% 0.22 1% 0.03 6% -10.5 -4%
Avg 0.42 29% 0.29 2% 0.03 10% -10.5 -4%
Street 0.12 43% -0.28 4% 0.01 - -2.6 -2%
us3 Ref 0.11 44% -0.27 4% 0.01 - 2.4 -2%
Avg 0.70 292% -0.43 4% 0.00 - -1.4 -1%
Street -0.09 27% -0.79 9% -0.13 46% 19.7 8%
us4 Ref -0.08 26% -0.72 9% -0.16 47% 23.9 10%
Avg 0.50 182% -0.58 7% -0.25 81% 38.4 16%

Table 5.3 : Indicators for the numerical simulations of unsteady flows

The modelAvg strongly impacts the computed street water deptlihy, an average
increase of around 4 to 6 mm depending on flows;asben compared to ti&ireetor Ref
models. For US1 and US2, piezometric heads andaexgehdischarges also increase, yet with
a very limited magnitude. For US3 and US4, theestfiew is slower forAvg model (shown
for US4 on Figure 5.4), which tends to delay theedt drainage and the rise of the pipe
piezometric head during the hydrograph propagattan.US3, the whole drainage process is
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slowed down, andhe pipe piezomric head is lower than in othenodels. Th exchange
volume isslightly larger, as a smaller fraction of the iaithydrograph reaches the str
outlet. For the flow US4, the initial propagatiogpresents only a part of tthydrograph
duration (Figure 5)% and the modeAvgrather leads to the differences observed for USil

US2 (global increase of the street water depthge poezomeric head and exchang

discharge).
30 1 1 1 1 1 1 0-25 1 1
—  SIM-Street —  SIM-—Avg —  SIM-—Street
>s| L — SIM-Ref + + MES | —  SIM—Ref
0.20 | — SIM—Auvg R
20 .
E n 0.15 )
£ «
[S— __—.//-\-—-—‘—-—._\-“___
- 15 E
AN s 010 —
10 1
5| | 0.05 | f
0 | | | | | | | 0.00 L L L L | | |
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
Time |[s] Time [s]
30 T T . I 0.25 I
—  SIM-—Street —  SIM-—Street
25| — SIM-Ref |] —  SIM—Ref
—  SIM-—Avg 0.20 | — SIM—Aug R
+ + MES
= 015} .
@
£
s 010 —
0.05 f
[ —— | | e 0.00 | [ !
0 100 200 300 400 0 100 200 300 400
Time |[s] Time [s]

Figure 5.7 : Evolution of the simulated street water elevation and streamwise velocity for
the case US2 (top) and US4 (bottom) at the centre of the street. Measurements of the
street water elevation are indicated with black crosses.

The influence of the topography representationttier dual drainagmodelling cases

presented above can be summed up as fol

1.TheRefmodel leads to satisfying results both steady and unsteady flo
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2.For unsteady flows, using a more accurate reprasent Streej does not lead to
significant improvements, the only benefits obsdni®ing a better street water

elevation computed at the peak time for flow US2.

3.The Avg model leads to strong overestimation of the stneder elevation, and affects
the street flow dynamics. However, effects on tkehanges at the street scale on the
whole unsteady flow time remain limited. Indeed,endas the instantaneous street
outflow discharge)s, is affected by the topography representationtdted exchange
volume Vg is less affected. Besides, note that the strest fA@ter depths in the
unsteady flows remain low (below the sidewalks heigf 2 cm), which puts at a
disadvantage th&vg model, when looking the corresponding errors @ndtneet flow

area (Figure 5.6).

Conclusion

Complete hydrodynamic numerical simulations havenbearried out to simulate
experimental flows observed on the DPRI urban @genmodel (presented in Chapter 4),
with a code coupling a surface flow model and s ppodel. The deep knowledge of the
experimental device geometry, as well as prelinyinzlibration or validation steps (pipe
linear head losses, exchange model) allowed toauged numerical model with optimum
parameters. Besides, the use of an experimentaalpermits to produce a complete set of

validation data with both local and global measwets.

Simulation results fairly agree with experimentaéasurements for both steady and
unsteady flows, when looking at the street wateqatliie the pipe piezometric heads and the
exchange discharges. The numerical model appeées dtable, to simulate either drainage or
overflow cases, with transitions from one caseht dther (e.g. Figure 5.4 and Figure 5.5).
Pressurized pipe flows are accurately simulatedvéder, the range of pipe flow conditions
considered in this chapter are limited to pressaritows, and modelling of more complex
flows may require specific changes in the numeragaroach (Djordjevic et al. 2004) or an
additional validation step.

Analysis of computed street velocity field showsttlthe numerical model fails in
representing local perturbations due to the draragoverflow processes near street inlets.
Such details could be obtained by using more adaoomputational fluid dynamics models
(Hilden 2005; Djordjevic et al. 2013; Lopes et 2013) but these models cannot be applied

114



Chapter 5. Numerical simulations of the urban drainage model experimental flows

for large areas due to computational limitationa. dur configuration, this lack of
representation has no global impact, but it cowddome a limiting factor if the exchange
discharges were affected by the surface flow cheariatics (e.g, Gomez et al. 2011). Note
that for a field case, street roughness and cexsos would yet reduce these discrepancies at
least for drainage flows, by a faster homogeniratd the velocity fields and a higher
concentration of the street flow into drainage cleds.

The sensitivity analysis carried out on the repmeg@n of the topography in the
surface model shows that using an approximate septation of the street profile leads to
reasonably accurate simulated water depths in tieets(modelRef in Table 5.3), even if
errors on the flow area can be as high as 10%r&generated by the spatial discretization at
the interface street/sidewalks are negligible nafsthe time when considering the flow
exchanges at the street scale. The use of an avetegpt bottom elevation (modal/g)
yields to larger errors on the computed street mglevations, mainly when the latter are low.
However, impacts on the exchange discharges adtthet scale remain low and both these
representations show benefits for a real case rmoglewhere street water levels might be
higher than the sidewalks level. Therefore, foeal case modelling, the choice of a ground
level representation may rather be set by the méquecisely estimating the surface flow

pathways (Ettrich et al. 2005), or of modellingidesye processes controlled by street inlets.
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Modelling of floods in Oullins

Laboratory experiments permitted to validate théitalof the two-dimensional model
(Rubar20) to simulate detailed surface flows trat occur in urban floods, as well as the
capacity of the 1D/2D model (Rubar3-Rubar20) toudate interactions between surface and
subsurface flows. Previous studies with Rubar2@Hmeen carried out and showed the ability
of the code to simulate extreme urban flood ev@vignot et al. 2006; El Kadi Abderrezzak
et al. 2009), also pointing out the uncertaintiegesponding to such modelling such as the
input hydrographs or the bottom friction. Howeveege simulations were limited to surface

flows modelling as they neglected interactions & underground drainage system.

In this part, both 2D and 1D-2D models are useditoulate the floods on a well-
documented field case. The real case chosen istafpthe city centre of Oullins, located
along the right bank of the Yzeron River. The lafteoded 4 times in Oullins in the past ten
years, and the underground drainage network is @tem overflowing in the streets of the
town centre. Therefore, simulations presentedisghrt concern urban floods generated by a
fluvial flooding, and their potential interactiongth the urban drainage system. Chapter 6
presents the modelling of the surface flows, by lewog the interactions with the
underground drainage system (as performed in ntodtes in the literature). This allows a
focus on several key points related to the modgkin the surface flow during urban floods.
Modelling of the flows in the underground drainaystem and its coupling with the surface
flow model are separately presented in Chaptemalysis is then reported on the exchanges

between both flow layers, and their impact on flbadard for major river flood events.
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Chapter 6.
Surface flows modelling during

floods in Oullins

6.1 Presentation of the study case and modelling

objectives

6.1.1 The Yzeron River

The Yzeron River collects water from a small petan catchment located at the south
west of Lyon, and flows downstream into the RhomeeR(Figure 6.3). This catchment is
representative of small peri-urban catchments iané€&, and has been instrumented and
studied by researchers for more than 10 yearscisiyewith the set-up of the OTHUField
Observatory for Urban Water Management). Previasearch has mainly focused on the
hydrological processes of the catchment, both fatewquality and water resources. Besides
an accurate understanding of the catchment hydoalbgrocesses, the data gathered by the

OTHU have been a precious way to validate hydrokignodels.

The growing urbanization in the second part of 288 century has been proved to lead
to increase of flood risks. Breil et al. (2010) wepthat urbanization rates on the Yzeron
catchment has gone from 6 to 19 % between the 1&T@$he 1990s. As a result, occurrence
of frequent floods (typically, 1-year flood) hasiaased. Oppositely, larger floods (10-year
flood) are not impacted, as they are mostly colgdoby the saturation of the upstream rural

thttp://www.graie.org/othu/
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parts of the catchmenBfaud et al. 201). These studies also highligtite role of the sewe
system in the hydrological regil, as infiltration ino the sewer react 30% of its annual
discharge. Integrating impact of these hydrologmodifications due to urbanization gro\

is beyond the objectives of this thesis, but itvehohe interest of modelling frequent floc

for such catchments.
6.1.2 Recent flood events

Four floods of the river Yzon recently occurred ithe city centre oOullins: in 2003,
2005, 2008 and 200%low hydrograph (Figure 6.1)have been recorded at the hydrolog
station at Taffignon, 3 kmpstream f the studied are@a map of the catchment is preser
on Figure E.1, Appendix E)The 2009 floodhas been associated to only very low ri
overflowing, sothe capacity of thaiver main channel is evaluated be around 50 ms™.
Hydrographsof 2003, 2008 and 2009 pres a similar shape, with typical duration of
around 12hours. The 20@®50d duration is larger, especially regardithg falling limb of the
hydrograph.
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Figure 6.1 : Flow hydrographs of the Yzeron River recorded at the Taffignon station for
events of 2003, 2005, 2008 and 2009

Yzeron overflowing concerns mainly areas locatedvitgiream of the Taffigno
station, where the topographyflatter and the river starts meanderifpoced areas consist
of commercial areas upstream of the bridge Pomid (bridge location shown aFigure 6.3),
and residential areas located downstrfrom this bridge. Further downeam, as the Yzeron
river flows in an artificial channel toward the dmence with the Rhéne, the floodple
topography is relativelglevateicompared to the main channel and potential floodglaws
go back to the latteFlooding in the residential eaimplies several processeFigure 6.2): a

direct overflow of the river into the streBoulevard de I'Yzero(street closely following th
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river on its right bank, seézerom,n 0n Figure 6.3), a deeper intrusion in the cityteemwith
flows in the street network, and flow penetratiomoithe built-up areas through different

types of opening (low walls, barriers, hedges...).

Figure 6.2 : Photos taken during the 2003 flood in Oullins : flooding along the Yzeron
(top) and in a near-by street (middle), filling up of a built-up area (bottom). Source :
Irstea.
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6.1.3 Analysis of recorded maximum water levels during past

floods

Besides the available hydrological input data (edinon the catchment and flow
discharge in the river), two types of data havenbealected to better understand flooding

processes and to validate surface flow modelling:

» 3 stage gauges (namkg L, L3, see Figure 6.3) have recorded the Yzeron watet le
during the floods of 2008 and 2009. They are lataespectively upstream from the
flooded area, and in the upstream and downstreats pkthe meander, where flows

pass from the main channel to the urbanized flaond@ndvice versa
* A series of flood marks have been recorded fofltdagls of 2003 and 2008.

Other validation data exist but concern the unaengd drainage network, so they are

presented in Chapter 7 and Appendix E.
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Figure 6.3 : Top view of the flooded area with recorded flood marks (FM) and stage
gauges (LIM). View along x-axis of the river bed elevation (Yzerongey), right bank
elevation (Yzerongan), recorded flood marks and maximum water levels at the stage
gauges.
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The spatial distribution of the flood marks for 30&nd 2008 floods shows an overview
of the inundated area. The latter mainly consisth® area within the meander (Figure 6.3).
Elevation of the right bankvzerogank on Figure 6.3) shows that the inundation is lichibg
the presence of the bridg&ont Blancand Pont d’Oullins Finally, when looking at the
evolution along x axis (west to east, roughly themr direction in the flooded area) of the
recorded maximum water levels for floods of 200302 and 2009 (which have similar peak

discharges, as shown in Figure 6.1), we can nitae

* The maximum water levels in the floodplain (indezhby the flood markeM) follow
quite well the ones in the main channel (stage gaug, yet with slightly lower
values. This suggests that the floodplain is qyidkled up (compared to the river
overflow durations) and that the flow spreadingatyics has only limited impact on

flood extent or maximum water levels.

e There is a break of the maximum water elevatiopeslaround the stage gauge The
maximum water levels observed for the mentionedbd$o indicate an almost
horizontal water elevation line upstream lof, whereas the water surface slope
downstream rather tends to follow the main chabeel elevation slopergerogeq on
Figure 6.3)

Both these remarks on the maximum observed watelslshowa priori the paramount

importance of the river flow for the flooding pr@ses in Oullins.
6.1.4 Modelling objectives

Recent inundations in Oullins show that the citgéverely affected by floods caused
by the Yzeron River. Understanding the correspapdimocesses requireg priori an
adequate modelling of the river flow and of its @eation in the urbanized area. The
floodplain topography (see Figure 6.7) implies tiet flow extension is very limited, so that
a precise modelling of a restrained area can beédawut. Following the thesis objectives and
the state of the art in urban flood modelling, pnesent modelling should permit to assess the

effects of:
» the topography (especially in the streets),
» the buildings and built-up areas representation,
* the mesh resolution, and

e the bottom roughness
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Considering all these parameters, it is clear thatavailable validation data cannot
accurately characterize pertinence of each modeHlissumptions. Therefore, the proposed
approach consists first in running simulations vditfierent sets of parameters and comparing
the results with available field data (i.e. wardls) in order to get a preliminary assessment
of the model sensitivity, and second in comparirgherun with any other one, using
additional variables (inundation extents, streewfldischarges...). As the 2008 flood is well
documented, it is particularly studied, and theeotlfloods are only used for model

verification.
6.2 Numerical model set-up

6.2.1 Topographical data processing and mesh generation

The model mesh and topographical data are generated common step by
interpolating available cross-sections of the riaed the streets. As the number of available
cross-section is not sufficient, a linear interpiola between couples of cross sections is
carried out by considering structuring lines, whictk specific points of the cross-sections
(sidewalks, drain channels, river banks... etc.)tr@dnsverse linear interpolation is then
performed within each cross-section. Result of thigrpolation step leads to a Digital
Elevation Model (DEM), including both measured amigrpolated topographical points. The
mesh is built-upon this data, using both triangalad quadrilateral cells. The mesh structure
follows the initial topographical lines, as well ather structural lines such as built-up areas

boundaries (this aspect is detailed in 6.2.2).
The model mesh set-up uses:

* 48 available street cross sections with 9 pointshe@igure 6.4). The latter are
measured at least on each extremity of the crodsy@end intermediary cross-sections

are added.

» 18available river cross sections with 10 to 15 fmitheir location reflecting change in

the main channel geometry or direction.

* A cloud of topographical points given by the Gregbn administration, in order to
derive bottom elevation where no other measurernseavailable (built-up areas) and

to interpolate with higher accuracy several intediragy street cross-sections.
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The area covered by the model is limited in theastwise direction upstream by the
bridge Pont Blanc(as flooding of the urban area mainly occurs ddwmasn of this bridge),
and downstream by the bridg®nt d’Oullins Lateral expansion of floods is limited by the
terrain topography that becomes steep away fromivke (see Figure 6.7), so that the model

boundaries can be conservatively fixed.
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Figure 6.4: Original topographical data used to set-up the model mesh and topography
(lines: cross-sections, points: topographical points)

Points spacing within a street cross-section caasbew as 10 cm (drain channels) and
creating a mesh that strictly follows the originapography is forbidden for computational
time reasons. The chosen solution (referreRelsconsists in simplifying each drain channel
/ sidewalks interface, keeping only the lowestmichannel point (Figure 6.5). This allows to
represent the drain channel (low elevation polmt},tends to increase the street flow area, as
sidewalks are not accurately modelled using thjzr@gch. Errors on the flow area are high
for water depths in the drain channels lower th@rcr2 (Figure 6.6), but are typically less
than 10% for higher values, that is when sidewalksflooded.

Beyond the Ref simplification, a second simplified topography negentation is
implemented in the surface model, by consideringnarage bottom elevation on the whole
section Avg), as it was done for laboratory experiments ($epters Chapter 3 and Chapter
5). This representation leads, average to a decrease of the sidewalks elevation and a
“filling” of the drain channels, with an averageewehtion very close to the street centre
elevation (Figure 6.5). For low water elevationtle street, this model underestimates the
flow area (with possibly no flow allowed), but erscare rapidly decreasing as the water level
increases and the sidewalks become flooded, armmhi®eoull once the street water elevation

125



Part III. Modelling of floods in Oullins

exceeds the highest cross section poFigure 6.6). Therefore thA&vg model leads to
negligible errors for high street wailevels, whereas it cannot represent drain channelss

when water levels are low.
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Figure 6.5 : Measured street cross sections (thin lines) normalized by the street width
Weeet and the sidewalks height hg,. Average cross section is plotted in bold (Mes), along
with the typical integration in the surface numerical model (Ref and Avg).
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Figure 6.6 : Relative error on the flow area in the street cross sections for the models Ref
(left) and Avg (right), computed for a series of street water surface elevation Zs constant
over the cross section (results given in respect of the maximum water depth on the
section hgy.). Bold line represents the average error on all cross sections.

Besides these twoptions in the street topography modelling sensitivity analysis
carried out on the builtp areastopogiaphy. Oppositely to the streets, the latter is albtt
rather uncertain, ancin be deriveeitherfrom the Great Lyon topographical poi (GL), or
from an interpolation of the neighbourimeasured curbs elevatio@yrk). In the present
modelling, “built- up areas” indicate urban areasformed by buildings, small gardens.
walls, car parks...etc., that usually create blocks around th street network (that is all
surface area apart from the streets and the rive. Three set®f topographical data e then

considered in the sequdldble6.1).
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Name Street topography Built-up areas topography
Topol Ref GL

Topo2 Ref Curb

Topo3 Avg GL

Table 6.1 : Topographical data used for each Oullins surface model topography

Finally, two meshes are implemented. The first (n&) aims at providing mesh cells
with typical dimensions not larger than 2 m, whereasecond onan@ is created with a
10 m limitation, yet with at least 2 cells acrosste street profile. Actual mesh elements size
is given in Table 6.2, along with the number oficefFor the fine mesml, the number of
cells across a street lies between 7 and 9, depgdi the street width and the interpolation
process. For such a resolution, implementatiomefdetailed topographyefis possible, and
the 3 topographical data from Table 6.1 are comsttieOppositely, for the coarse mesh

the small amount of cells across the street imghes only the topographfvg can be used
(Topo3.

Mesh Number Typical cells dimensions
of cells River Streets Built-up areas
ml 135750 2.67 m*(~1.64 m) 2.67 m*(~1.64m) 2.66 m*(~1.63m)
m2 6129 59.0 m*(~7.68 m) 40.82 m*(~6.39m) 62.24 m*(~7.89 m)

Table 6.2 : Number of cells and typical dimensions for the meshes m1 and m2 (average
cell area, and square root of this area in parenthesis)

Result of the topographical interpolation for tiefmeshmland topographyropolis
shown on Figure 6.7. Implementation of the detaitgubgraphy is effective, as footprint of
the sidewalks is easily identified. As expecte@, Alvg topography (see Figure 6.7) tends to
increase the streets elevation, with quite impaortacal variations. Analysis of the bottom
elevation difference AvgRe) shows an average difference of +3.0 cm, with andsdrd
deviation of 10.9 cm. Therefore, switching fromtieest topography representation to another
can be seen as an uncertainty analysis, as itedoie by introducing noise in topographical
data (Brown et al. 2007).
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Figure 6.7 : Digital Elevation Model derived for the topography 1 (top), and comparison
of street elevation between Ref and Avg model (bottom), based on the fine mesh m1

6.2.2 Structural elements

The floodplain in Oullirs is characterized by the presence of huplareas, which can
be represented as groupshafildings, surrounded by different types wértical openings or
blockages (walls and barriers). A GIS layer prodidey the Great Lyoigives the buildings
footprint, and the latter are integrated in the numericadeh as impervious are (solid
boundaries). Bspecting strictly these footprints would requireesiing tools that ce
generatean unstructured mesbased on this information (e.dgschubert et al. 20(). This
cannot be automatically achieved with the availablgs, so acell is considered here
impervious if more than 50% its area is occupied by buildings. Rbe mestm1, using this
methodleads to a global buildings arexceeding of +2.3% the area specified by the

layer, which is reasonab(the mesim2is not used for such modelling, as explained be

Location and type of boundaries separating thetstifeom the bui-up areas have been
obtained during a fieldusvey. From a hydraulic perspective, these boundarie® Heeer

divided into 4 categories:
« Impervious boundarielmp (high walls or buildings)

* Pervious boundarieBer (no physical boundary observed, or boundaries dbahot
prevent flows, such awire fences)
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» Semi-pervious boundari@&ar (typically barriers with small openings at thetbat)
* Boundaried.owwhere flow can pass depending on water elevatmm {alls)

BoundariesBar are modelled using an orifice equation to model ftbw through the
low elevation opening element (with a 5 cm highropg starting from the ground level, and
a discharge coefficient of 0.5). This representatgorather simple but is closer to the actual
hydraulic behaviour than a free opening. Bounddrms are modelled with a weir equation,

with weir crest elevation equals to the low waéhltion, and a discharge coefficient of 0.4.

Mesh structure has been carefully designed sotligainterfaces streets/built-up areas
are accurately covered by some cells edges, sdhbatecorded boundaries can be directly
integrated in the numerical model (see Figure 6BBsides these streets/built-up areas
interfaces, inner walls are added to separate iohaty gardens within a built-up block (with
impervious walllmp). As for buildings, some errors remain as the nrestes on the built-up

areas boundaries do not necessarily fit with thasueed changes of boundary type.
The integration in the numerical model is carried by defining how flow exchanges
between two cells are governed (that is: shallowewequationsKer), solid boundaryl{np)

or a specific equatiorBar andLow)).

2083040 p . T T T

2083020

T
1

£ 2083000 [FF
>
2082980 |- { =
e
¢ §
2082960 L L -
Q Q Q Q Q
o o 3> o o
A2 A A2 A2 A>
x [m] x [m]
| — Per — mp = Bar = Low — Buildingsl

Figure 6.8 : Available data on structural elements (left) and integration in the numerical
model with the mesh m1 (right). Zoom on the crossroad located within the meander.

In order to assess the influence of these strucéleanents, four models with various

complexities are defined:

* ModelWalls including all buildings and boundaries
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* Model Bdg including all buildings, but with totally pervisuboundaries (all

boundaries set d2er)

e Model Street excluding built-up areas, so that flow in theamized floodplain can

only flow in the streets
* ModelFree without buildings and walls, with flow possibl# aver the floodplain

For mesh resolution reasons, integration of bugsgiand detailed boundaries is only

done for the fine mesim(l). Therefore, for the coarse mesh, only the m&diedetis used.
6.2.3 Friction

The bottom friction is modelled through the useaoManning-Strickler coefficient
(Ks=1/n). Strickler coefficients are lumped in the modeigure 6.9) to reflect the different
ground types. Choosing a value for this coefficisnalways partly arbitrary and remains
uncertain (actual bottom roughness, presence ofiddemd sediments, effects of small
topographical details not represented in the mtapgraphy... etc.), so that a calibration step
or a sensitivity analysis has to be carried out @bmain is divided into four ground types,

for which a reference Strickler coefficieg .sand a lower on¥&s onare assigned:
+ The river bed, made of damaged concrete and bate (g = 50 m'">.s?, K jow= 30
mllS.S_l)
« The river banks and other areas with vegetatioradfble densityKs er= 30 m'>.s?,
Ks,ow= 20 m”.s")
+ The streets, made of asph#t r= 70 m".s?, Ksjow= 30 nt3.sY)

e The built-up areas, for which low values are assigto account for the different
elements that block the flowK{er= 10 nt.s?, Kg ow= 3 m’3s?)
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Figure 6.9 : Distribution of Strickler coefficients Kg for Oullins surface model (K. indicated
in m¥3.s1).

6.2.4 Boundary conditions

The upstram flow discharge is recorded at the Taffignoniatgai3 km upstream from
the model upstream boundary. At this statabout95% of the catchment has been drai
into the Yzeron Riverand theadditional catchmerdrea between the station and the mis
strongly urbanized, so thgiart of the rainfall on this area is likely to be drained irttee
sewage networklo account for the additional inflow at the upsineboundary of the mode
the measured discharge isiltiplied by (AmogelArafiignon)°© = 1.04 (Ministére di 'agriculture
1980), whereAnogdel and Arasiignor are the catchment area respectivaiythe model upstrea
boundary and at the hydogical station.This correctiononly leads to a 4% increase of f
flow discharge, andncertainty i: then mostly due tthe measurement uncertainties. Besi
as described in 6.1.ZXlooding occus upstreamof the modelled area, that the flow
hydrograph may be significantly impac.

A simplified Rubar202D model was set | from Taffignon $ation to the upstreal
boundary sectiomo study effects of the flood propagation in thiser reach. Available dat
were rather poorsfreamwiseevolution of the main channel lowest point, 4 meairannel
cross-sections and a h®resolution DEM for theloodplain) so that results must be carefi
considered. Figure 6.18hows for the 4 floods studied the simulated prapag of the
hydrograph between the measurement pcTaffignor) and theupstream boundary of tt
surface model of OullinsQullins). For the floods of 2005, 2008 and 2009, meas
(Taffignor) and propagatedOullins) hydrographs are very similar. The propagation ¢

smoothes the measurements, with a slight decrd¢dbe peak discharge and a d¢ of a few
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minutes. However, for the 2003 flood, the peak disphas reduced by 23%, with a report
thedischarge on the hydrogre falling limb. For this event, both hydrograpiTaffignonand
Oullins) will be considered as upstream boundary conditic this maybe a real source of
uncertainty. For other events, we use only the diydiphsOullins, as they are very close

the measurements, but with smoother and more tiealsapes around the peak ti
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Figure 6.10 : Hydrographs propagation for the past floods between the hydrological
station and the upstream boundary of the Oullins surface model

—

Alternatively, for the 2008 and 2009 floods, thestupam boundary condition can be
as a time series of the rivesater level, as the latter is meast at stage gau¢ L; near the
boundary condition (bridg®ont Blan, see Figure 6.3)As the difference of water lev
between these 2 pointsm¢del upstream boundary condition ahg) varies wth the river
discharge, recorded water levelsL; cannot be easily transformed into a perfectly bilgat
upstream boundary condition. Preliminary simulagiorshowed that specifyingl;
measurements at the model upstream boundary (wistofting the watr levels) was the
best way to simulate the adequate water leveleatatation of thestage gaug¢ L; around the
peak time (which means the water level is almosizbatal for large discharge in the
upstream part of the model). This solution is addpas we are mainly interested in tl
simulation of flows around the peak tir

The flow downstream of the flooded area is congblby the bridgePont d’Oulling
with a contraction of the flow due to its two pieas acceleratioalong thi steep slope of the
main channel across the bridge, and an expansitireaiver main channgust downstream
into a wider channel that continues to the confteewith the RhoneFor sake of simplicity,
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the model downstream condition is set to a criticahdition in a cross section further
downstream. A sensitivity analysis has been camwigdwith another downstream condition,
(uniform regime, which increases the downstreanemdépths up to 80%). Areas impacted
by this change of downstream condition remain dakgasn from the bridg@ont d’Oulling

so that there is no impact on areas where floodaogrs.

6.3 Study of the 2008 flood

A series of 12 runs is carried out for the 200®ddTable 6.3). The run 1 is considered
as the reference run, with the most accurate reptaton of the topography and structural
elements. Other runs consist in lowering modeltetpils on the structural elements (runs 2-
4) or the topography (runs 9 and 10), or in asegssensitivity of the model to upstream
conditions (run 8), bottom friction (runs 5-7), ametsh density (run 12). As the coarse mesh
m2 (run 12) could only be used with the simplifiepdgraphyAvg (average bottom elevation
across the streets) and without accurate consideraf structural elements (modgtreets
with only a representation of the street netwotkg run 11 is introduced. This run has the
same level of simplifications as run 12, excepttf@ mesh density (use of the fine masl),

which permits an intermediary comparison with run 1

Ks, main Ks, built-up Upstream Structural

Run  Mesh  Kspans  *™" Ko stres - condition clements 1 oPography
1 ml 30 50 70 10 Qouliins Walls Topol
2 ml 30 50 70 10 Qouliins Buildings Topol
3 ml 30 50 70 10 Qouliins Free Topol
4 m1l 30 50 70 10 Qouliins Streets Topol
5 ml 30 50 30 10 Qouliins Walls Topol
6 ml 20 30 70 10 Qouliins Walls Topol
7 ml 30 50 70 3 Qouliins Free Topol
8 ml 30 50 70 10 L, Walls Topol
9 m1l 30 50 70 10 Qouliins Walls Topo3

10 ml 30 50 70 10 Qouliins Walls Topo2
11 ml 30 50 70 10 Qouliins Streets Topo3
12 m2 30 50 70 10 Qouliins Streets Topo3

Table 6.3 : Simulations parameters for the surface flow modelling in Oullins. Parameters
that change from the reference ones (run 1) are indicated in bold. Strickler coefficients K
are in m*/3.s,
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6.3.1 Analysis of the reference simulation results

Results of the runl provide a preliminary desaniptof the flow during the 2008 flood.
Figure 6.11 shows the evolution of water depththenurbanized floodplain during the flood.
Overflows first occur on the left side of the rivémundating the street following the river
(at 23:36). Overflow on the right bank occurs Igtr0:36), and locally starts on both ends of
the meander. At the peak time (2:36), floodplaow# are mainly along the street following
the right bank of the river with important watepttes (typically 50 cm). Further urban areas

(i.e. south of the river) are also impacted, yghwhallower water depths (10-20 cm).

Importance of the street network to convey flowghe floodplain is evident. Water
spreads within the street network right after tlegibning of right bank overflows, with
almost no inundation of the built-up areas (0:2%)the peak discharge approaches, the water
penetrates the built-up areas. Inundation of thit-bp areas still remains limited, as a
consequence of the overall low water depths irfldaplain (even at the peak time), and of

the integration of walls for this run.
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Figure 6.11 : Time evolution of the simulated water depths until the peak time of the
2008 flood for run 1

The corresponding water elevation (shown at thé piege on Figure 6.12) shows very
smooth spatial evolutions at a given time. Evolutd the water level in the overflowing area
(around the meander, between x=791900 m and x=TO220is mainly along the river
direction, with almost no transverse variationse.(iSouth-North). This supports the
hypothesis done in 6.1.3, for which recorded flomatks and river water levels suggested that
the water levels in the floodplain closely folloWwet ones of the river. Further downstream
(x>792200 m), water levels in the main channel amdhe floodplain are not coupled

anymore as there is no more overflow from the rieerard the urban area.
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Figure 6.12 : Simulated water surface elevation in Oullins at the peak time for the 2008
flood (runl)

6.3.2 Comparison with the measured flood marks and river

water levels

The simulated maximum water levels for each runammpared to the 10 recorded
flood marks of the 2008 flood. Figure 6.13 showsrage §) and root mean square (RM3,
of the difference between these simulated and medsmaximum water levels. Note that
results for runs 4/11/12 are given but the numlbélood marks considered is rather low (4),
as several of them are located within built-up srdderefore, results of these runs are not
discussed for flood marks. Globally, typical errare around 15-20 cm, and one can assume
there is no optimum set of numerical parametershasiumber of flood marks is small (10),
and variations of the RM& from one to another are low. Yet the average iffees is more
sensitive to numerical parameters. The referencdrun 1) tends to a global underestimation
of the water level in the inundated area of ab&utrh. Several runs significantly modify the

value ofé6 when compared to run 1, which gives a first agaess of the model sensitivity:

* Increasing friction in the streets (run 5) or i thnain channel (run 6) increases the
computed water levels (as expected). The modelaappe be clearly more sensitive
to the river friction than the streets, even if thieeet friction is increased to an

extreme value (run 5).

» Changing of input hydrograph has a slight impacth® computed maximum water
levels (run 8). Interest of this run is discussadhfer below.
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« Considering an average street bottom elevation 9) also increases the simulai
water levels. This is consistent with the fact ttest topograph'Avc leads to globally

higher street bottom elevation than the topphy Ref
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Figure 6.13 : Average error (9) and root mean square error (c) of the simulated water
levels at the 2008 flood marks for each run (1 to 12, as defined in Table 6.3)

Analysis of the spatial distribution of these errorstloa flood marks and comparis
with the recorded maximumver waterlevels at the three stagauges revee a general bias
in the model. Figure 6.1dhows errorcon the maximunsimulated water levelat the flood
marks for runs 1 and ®un 1 underestimat (respectively overestimat¢ the water levels in
the upstream are&respectivelydownstream area)increasing friction in the river ma
channel and bank@un 6) leads to bter agreement in the upstream area but aldarger
overestimation in the downstream arethen compared toun 1). Thereforecalibrating one
single river bottom frictiorcannotlead to a better prediction of the water levelshie whole

flooded area.
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Figure 6.14 : Difference between simulated and measured maximum water levels at the
2008 flood marks for runs 1(left) and 6 (right), in meters.

Now, Figure 6.15hows the measur and computed water levels in the river fcese
latter runs (stage gaugéscation is shown oiFigure 6.3) along with ru8, for which the
upstream boundary condition consin imposingthe water level measured at istage gauge

L:. For the reference run (runl), the rise of the wéateels during the rising limb of tr
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hydrograph is underestimated. Considering the sitadlwater levels during the falling limb
for this run (fairly well predicted), discrepanciesfore the peak discharge can be attributed to
errors in the flow hydrograph. The intermediarycbatent between the hydrological station
and the model upstream boundary reacts faster th@anmain catchment (i.e., the one
upstream of the hydrological station). Therefordi@gohal inflows should be concentrated
during the rising limb of the measured hydrograghich is consistent with the discrepancies

observed.

The water level at, is underestimated of around 25 cm at the peak. t{Bieen its
location, this is consistent with the underestioratf the floodplain water levels in this area
(see errors on the flood marks on Figure 6.14).s Tdiiscrepancy is the highest one

encountered in the present simulations; it is dised further below.

The measured water levellafshows a sudden rise around 4:00, which is not|siea
by any of the present runs. Considering both atheasurements, this abrupt change in water
level is rather difficult to explain. It is likelfo come from a measurement error or a
phenomenon not accounted for in the simulatiommfteal flow blockage, influence of the
bridge near the stage gaugg driftwoods...). Apart from this short event, watevels are

fairly simulated at this stage gauge.

Imposing the time series of the water lelkielt the upstream boundary (run 8) permits
to simulate a more accurate water level kgraround the peak time (compared to the
reference run 1). This implies the simulated whdeels are almost horizontal in the upstream
part of the model (first 100 meters). This boundeoydition also improves the simulated
water levels at., during the rising limb of the hydrograph, but {heak water level is still
underestimated. These results also support thengsisun of an inaccurate shape of the flow
hydrograph rising limb. Increasing the main chararve bank friction (run 6) only improves
the maximum simulated water level lai, but deteriorates simulation adequacy for other

measurementd {, L3).

None of the other simulations leads to a bettedipten of the river water level than
these 3. These discrepancies were also observedef@009 flood simulations (which barely
led to river overflows, see 6.4.3). Therefore, thistematic error should arise from the

modelling of the river flow.
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Figure 6.15 : Simulated (lines) and measured (symbols) water levels at the stage gauges
Li-Ls for runsi, 6 and 8

Errors in the river flonmodelling around., may arise fronseveral sources. First, t
availabletopography includes a limited number of cross sesti and the linear interpolati
carried out may miss some important change in thé mhannel geometry. In this ca
results suggest that errors should mainly ocated in the uppgpart of the main chann
crosssections, as low discharges are well simulated.il&bi@ cros-sections show that tt
left bank capacity changeés the meander, anthat bothright and left bank widen as they
reach the bridgdPont d’Odlins. However, no other data @vailable to assess whetl
significant errors are done during the interpolajwoces:

Then, simulation discrepancies may arise from thetidn modelling. Considerin

discrepancies shown dfigure6.15, tvo attempts to calibrate the model by changingitrex
friction have been carried o

* by increasing bed and banks friction between stagee<, andLz only
* by increasing only the bank friction (the river dexzbping its reference valu

Both attemptgave results somehow between run 1 and run 6nbany casdailed in

achieving better agreement with the measured vatels than run 1 (not shown here

Another source of error is t presence of two small bridgéscated near , and L,
which may locally affect the main channel flow area amdrelimit the flows if the latte
reaches the bridge level. This latter is likelyhimppen for the bridge located near stage
gaugeL, (see Figure 6.16)An attemptto model effects of this bridge was carried out
defining impervious cells (roughly m x 2m cells on each bank of the river) in the mo
This lead to a local increase of a fcentimetreof the water level at the peak nd,, which

is not enough texplain observed discrepanciErrors are thus more likely to come from
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a wider topographical error (due either to a bad description of some of therricross

sections or to the interpolation process).

\Jf

AL

Figure 6.16 : Small bridge at stag gau .Lz location photographed after the 2009 flood
(Source: Google Map)

6.3.3 Comparison of simulations

The series of simulations presented in sectiond @8d 6.3.2 show that the model can
predict the water levels in the inundated area wjghcal errors around 15 — 20 cm, mainly
arising from the modelling of the river flow. Fietthta alone cannot assess the pertinence of
the different runs carried out, as variations frone run to another on the computed water
levels are usually smaller or of the same ordenafinitude as the differences observed with
field data (see Figure 6.13). In this section, wenpare simulations results with each other,

considering the following variables:
* Maximum volume of water stored in the built-up &®guit-up,maxduring the event

* Maximum value of the global exchange discharge betwbuilt-up areas and streets
Quui-up,max defined as the time derivative of the volume aftev stored in built-up
areas

e Inundation exten#;, (cumulated area of all flooded cells)

Besides, for runs 2-12, computed water levels endtieets are compared to the ones
computed with run 1, using an average differenZesyee: All these indicators are given in

Table 6.4 and discussed in the following sub sastio
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run  AZg sireet Aiy Vbuilt-up,max Qbuilt-up,max
cm x10* m? x10% m® m3s™
1 - 6.8 4.1 1.04
2 0.2 8.4 +24% 7.4 +81% 1.28 +23%
3 -1.0 10.0 +50% 1.0 +154% 1.66 +60%
4 -0.2 55 -20% - - - -
5 3.5 7.0 +3% 4.6 +14% 1.11 +7%
6 16.8 8.3 +23% 8.9 +119% 1.46 +40%
7 -0.4 10.0 +48% 9.7 +139% 1.63 +57%
8 -2.6 7.0 +3% 4.5 +10% 0.54 -48%
9 2.4 7.2 +6% 4.8 +18% 1.15 +11%
10 -04 6.5 -4% 2.7 -34% 0.62 -40%
11 2.0 55 -19% - - - -
12 1.2 55 -19% - - - -

Table 6.4 : Simulation indicators on the 2008 flood: inundation extent Ain, maximum
volume stored in built-up areas Vbuilt-up,max, maximum exchange discharge Qbuilt-
up,max. Relative difference with run 1 results is reported in percents. AZs,street
compares the computed street water levels between runs 2-12 and run 1

6.3.3.1  Influence of structural elements

Representation of walls and buildings has a striomgact on the inundation extent
(Figure 6.17). In particular, omitting the walls vatusly strongly increases the flow
penetration in built-up areas (see runs 1, 2 anth8jease of the inundated areas can exceed
50% when compared with run 1 (Table 6.4). Simuldlegs in built-up areas are slow and
are mainly set by the water levels of the surrongditreets. As a result, increasing friction in
built-up areas has very low impact (from run 3 tm# in Table 6.4). This method is not
efficient to represent flow blockage due to struahielements, and the latter have to be
included in the model to predict the right inundatextent. Analysis of the maximum volume

stored in the built-up areas leads to the samelusioos.

The maximum value of the exchange discha@gifup,may between streets and built-
up areas is obtained when walls and buildings aterepresented (run3 in Table 6.4). This
has a limited global impact on the computed wadeelk in the streets (-1.0 cm in average for
the run 3), as the effective area available foodjgain flows increases. However, although
variations of the exchange discham@git.upmaxare significant from one run to another, the
values are small when compared to the river peakhdige (around 70 %s') and the
discharge overflowing from the river to the floodipl (at least 10 fs?). This explains why
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the preciseepresentation of the structuelements of the urban ardaes nc strongly impact
the computedvater levels in the river or in the floodple
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Figure 6.17 : Influence of the structural elements on the simulated water depths at the
peak time (runs 1, 2, 3 and 4)

Locally, flow characteristics may vary depending dhe structural elemen
representation. Figure 6.1shows the time evolution of the computed water liemnc
velocities at points andb (shown orFigure 6.3. For the point within the bu-up area (point
a), the velocity is almost null for the reference pun 1).Omitting structural elements (rur
2 and 3) leads ta significant flow through this built-up area, andelocities become
significant. This in turn impacts the simulateddtwaterdepth, which is lower for runs 2 a
3. For the point b, which is located within the streetwork, there is no significant differen
amongst runs 1-4.
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Figure 6.18 : Time evolution of local water depths and velocities computed at points a
and b (defined on Figure 6.3) for runs 1, 2, 3 and 4
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6.3.3.2  Influence of bottom friction

As seen in section 6.3.2, the model is highly smmsio the river bottom roughness.
The computed maximum water levels are increaseahtgverage of 16.9 cm when increasing
friction in the main channel and the banks (runT@ple 6.4). This is substantial when
compared to the water depths in the streets (tijpit@ — 50 cm). As a consequence, a larger
part of the urban area is inundated (+ 23%), andemater is stored in the built-up areas
(+119 %). Increasing the friction in the streetsn(b) leads to the same type of effects, yet
with much smaller amplitude.

6.3.3.3  Influence of topography and mesh density

Figure 6.19 shows the computed water depths ge¢hk time for runs 1, 9, 11 and 12.
Comparing runs 1 (reference) and 9 (average bo#ernation in the streets), we can see that
the inundated area is larger for run 9, as a careserg of a global increase of the streets
water level (+2.4 cm). Moreover, for the latter rdlooding occurs on the whole streets

width, as a direct consequence of the topographpldication.

Runs 11 and 12 represent further simplificatiorthef model, with a representation of
the street network only and an average street inoevation, respectively with a fine and a
coarse mesh. Globally, both runs lead to similaults as the reference (run 1) when looking
at the flood extent (Figure 6.19). The averageeiase of water level in the strea; syeefor
run 11 is very close to the one computed with rur&ble 6.4). Therefore the simulated
water levels appear to be more influenced by treestopography than by the built-up areas
representation. Use of the coarse meeh(run 12) barely alters the simulated water levels
when compared to the equivalent run with the firesim(run1l). These small changes may
also come from the river modelling (as the riversméliffers too), so that influence of the

mesh density can be overall considered to havegmifisant impact on the water levels.
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Figure 6.19 : Influence of the street topography and mesh resolution on the simulated
water depths at the peak time (runs 1, 9, 11 and 12)

Local water depths and velocities simulated a pointa (located in the bui-up area)

do not vary between runs 1 and 9, as the structleatents are represented the same At

the pointb (southern flooded crossroad), the flooding is shgbelayed for the runs that «

not integrate the drain ahnels topography (street topograjAvg runs 9, 11 and 12). Tt

local water depth at the peak time is lower foistheuns than for the run though this partly

comes from the difference of ground elevation. ¢beputed velocities differ too, both he

arrival of the flood wave and around the peak timeich shows that the flow dynamics c

be locally impacted by the mesh resolution anddpegraphy
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Figure 6.20 : Time evolution of local water depths and

a ‘-I_ 05 | a R
o4l -
£

= - 03} B
5~

i g 02 | g
S -

] 0.0 L1 et Pt——ay o L

] ] ] I ]

b - 05 b .
Z 04 i
&

=2 E = 03} B
| | E 02 | -

= L 0l _

| 1 F\fl‘%‘_V_ 0.0 | —_—
o o o o (=) o o
(=] o o o o Qo o
&~ S ~N < © &~ ©
~ ™~
Timne [h) Time [h)
| — runl — run9 runll = run12|

and b (defined on Figure 6.3) forruns 1, 9, 11 and 12

velocities computed at points a
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6.3.4 Analysis of the flow in the central crossroad

For the 3 runs including only the street networin§& 4, 11 and 12), the detail
velocty field and flow discharges across the centraldied crossro: (defined orFigure 6.3)
is shown on Figure 6.2855implifying the street topographfrom run 4 to run 11) generat
flooding on the wholestreet width, and smoothes the velocity profileswdver, the flow
distribution across the crossroad is quite welspreed. A direct comparison remains delic
as the flow conditions at each street ends diffeswever, considering the ratio of t
southern street to the westatneet dischargesimilar values are computed for runs 4 anc
(31% and 28%). This ratio increases t(% for the run 12, but the flow conditions cles
change(inflow in the western street is divided by 2, th@rthern stret flows in the opposit

direction) so that cause of this change cannotbgyeassesse

These observations on the flow discharge dist@outionfirm the conclusions brouc
up by the laboratory experiments and numerical Etrans on flows through furcations
with sidewalks (part I)a representation of the average ground elevationnd a crossroe
leads to a similar prediction of the dischargeritistion as a detailed representation of
topography.The simplification of the velocity field ieven higher in the present case st
than in the bifurcation simulations, but the impact the flow distribution remains lo\
However, comparison of the run 12 with more detharlens (run 4, run 11shows that for the
presenflooding, water levels mabe accurately simulated with a coarse model, wisdozzal

velocities and flow discharges may be significaaltgred
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Figure 6.21 : Distribution of the flow velocities and discharges around the central
crossroad for runs 4, 11 and 12. Discharges are indicated as negative when the flow goes
out of the crossroad.
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6.4 Validation on other past floods

Simulation results on the 2008 flood show thatghesent numerical model can predict
fairly well the water levels in Oullins during flde of the Yzeron River, with discrepancies
attributed to the modelling of the river main chahflow. Other past floods have a very
similar hydrograph as the one of the 2008 floodj({Fé 6.1), so that the flooding processes
can be assumed to be similar. Therefore the asabyshe different numerical parameters and
modelling techniques studied in the last sectiamoiscarried out here. Only parameters of the
run 1 (reference) are used to model the floods08f32 2005 and 2009. Additionally, a run
with an imposed water level time series as therapst boundary condition is studied for the
2009 event (as run 8 in Table 6.3). Finally, th@2@ood is simulated with both available
hydrographs (due to uncertainty on the hydrograpipagation from the hydrological station
to the present model, see Figure 6.10).

6.4.1 Simulation of the 2003 flood

Computed water depths for the 2003 flood are showirigure 6.22. Peak discharges
for the hydrographsOullins (propagated from the hydrological station) amdffignon
(measured at the hydrological station) are respelgtiof 76.5 mi.s® and 99.5 ms™.
Therefore the simulated water depths for the §instulation Qullins) are close to the ones of
the 2008 flood (Figure 6.11), which has a similealp discharge (72 5%). Adequacy with
recorded flood marks (Figure 6.22) for this hydeqdr seems slightly better than with the
hydrograph Taffignon However there are only 4 flood marks, and thacusacy was
questioned in the Rives project (Cemagref 2009).
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Figure 6.22: Simulated water depths at the peak time with hydrographs Oullins and
Taffignon for the 2003 flood, and errors on the flood marks
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6.4.2 Simulation of the 2005 flood

The 2005 flood has a peak discharge of 6&Mmwhich is close to the 2008 one (72
m>.s?). Simulated water depths at the peak time are Wewg similar (see Figure 6.11 and

Figure 6.23). No validation data is available tuistflood.
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Figure 6.23 : Simulated water depths at the peak time for the 2005 flood

6.4.3 Simulation of the 2009 flood

The 2009 flood was reported to lead to only sligktl overflows of the Yzeron River,
so that this flood is not a real inundation evekd. for the 2008 flood, water levels were
recorded at 3 different points (shown on Figurg.6l8e reference simulation (run 1, with the
propagated hydrograph) leads to a fair agreemehtmeasurements (Figure 6.24), except for
the computed water levels at the stage gdugaound the peak time. As for the 2008 flood,
water levels in this area appear to be underestunfr high discharges. This supports the

remarks on the modelling of the river flow detailad.3.2.
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Figure 6.24 : Comparison of measured (symbols) and simulated (lines) water levels for
the 2009 flood, with upstream boundary condition being either the time series of the flow
discharge (run 1) or water level (run 8, as in Table 6.3)

The computed water depths at the flood peak arevrshan Figure 6.25. The river
overflowing appears to be very local, as it wasoregg after the real event. Moreover, sc

of the flow in the streets may have been quickigirrd towards the underground drain
network, which is not considered in the pre simulation.
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Figure 6.25 : Simulated water depths with run 1 parameters for the 2009 flood in Oullins
at the peak time
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Conclusion

A detailed modelling of the past flood events inllida has been carried out by using a
2D model to simulate the surface flows generatedflogds of the Yzeron river, and
neglecting interactions with the sewer network. 2688 flood has been carefully studied, as
it is a well-documented event and as it is fountddaoepresentative of other past events on the
same site (see flood hydrographs on Figure 6.1ffeflent runs have been carried out to
assess the model sensitivity to the representatiobuilt-up areas, topography, bottom
friction and mesh density. Simulation of other dggpartly confirms the observations made

on the 2008 event, although validation data areceaar non-existent.

Overall, inundation processes in Oullins appedredargely dominated by the flows in
the river main channel and the floodplain topogya@vailable topographical data permit to
accurately simulate most of the water levels ondiuglied area, with typical errors around
15 cm (Figure 6.13). The main discrepancy lies he estimation of local water levels
upstream of the meander, where a significant datteoflooding occurs. This discrepancy is
also found for the 2009 event, which barely ledfltmding of the urban area. Therefore,
model discrepancies are attributed to a large eéxbethe main channel flow modelling.

The flooding process being mainly controlled by theer water level, all
representations of the urban area lead to verylaimgiobal flood extent. Storage effects of
the built-up areas are negligible when comparedh# floodplain flow discharge during
floods of the Yzeron River. However, actual inumdbareas in the urban area are extremely
sensitive to the representation of structural el@mealefining these built-up areas (Figure
6.17). Moreover, whether walls are representedadrhas a significant impact on the flow
structure at the city scale, as the floodplain 8cvan flow or not through the built-up areas.
This latter process may have significant impact mtree dynamics of the flood spreading is
important (which is not the case here). Presettilg,type of data on vertical elements (walls,
barriers...etc.) is not easy to gather, but advangedata acquisition such as terrestrial
LIDAR (Sampson et al. 2012) or urban elements diete¢Heo et al. 2013) may accelerate
and simplify such data providing in future. The gise modelling of horizontal flow
exchanges (streets / built-up areas) remains deligdingray et al. 2000). However, the
simple modelling used here proves to be efficiastin our case study, water levels in built-
up areas rapidly equals the ones in the surrourstnegts.
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The detailed representation of the streets topdgrap not evident, even though
original topographical data used here are quiteurate (9 points cross sections, fairly
describing the sharp changes in ground elevatiososacthe street). Especially, the streets
drain channels are too narrow to be correctly idetlin the mesh. The chosen reference
solution leads to a simplification of these aread & return to a slight overestimation of the
streets capacity for low water depths. An altekgasolution was tested, by specifying a
unique averaged ground elevation (on the streethjviak each street profile, as previously
done for experimental flows (Chapter 3 and Chap)erThis second solution increases in
average the streets ground elevation of +3.0 crd, the computed street water levels of
+2.4 cm (Table 6.4). This is not negligible if coaned to the effects of strongly increasing
friction in the streets (+3.5cm). This solution asly smoothes local transverse variations
of flow depths and velocities across the streetd, #nalysis of the main flooded crossroad
shows that the global flow structure and distribntacross the crossroad is preserved. This
confirms results presented in Chapter 3, here mithe complex streets profiles.

Use of a coarse mesh and a simplified topograplsyomy a small incidence on the
computed water levels. However, the velocity fieddy be excessively simplified (Figure
6.21). Street discharges are also impacted, théhighmay arise from changes in the river

mesh.

Finally, this chapter has focused on the modelligsurface flows during Yzeron
floods in Oullins, showing the paramount importanéghe river flow. In the next chapter,
exchanges between the surface flows and the séoves &re included for the same events.
Following this chapter conclusions, vertical exdypes are not expected to have significant
impact on the global flooding processes. Therefamalysis will focus on the exchange

modelling, based on the work presented in thelpart
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Chapter 7.
Interactions between surface flows
and underground pipe flows in

Oullins

Inundations in Oullins arising from the Yzeron Riwaerflows have been modelled
and described in the previous chapter, by considesnly the surface flows and neglecting
the underground drainage system. In the presemt@hgotential interactions between these
surface flows and the flows in the sewer systemstudied. The chapter aims at providing a
description of the flows interactions that may acon this site, with a special care towards
the modelling of exchanges between the street @mel fjows, following the main results

presented in the part 1.

7.1 Description of the sewer system

7.1.1 Pipe network

The sewer system in Oullins is a combined sewetesyswith underground drainage
pipes receiving both rain and wastewaters. A largkector (roughly 2 m diameter) runs
along the left bank of the Yzeron river and coliefftbws from a large part of the urbanized
areas located upstream of the modelled area (dymttmap of the catchment is shown on
Figure E.1 (Appendix E), and a local map of theadied drainage system is shown on Figure

7.1). Therefore, this collector flows through Ouwdli with particularly important flow
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discharges, which are generated far from the medelrea. A secondary collector is located
on the right side of the river and passes throlghffiooded urban centre (Figure 7.1). Both
collectors are linked through a connection pipé thas beneath the bed of the Yzeron River
(near the bridge at x=791600 m). The rest of tr@ndge system consists of smaller pipes
that route urban runoff and wastewaters to thesctil's.

The pipe invert levels follow fairly well the globground topography in the area (the
latter is shown on Figure 6.7), with steep sloesfiom the river, and a relatively flat pipe
network in the vicinity of the river. The network densely interconnected in the south part of
the city. Further downstream (eastward directitfh collectors continue to flow along the
Yzeron river and then flow out in a near-by wastEw&reatment plant.
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Figure 7.1 : Underground drainage network around the studied area in Oullins.

7.1.2 Exchange points with surface flows

Flow exchanges between the upper (surface) andr |(segver) flow layers in Oullins
can occur through street inlets (and associatedergnound exchange structures) and
combined sewer overflows (CSO). These latter abboerflows from the sewer to the Yzeron
River when the sewer system is surcharged. Manluaesrs are all impervious in the area,
so they are not considered as exchange points.Kifdsof structure can actually become an
exchange point if the cover is removed (e.g. bezafi® manhole surcharge, as suggested by
(Djordjevic et al. 2005)), but such a fine modedlimssumption will not be considered here.
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Streets inlets location and characteristics (edentaweir width for the encountered
rectangular grids and curb-opening inlets) weraioled during a field survey (Figure 7.2).
From the original field survey data, 71 street tslare included in the model, in order to
cover the 2D model footprint. The spatial distribotshows that the left bank of the river
(north side) has few street inlets, which indicatest the surface runoff during rainfalls is
likely to flow directly into the river.

5 CSOs are located in the modelled area (Figurg @r2both sides of the river. Their
characteristics have been provided by the GreatnLsnd are reported on Table 7.1.
Dimensions of these structures are relatively irtgrdr as they are connected to the main and

secondary collectors.

N° Bank Zcso Lecso
m NGF m
1 Left 166.15 0.6
2 Right 166.48 2
3 Left 166.76 1.5
4 Right 165.16 1.17
5 Right 164.46 0.5

Table 7.1 : Combined sewer overflow characteristics in Oullins: elevation Zcso and length
Lcso of the weir and location regarding the Yzeron River

7.2 Numerical model set-up

7.2.1 Underground drainage pipes and exchange points

The underground drainage system in Oullins is demgaly interconnected and it has a
large extent (it is actually connected to almostudban areas in the catchment through the
main collector). Modelling of the whole drainagestgym would be fastidious, so a simplified
modelling is carried out here. We consider only pige network included in the 2D surface
model footprint (Figure 7.2). Further simplificat® are carried out, mainly by grouping
adjacent pipes flowing in the same direction (festance two parallel pipes located on both
sides of a street). Grouping of pipes is carriedlbguconsidering a unique circular pipe with
an equivalent flow area. This permits to eliminetenplex pipe connections, for which the
hydraulic behaviour is difficult to model and caadl to numerical instabilities. The left bank
/ right bank connection pipe is not explicitly mddd, as it includes pipes with very high

slopes. Flow through this structure is modellegdow through an orifice, considering the

153



Part III. Modelling of floods in Oullins

pipe diameter and length, and a threshold weir atlew governing the exchanges

(formulation from Chanson 2004).
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Figure 7.2 : Simplified model of the Oullins drainage system with location of exchange
points with the surface flows. Sl;, SI, and Sl; are street inlets selected to analyze
simulation results.

7.2.2 Street/Sewer exchange modelling

An exchange structure between the streets andnitherground drainage pipes is shown
on Figure 7.3 (the scheme is taken from a docuren€SQ provided by the Great Lyon).
The connection between the street and the mankolery close to the structure STR2 of
section 4.6 (Figure 4.11), except for the slopehef connecting pipe. No other documents
could be gathered on other exchange structuresuiin® drainage system, so it is assumed
that all structures connecting street inlets toangrbund pipes are of the same type as the one

shown here.
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_Ceuil 0.0%

Figure 7.3 : Connection of one street inlet to the underground drainage system. The
exchange structure is indicated with the dashed red line.

The exchange model developedChapter 4and extrapolated to real scale excha

structures (84.)6is used here to model flow exchanges betweemstidnd pipe flows. Tt

set of parameters required to define exchai(see Figure 4.1for a precise description) a

chosen as follows:

The drainage box area ¢ inlet perimeter are based on field measuremen 84.6,
these parameters weconjointly defined considering squaredrainage box of lengt
Ls)

The height of the drainage bHgy is set to 0.5 m. This is nohaxac measurement

but reflects observations on the fit

The inlds opening raticfs, is arbitrarily fixed to 0.5(i.e. the effective flow are

through the street inlet is % of the total street inlet area)

The horizontal distancfrom the street inlets to the slest manholl,, is evaluated
through GIS (ranging fron0.5 m to 5m). The vertical distanclLybetween the
drainage box bottom and the junction point with thanholeis arbitrarily fixed tc
0.5m.

The connecting pipe diameter is fixed to m, as desdoed onFigure 7.3, and its
roughness height equals mm (concrete pipe)

Weir and orifice dischargcoefficients respectively equal,=0.4 andp,=0.6. As
recalled in 84.6.2, hiese values are standaones for usual weirs and orifice

configurations I(encastre 19¢), and remain consistent for the presepplication.
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Actually, the main uncertainty may arise from clogg effects or other operating
issues, but this will not be considered here.

When the flow is pressurized in the exchange siraecthe exchange model assumes a
control by the whole structure and requires an ioitplcomputation. This method is
computationally expensive, so an equivalent orifdtischarge coefficient is preliminary

computed (as explained in sections 4.5.3 and 4.6si)g the following flow conditions:

The street water level is 0.2 m above the strdet iavel, and the pipe water level 2 m
underneath for the computation of the drainagefimoert pics

The street water level is 0.2 m above the strdet level, and the pipe water level

0.5 m above the street inlet level for the compoiadf the overflow coefficientic,

This preliminary computation leads to average \v&lfe0.51 fonucs (ranging from 0.42
to 0.57 for the different structures), and of OfdOpc4 (ranging from 0.48 to 0.51). Variations
of ucs and ey are limited, as the only varying parameters frone exchange structure to
another consist of the horizontal length of thermmting pipe and the area of the drainage

box.
7.2.3 Definition of flow hydrographs

As in Chapter 6, we model here the floods of 2GWR)5, 2008 and 2009. Integration of
the sewer system requires flow hydrographs for upstream pipes (upstream boundary
conditions). These flow hydrographs have not beeasured and a rainfall-runoff model has
been set-up to estimate them. The model transfarmasnfall measured at the centre of the
Yzeron catchment into flow hydrographs at sevewaitions in the sewer network, using a
reservoir model applied to the corresponding subhraents. Model details are presented in

Appendix E; we sum-up the main results here.

Overall, given the complexity of the hydrologicatlopesses on the catchment, an
accurate estimation of the hydrographs remainsateli The rainfall-runoff model has been
calibrated against field measurements for the naid secondary collectors (discharges
within the collectors have been measured with flaeters during several months in the
period 2007-2009). For both collectors, the peaketican be fairly represented. However
computation of the peak discharge remains lessraiecand accuracy strongly depends on the
measured rainfall consistency. Indeed, a single weries of rainfall is used and the rainfall

variability on the catchment is not considered.
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Moreover, field measurements (see Figure E.3 ineddpx E) show that the main
collector often reaches its full capadiso some CSOs are likely to operate upstream of the
studied area (even for common rainfall). A detailetegration of these CSOs cannot be
achieved with the present rainfall-runoff model.r Bimplicity, we consider here that the
main collector cannot accept flow discharges latijan 4 mi.s-* (estimated capacity based on
field data analysis). This can lead to “truncatédiv hydrographs, but should provide better

estimations of the peak discharges.

Figure 7.4 presents a comparison of this rainfatleff model for the main collector
together with the river flow hydrographs for the sfudied recent floods (propagated
hydrograph from the one measured at the hydrolbgte#ion, as defined and used in §6.2.4),
and recorded rainfall on the catchment. Rainfa#nsities significantly differ from one event
to another, with a long and not intense rainfatl thee 2005 flood, shorter and more intense
rainfall for 2008 and 2009 events, and a “doubiefadl” event for the 2003 flood. The main
collector flow hydrographs vary accordingly, witblatively short response times (typically
one hour for the main collector, against 6 hourgtie river). Yet, the main collector and the
river main channel can simultaneously reach or exdbeir capacity (respectively 4 and 50

m>.s%), so that interactions between both flows may pacboth directions.

Clearly, this hydrological modelling is uncertaisnd no field data are available to
validate the flow hydrographs during the studieabdls. Therefore, numerical simulations
presented in the following section will partly barged out to discuss effects of the surface
model accuracy on the computations of exchangehdiges (through comparisons of
different numerical simulations). Depending on theults, analysis of the flow exchanges

will be nuanced by the uncertainties on the unaengd drainage system flow hydrographs.

! This operating discrepancy has already been iihtby the Great Lyon, and as a result the main
collector capacity is being doubled by setting ugear-by new collector of the same size (2013)
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Figure 7.4 : Rainfall intensity 1, Yzeron flow discharge at Oullins Qouiins @and main collector
flow hydrograph Qcos just upstream of the modelled area (computed with the rainfall-
runoff model) for the 4 studied flood events

7.3 Numerical simulations

Due to computational time constraints, the couphedlel (1D for the pipe network, 2
for the surface) can only be run with the coarsehnudsthe surface model (memz2 in
86.2.1).This comes from the need of running the coupledei with a fixed time ste, which
strongly penalizes the fine mesh when simuli a whole flood eventA preliminary series o
simulations is carried outith the 2D model alor (87.3.), integrating the street inle
(simulation of the drainage process without inflicef the underground pipe This allows
us to assess effects of mewensity and topography simplificatio on the exchange
discharges computatioRor this preliminary step, only the 2008 flood imislated, as surfac
flows for other floods are similar. Coupled modai of surface and pip#ows is presented in

a second step (87.3.2), wegimulations carried out for all flood
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7.3.1 Integration of street inlets in the surface flows simulations

7.3.1.1  Description of the simulations

4 runs are carried out to model exchanges fronstifeets to the underground drainage
system, with different simplifications in the streepresentation (the built-up areas are not
represented here : we use the mdsletetsfrom Chapter 6). The streets inlets elevatfign
has not been directly measured but can be derreed the measured (or interpolated) streets
cross section<s, can be taken either as the actual street drainneha&levation4sre) Or as
the average elevation on the street cross sediga.§. Parameters of the 4 runs are summed
up in Table 7.2. The ruBurflis considered as a reference, and others runssacketo assess
influence of the mesh resolution and of the topplyyaNote that for runs Surfl and Surf2,
the street inlets elevations are equal to the locground elevations, which is not the case
for runs Surf3 and Surf4 as they are based om\vg topography and Zg ge Street inlet
elevation. Therefore, the exchanges in the numerical simulatire computed considering
water levels over the specified street inlets dlema(which corresponds to the actual street
water depth for runSurfl and Surf2 and to a fictive one for ruBsirf3and Surf4). Aim of
runsSurf2andSurf3is to assess which street inlet elevation shoeldised when the model
topography is simplified. Aim of the ruBurf4is to assess influence of the mesh resolution.

Other parameters (bottom friction and boundary @) equal the ones of the
reference surface run of the Chapter 6 (run 1 inlg’&.3). All runs are carried out for the
2008 flood only.

Run Mesh Street topography Street inlet elevation
Surfl m1l Ref Zs) Ref
Surf2 ml Avg Zsiavg
Surf3 m1l Avg Zs) Ref
Surf4 m2 Avg Zs) Ref

Table 7.2 : Description of the runs carried out with the surface model only including
drainage through streets inlets

7.3.1.2  Analysis of the exchanges

In this series of simulations, streets inlets cemrdflows out of the 2D surface model,
without interaction with the pipes underneath. Ef@e, “exchange discharges” always
correspond to drained discharges, and the lateetakien as the minimum allowed between
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the street inlet capacity and the upper part ofdbenecting pipe underneath (respectively
control sections C1 and C2 of the exchange modelsst-up of the latter in §4.6).

Figure 7.5 shows the time evolution of the surfaeger levelZ;, water depthhs and
exchange dischard@.x for 3 selected street inletSi, SL and Sk on Figure 7.2). The water
depths significantly vary from one inlet to anothand this has a strong impact on the
agreement between the different runs (defined ble€l'a.2). For low water depths (street inlet
Sh), the exchange discharge is controlled by C1 (eguation applied to theater levelover
the specified street inlet elevation). The computedhange discharge is then extremely
sensitive to the local water depth, which relatiagiations are important from one run to
another (because of changes in both the local tapby and surrounding flow
characteristics). For the street inf&$, the water level in the street around the peale tisn
quite similar for the 4 runs. In this case, thealogater deptlused for the exchange discharge
computation(actual or fictive) is similar for runSurfl, Surf3andSurf4 hence very similar
computed exchange discharges. The computed exchisayerge for rurtsurfds smaller, as
in this run the street elevation diffeis(avg. Yet, for these water depths (slightly largentha
the ones @l;), the exchange discharge is controlled by C2 iariEquation applied to the
water level over the drainage box bottom elevatiocated atHy,=0.5 m below the street
inlet elevation). This formulation is less senstito the water depth variations, which
explains why the computed exchange discharge folSwrf2is only slightly overestimated.
This analysis is globally verified for the streatet Sk. However, the water depths f&i;
being quite large, differences in the computed arge discharge between r&@urf2 and

other runs become very small.

Switch from C1 to C2 control sections will depend the size of the street inlets.
Comparing results of the three presented streetsi8Sl, SL andSk, the transition seems to
occur for local street water depths around 10 chis Value is consistent with results of the
sensitivity analysis carried out on the exchangelehparameters in 84.6.4 (a transition at
Z:1=9 cm was found for a connecting pipe diametersofi@, see Table 4.6).
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Figure 7.5 : Time-evolution of the water levels Z.,, water depths hs and drained
discharges Qe at the streets inlets S1,, SI, and S1s (defined on Figure 7.2), for runs Surfl
to Surf4 (2008 flood)

At the scale of thélooded areathe global exchange dischar@exowa (SUm of all local
exchange discharges)mulated with the 4 runshows similardifference as for the street

inlets Sk andSk (Figure 7.6) We can observe that, globally:

» Specifying the real street inlet elevaticZs rer While using a simplified stres
topographyAvg (run Surfd leads to very similar global resulés the detailed run
(Surf1).

» For the same topogray and inlet elevation but usintge coarse mesh (nSurf4, the
total exchange discharge slightly overestimated (0% at the pe: when compared
to runSurfl). As the water levels computed with the coarse mesiglabally close t
the ones computed with the fine mesh (as se«Chapter 6 see results of run 12
Table 6.4, this bias can be attributed to discrepanwhen compuing local low

water depths (as for the street irSl; in Figure 7.5).

e The runSurf2 globally underetimates the exchange dischar¢- 11% at the peak

time), due tadhe systematically too larcstreet inlet elevations.

These results point out the difficulty to modelefiaxchange discharges (suckSh on
Figure 7.5) with the awracy of an operational surface flow model. Nowr, this specific
case study, the typical street water depths ate émgpugh to globally reduce errors and e
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allow simplifications in the surface representatilbithen appears reasonable to use tlarse
mesh surface modeb(rf4 within the 1D/2D mode

ch.tofal [mS 'S_l]

0:00 2:00 4:00 6:00 8:00
Time [h]

Figure 7.6 : Total exchange discharge computed with runs Surfl to Surf4

7.3.1.3  Influence of exchanges on surface flows

On Figure 7.7, mximum water levels simulated with nSurfl are compared to tt
ones simulateavith an equivalent ru without street inlets (run 12 ihable6.3). Effects are
globally limited, the average decrease of wateell@v the stret network being 1. cm (and
1.9 cmwhen including the riv¢). However, the water level can localbg lowered by mor
than 5cm, especially in the streets relatively far frdme tiver. The water level in the river
only slightly affected in the upstrei part, whereas it decreases of more thicm
downstreamas a part of the floodplain flow does not floncktowardsthe main chann (as
it reaches the underground pipe netw. This impact is of the saemorder of magnitude
the one observed for sinations without street inle but with different assumptions in t
surface model (Chapter, 6ee values oAZ; syeetin Table 6.4).This simulated impact of tl
drainage processn the surface flowcan be considered as a maximum, as no limiteby

the underground pipes ¢tensiderec
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Figure 7.7 : Evolution of the simulated maximum water levels when introducing street
inlets in the surface model (difference between Surfl of Table 7.2 and run 4 of Table
6.3)

7.3.2 Coupled modelling of interactions between surface and

pipe flows

Excepted for low water depths, the use of the @amesh surface model appears to
predict similar exchange discharges as the modél twe fine mesh and accurate topography.
Results of a coupled model 1D/2D are presentedwhetonsidering the ruisurf4 for the
surface flow, the underground drainage system mpisented in 87.2 (pipes network, flow
hydrographs and exchanges modelling). The pipesidn is modelled using a Strickler
coefficient of 60 nf3.s*, and the downstream condition for both collectsrset to a uniform
regime (considering the average downstream slop#eacollectors invert levels, collectors
geometry and the assigned Strickler coefficient).

7.3.2.1  Detailed analysis of the 2008 flood

Integration of the underground drainage system iwitthe numerical simulations
permits to study both its impact on the exchanpesugh the street inlets and its interactions
with the river through the CSOs. Simulation ressh®w that theCSQ operates from the
sewer to the river during the 2008 flood, whereaepwater levels at the other CSOs do not
threshold overflows. Note that flows from the rivterthe sewer through the CSOs are not
allowed in the simulations, to account for the pree of check valves on the field. The
Figure 7.8 shows the exchange<&Q and their impact on the exchanges between the left
and right bank collectors (respectively referred Gal,LB and Col,RB. As the flow

propagates in the left bank collector, the watgell@cq s rises and reaches ti@gSQ weir
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crest elevation A part of the collector flondischarge is diverted ta the river Qcsoy),

without influence of the water level in the latt&@he colector hydrograph shape (sFigure
7.4) and the low water level in the river impa stabilization of the flos (i.e.Zcq 58 and
Qcsoy) during 2 hoursThen, as the flood propagates in the rithe rivel water levelZyzeron
rises and starts limiting overflows CSQ, leading to a sudden rise thie left bank collector
water level. This rise thresholdoverflows from the left bank collector to the right ba
collector upstream o€SQ (Q.s-rs ON the left part of Figure 7.8Finally, as theinput

discharges in the drainaggstem decreascollectors’ water levelZco g andZco rs rapidly
decrease, and flow exchanges < The surface flood keeps flowing in the river, with

impacting the pipe flowat these particular poin
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1 | 1 | 1 | 0-40 S 1 | 1 1 | 2-0 S
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Figure 7.8 : Flow exchanges between the left and right bank collectors (left) and between
the left bank collector and the Yzeron River at CSO; (right). Water levels simulated on
each side of the exchange structures are indicated in plain lines (Zco,e, Zco,rs @nd
Zvseron), @nd the exchange structure weir crest elevation is plotted in dash. Exchanges
discharges Qgsrs and Qcso1 are defined positive from the left bank collector to
respectively the right bank collector and the river.

This analysis actually sho' the discrepancies of thumderground draina system. The
rainfall that generates the 2008 flood is ratheglbut non intense (around mm in 6 hours,
quite uniformly dstributed in timeas shown on Figure 7.4This rainfall generates low wat
levels in the right bank collector but totally shacges the left bank collector, with import:
overflow towardghe river (alCSQ), and even flowxchanges from the left bank to the ri
bank collector (whereas trmrrespondincexchange structure is designed to operate it
opposite way). e exchange discharges remdimited (when compared to the riv

discharge or theight bank collector cajcity), so that this drainage system discrepancy
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overall no significant impact. Yet, this type oftaractions clearly shows the benefits of a
1D/2D model for such a complex urban drainage syste

Now, simulations results show that integrationta sewer system has an impact on the
flow exchanges in the flooded area. Figure 7.9 shtve total exchange dischar@ex iotal
from the street network to the underground drainpiges for simulations with (present
simulation, namedSurf4-Pip@ and without (runSurf4 of 8§7.3.1) integration of the
underground drainage pipes. Integration of the rgrdend pipes leads to a decrease of 26 %
of the maximum total exchange discharge. Part ohamge discharges computed with the C2
control in the rurSurf4 (exchange flow controlled at the connecting pipe) (passes to C3
exchange discharges (pressurized exchange flowghrthe whole exchange structure, with a
“downstream control” by the pipe water level) irettunSurf4-Pipe which clearly explains
the decrease of the total exchange discharge @&ig®). The control C1 is mainly effective
at the beginning and the end of the street flogdiviten some local water depths are low (i.e.

at both ends of th@ex totat hydrograph).

Overflows (control C4, with negative dischargesFogure 7.9) are computed by the run
Surf4-Pipe but analysis of simulation results suggests thist is not realistic. Indeed, the
overflows occur from a unique small straight pipaicing a flat area in the right bank (see
Figure 7.10). This pipe has a small conveyance agpdut the upstream flow hydrograph
(upstream boundary condition) may not be adaptedcavs exceeding the pipe capacity
should not actually enter the pipe. This discregatmmes from the simplifications in the
hydrological inputs (delineation of urban catchnseistrather raw, see Appendix E.3.3), and
from the separation of the runoff generation frdma thydraulic modelling. Except for that
particular drainage pipe, no overflow is computedhe coupled simulatioBurf4-Pipe This
suggests that adding flows drained from the floosteelets to initial pipe flows (hydrological

inputs) does not surcharge the underground draisygem.
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Figure 7.9 : Total exchange discharge Qextotai @nd part of the drainage (C1, C2 and C3)
and overflow (C4) discharges computed by the different control sections for the
simulations of the 2008 flood, with the surface model only (Surf4), and with integration
of the underground pipes (run Surf4-Pipe)

The spatial distribution of the control sectiondimlag local exchange dischais is
quite well correlated with local pipe pressurizaso(seeFigure 7.10. A pattern of the
exchanges can be identified at the scale of ttel#d area (extent of the latter can be see
runl2 on Figure 6.19 The drainage process is controlled byunderground pipes capac
in the centre of the right bank flooded ¢ (y>2083000 m in Figure XC), the street water
depths being quite large, and the drge pipes having relatively small capacities. Thedk
to a global pressurization of the underground gipers and a limitation of the exchang
(control C3). Oppositely, exchanges dischargesgatbe right bank collector are controll
by the exchangstructures capacity themselves (controls C1 and {G&)street water dept
beings lower, and the collector capacity much larly@ exchanges with the streets occui

the left bank, théew street inlet(shown on Figure 7.2) being not flooded

Therefore all the water drainefrom the streets reaches the secondary collector {
bank). Although this additional discharcan be important (maximuwelue of 1.77 ni.s%),
the right bank collector isavel surchargedso that incoming flows from the southern url
catchments do not lead to local overflows when higagthis collectol As a conclusion, fo
the 2008 flood, interactions between the flowsha tiver and in the underground draini

system truly existhut they do not increase flood haz
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Figure 7.10 : Pipe water depths (or equivalent relative pressure) normalized by the pipe
height hy/Hpipe, @and control section at the operating exchange structure at the river flood
peak time for run Surf4-Pipe. Black-filled symbols indicate that overflow occured at the
corresponding exchange structures during the simulation time

7.3.2.2  Recapitulation on the 4 recent floods

The 3 other recent floods (2003, 2005 and 2009¢ lbeen simulated with thsame
1D/2D model andhumerical parameters as the 2008 floand thecorrespondincinflow
sewer hydrographs presented (Figure 7.4 For these 3 floods, the nature of exchar
between the underground drage pipes, the river and the streets is the sarfar #ise 200¢
flood, only the timing and the importanof the exchanges varin particular, the following
processes previously described for the 2008 flooeli (not shown in detai herein, as it

does not change qualitatively)

« the sewer overflow devicCSQ operates, as the discharges in the left bank ¢otl
remain important for all flooc

» flow exchanges between the left bank collector #redright bank collector rema
low (2003), obecom: even null (2005,2009)

« there is no overflow from the underground pipeshi streets, except for tlalready

mentioned (87.3.2)) low-capacity pipe for which hydrological inputs may i
relevant

To summarize the exchange proes for the 4 recent floods, the flow dischargehar
downstream end of the right bank colle Qcorsis analysed (Figure.¥1), by computing
the respective parts of thg8tentialdischarge sources:

* hydrological inputinpu (Sum of all right bank pipes upstrediow hydrographs
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» flow discharge arriving from the left bank collect@ g.rs
» total exchange discharge with the stré@isiotal

No time shift is considered between these 3 sour¥es, under this assumption,
analysis of the downstream right bank collectowfloydrograph is consistent (i@cordt) =
Qinpu(t) + Que-ret) + Qextota(t) ), and several observations can be made concerthie

operation of this collector during recent riverdits.

First, the final shape of the outflow hydrogra@b. rs significantly differs from one
event to another, reflecting the various initiadlglogical events that generate these floods
(see rainfall on Figure 7.4). The relatively shodad more intense rainfall for 2008 and the
“double rainfall” of 2003 lead to flooding in thdreets (indicated by non-null values of
Qex.total ON Figure 7.11) while the underground drainagee glipws are still important. This
timing also means that for these two floods, therriand the main collector (left bank) can
simultaneously reach high water levels/pressueglitgy to flow exchanges from the left bank
to the right bank collectora)g.rs>0). Oppositely, floods of 2005 and 2009 lead teeit
flooding while input discharges in the drainageegifare relatively low, so that the former
interaction is not simulated)s.rs=0). However, note that for the 4 floods the “werate”
scenario is always avoided, as the undergroundsani@ce flows peak times are always

separated by a few hours.

Then, we have seen the similarity of the streetding for the floods of 2003, 2005 and
2008 (Chapter 6). As a result, the total excharnigehdrgeQex ot DEIWEEN the streets and
the underground pipes are quite similar for theswéhts. Although the upstream pipe flow
hydrographs slightly differ@inpu), this has no strong impact on the exchanges tvétstreet,
which indicate that the saturated parts of the tgrdend drainage network are rather
saturated by the on-going exchanges with the street by the initial input hydrograph.
During the 2009 flood, the river only slightly oflexvs in the city centre, so that flows
drained from the streets to the underground pipefraited.

Finally, as it was described for the 2008 floo@& thaximum flow discharge in the right
bank collector is severely impacted by the exchangéh the street, yet without reaching its
capacity (estimated to 4%ws™). This implies that) the exchange discharges with the streets
are locally controlled, by the corresponding exd®arstructure capacity or the local
underground drainage pipe capacity (with onlyditthfluence of the right bank collector
water level) andi) the runoff collected by the southern urban cataitsiean be routed into
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the right bank collector aa usual operating conditions (no surcharge of tokector at the
junction pointswith the southern drainage pij).
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Figure 7.11 : Simulated flow discharge Qco,rs at the downstream end of the right bank
collector during the recent floods in Oullins, and proportion of hydrological inputs Qinput,
exchanges with the left bank collector Que-rs @and with the streets Qey total

Conclusion

In this chapter, interactions between surface flonthe streets (the YzerorRiver and
the pipe flows in the underground drainage systen®ullins have been studi through
numerical simulationsSimulation methodology presented here hased on theexchange
model developed i€hapter ., and the 1D/2D model validated @hapter . Results of this
chapter point out somegeneraldifficulties about these two key points inherent to
modelling of real flood caseb parallel, they allow a more accurate descrif of the flows

during floods in Oullins.

In a first step, simulatiol of the 2008 flood surface flows alohave been carried out
definethe best way to implemethe exchange model when usingaarse mes and a rough
topography in the surfacey compiring with a reference run withne meshand accurate
topography. It appears thir our case specifying the actual strinlet elevation in model
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with simplified topographies lead to similar resulas the reference ones (Figure 7.6),
provided that exchange discharges are not compwitthdthe actual street water depth, but
with a fictive water depth taken as the water lewmebr the specified street inlet elevation.
This result was expected, as Chapter 6 provedcthraputed street water levels exhibit low
relative variations amongst runs with different hmes and street topographies. However, for
low water depths (case of the street it on Figure 7.5), these variations can strongly
impact the computed exchange discharges. IndeegXthange model is very sensitive for
low water depths (use of a weir equation appliedhenstreet inlet contour). In this case, none
of the simplified runs is in agreement with theerehce one, pointing out the necessity of
using such modelling details for usual urban drgénstudies. Such exchange conditions (low
street water depths) are yet not strongly encoedtésr the studied flood, so that even the

most simplified simulation is globally in fair agnment with the detailed one.

The second step consisted in setting-up an undendrgipe network model and
coupling it to a simplified surface model (coarsesim, simplified streets topography), to fully
investigate flow interactions in Oullins. The 4 died floods lead to the same qualitative
conclusions, so we quote here the results of tH&8 Zbod simulation, as it was more
accurately described.

The main consequence of including the drainagesdipethis flood is that the drainage
process in the streets can be locally reduced duthd conveyance capacity of some
underground drainage pipes (occurrence of the exgghenodel control section C3 in Figure
7.9). This limitation itself is important, as theakimum total drained discharge is then
lowered by 26%. More qualitatively, simulation riksishow the existence of 3 different areas
regarding these exchange processes in the floockss:ai) a left bank with actually no
interaction between the streets and the main ¢olidas no exchange structure is located in
the flooded area), ii) a network of small drainggpes which capacities limit the local
drainage processes from the flooded streets alaowkiji) two streets directly drained into the
right bank collector, without influence of the watevels in the latter, as its capacity is not
reached.

The simulated impact of the underground drainagéegy on the surface flows remains
overall limited. First, the partial saturation bktright bank drainage system does not extend
to the right bank collector, its capacity being imdarger than the ones of the surrounding
pipes. As a result, incoming flows from the southerban catchments are not blocked when
reaching this collector, so there is no overfloanirthe underground pipes to the surface.
From a flood risk perspective, the only impact oted in the simulations is the decrease of
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the water depths in the street network and initrexr downstream from the flooded area, as a
result of the global drainage effect. This doesatange conclusions brought up in Chapter 6
on the paramount importance of the river main ckhflow on the flooding processes in
Oullins. Yet it is worth noticing that effect oféhdrainage process on the street water depths
is of similar order of magnitude as the one dudhi® uncertainties on the street bottom

friction or the modelling assumptions on the urbaga structural elements.

Besides these results on the exchanges with teetsthe detailed analysis of the 2008
flood shows an interesting example of river / urbls@nage system interactions. Simulations
suggest that the river water level during flooda Gmit the operation of a sewer overflow
device and lead to unusual flow exchanges frormthim collector to the secondary collector
(left bank to right bank exchanges, shown on Figu83. This phenomenon is also simulated
for the 2003 flood but it does not occur for otlieods (2005, 2009), pointing out the
importance of the initial hydrological event chaeaistics (and corresponding shapes of the
river and pipe flow hydrographs).

Finally, simulations presented in this chapter megumany hydrological inputs and
numerical parameters, which could not always b&asd. Modelling of the surface flows
can be considered as validated, considering resfiltae previous chapter. Similarly, the
exchange model used to compute exchange dischdrgigeen the streets and the
underground pipes has been developed and at lagst palidated for exchange structures
similar as the ones found in Oullins. The main wtaety lies in the estimation of the
upstream flow hydrographs (hydrological modellirag)d in the parameterization (friction,
downstream conditions) of the underground drairggtem model. We can assume that this
uncertainty hardly affects the results on the righbk pipes (the input discharges for the
studied events being overall low when comparedhto drained discharges in the flooded
streets). However, the uncertainty regarding theroallector hydrograph may have higher
impact. For instance, larger inflow peak dischargesild lead to larger discharges diverted
into the secondary collector or the operation dleotsewer overflow devices. Therefore, we
conclude that the 1D/2D model used here can simuskteral types of flow interactions and
gives an order of magnitude of the importance @hexge flows during floods in Oullins. A
finer analysis should be supported by a more ateunadelling of the hydrological processes
upstream of the modelled area. Such a detailed limagevould also permit to simulate
scenarios of intense rainfall events and eventuadlsess the risk of combined pluvial and

fluvial flooding on this site.
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General conclusion and perspectives

This thesis aimed at studying the detailed modglinf flows during urban floods.
Especially, impacts of topographical singulariteesl of exchanges with the sewer system on

surface flows were addressed.

The first part of the thesis focused on the expenital characterization of small-scale
obstacles impacts on flows through urban crossr¢@tiapter 2), and on the possibility of
using a 2D hydrodynamic flow model to simulate stlotvs (Chapter 3). In the second part,
interactions between a flooded street and an unoleng drainage pipe were experimentally
studied, notably leading to the development ofyashange model (Chapter 4). This exchange
model was integrated in a 1D/2D hydrodynamic model,order to achieve complete
simulations of these experimental flows (Chapter B)e third part was dedicated to the
numerical modelling of an urban flood field casegtading effects of the surface
representation (Chapter 6), then analysing flowteractions based on the developed
exchange model and the 1D/2D model (Chapter 7allyinthe problem of street topography
representation into numerical models was addrefisedigh the entire thesis, in order to

develop different points of view about this modedliquestion.

In the following, main results of these differerdr{s are synthesized. Then some

perspectives are proposed, considering the presantusions and recent literature results.
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General conclusion

Integration of structural elements in urban flood models

Three types of urban structural elements affectmdace flows have been studied in
this thesis: generic small obstacles in Chaptend® @hapter 3 (representing pieces of urban
furniture), as well as buildings and fine vertiel@ments (walls, barriers) in Chapter 6. Let us
consider results of chapters Chapter 2 and Ch8pteven with a relatively small size (1/6 of
a street width, which is about 1-2 m), an obstdmtated in the street network can have a
significant impact on the surface flow: local aecation, additional head loss, and above all a
potential change in the discharge distributiomd obstacle is located near a crossrérathe
range of the studied flow configurations, effectsfahese small-scale obstacles are judged
important enough to be included within urban flood models. Further analysis shows the
importance of the flow characteristics and of tlhstacles location on these effects, so that
modelling the latter implies an explicit modellimgth a hydrodynamic model.

Numerical modelling of these experimental flowshwitbstacles using a code solving
the two-dimensional shallow water equations exkibicurate results (Chapter 3). Looking at
the discharge distribution and upstream channeémaepth,most of the obstacles effects
can be fairly simulated using a relatively coarse msh, specifying the obstacle as an
impervious area and neglecting turbulence effectsSuch modelling in a real case would
reduce uncertainties related to the streets bottonfriction (implicit consideration of the
head losses generated by the obstaele(l, improve the flood hazard estimation(local
velocities and global street discharges). In ogeca finer modelling (using a 10 times denser
mesh) did not significantly improve simulations. téally, such fine modelling should be
associated to a more adequate modelling of thaulembe effects, and even finer meshes.
Now, the potential gain of using finer meshes and morecaurate turbulence models
cannot justify the corresponding increased computabnal efforts, so that for now, such
approach remains out of the operational urban flowtiels framework. Finally, accurate
simulations of flows with obstacles can be attréalito the subcritical regime of the flows
considered in Chapter 3. The presence of fullyamditional supercritical regime would lead
to higher errors (Mignot et al. 2008; El Kadi Abderzak et al. 2011). In parallel,
experimental results have shown that for all obbetaeffects were enhanced for flows with
higher inertia (high Froude numbers). Therefore muest keep in mind thatese results and
recommendations are limited to subcritical flows. e case of supercritical flows seems
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both promising and delicate to study. This would rquire a better modelling of
supercritical and transcritical flow divisions through bifurcations.

Integration of large-scale structural elementsi@gs, walls) in an urban flood model
has been studied during the modelling of floodsQullins (Chapter 7). Overall, these
elements have no impact on the global flood ext@sthe built-up areas storage capacity is
negligible when compared to the flow discharge ipgsshrough the floodplain. This
conclusion should stand for any similar field cégeer flooding in a narrow floodplain).
Now, walls have a paramount importance when ddjirictual inundated areas, which is the
base of flood risk estimation. Actualligr such type of urban area(individual houses and
gardens grouped into built-up areas blocks, andraggd by many wallsjhe walls have a
stronger impact than the buildings Indeed, the latter are mostly in high-frictioreas and
surrounded by “independent” walls, so that theipact on the surface flows is limited.

Moreover, the flow structure at the scale of the street netwk can change
depending on whether or not flows through the buiktup areas blocks are computedThis
can indeed modify the flow discharge in the streetsich is a key variable for flood risk
estimation. Similarly, this could impact the floedtent if the surface flow dynamics in the

urban area controls at least partly the floodiraepss.

Integrating buildings in urban flood models hasdme a standard practice, notably
leading to the development of automatic methodsniesh generation (e.g. Schubert et al.
2008; Tsubaki and Fujita 2010). Buildings are galietthe most important feature of urban
areas regarding flood propagation, and for extrgnmaftge events they indeed control
dynamics of the surface flows. For smaller flooér&g, the results presented here show that
urban flood models should benefit from a more systeatic integration of other types of
flow-blocking elements.Such integration contributes to exploit the pasmf 2D models
running on unstructured grids, without significgnticreasing computational efforts. Yet this
integration requires important data acquisition predprocessing, and should be associated to

the development of adapted tools.
Exchange models between streets and drainage pipes

Exchange flow between a street and an undergrotaidagje pipe necessarily involves
some important tri-dimensional flow patterns. Hyaioamic simulation of the latter (Fang et
al. 2010; Djordjevic et al. 2013) would be too cdicgted to integrate in an operational urban

flood model. Thereforezonsideration of exchange flows is reduced to th@mputation of
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exchange discharges using analytical exchange modelich a model was developed for the
cases where the flow in the exchange structureassprized, which often happens during
urban floods (Chapter 4). The basic idea is to lih& local exchange discharge to the
available head difference through the vertical exgje structure, detailing each of the head
losses impacting the exchange flow. Comparison axterimental data shows the benefits of
the method, with reasonably well predicted exchatigeharges, while all model parameters
are geometrical or physical ones. Both experimants model results indicate that an orifice
type equation (widely used within 1D/2D urban floowdels) cannot be calibrated, as the
usual calibration parameter (discharge coefficieaties from one flow to another. This is
attributed to the effects of the exchange flow megyi(laminar/turbulent) and the exchange
flow direction (i.e. drainage or overflow), both pacting local head losses through the
exchange structure. Extrapolation of this modelataeal-scale exchange structure was
performed.It then appears that an orifice equation is usabldor a real scale modelling,
provided that the equivalent discharge coefficientsare preliminary computed by

analysing exchange structures geometry.

The exchange model was completed by following phy@@ach proposed by Leandro et
al. (2007), which suggests to integrate the padéntiimiting capacity of the street inlet, and
of the top part of the connecting pipe located unelath for drainage cases. This completed
exchange model could not be directly validated Viighd data, but its use in the real case
modelling (Chapter 7) shows two significant tretiulst set its potential and limitation.

First, for street water depths larger than a fewetls of cm (usual for an urban flood),
local exchange discharges are likely to be highughdo saturate the underground drainage
system. In this case, the exchange discharge canrbputed with the specifically developed
model (considering pressurized exchange flows, @ha}). This computation is only slightly
sensitive to the detailed representation of theesttopography, potential errors due to the
street water depths computation being low when @etpto the head differences used in the
exchange modelFor such flooding condition, estimation of the excinge discharge
appears to be suitable for simplified surface modsl(coarse mesh and low topographical

data resolution).

Now, for lower water depths (typically less than df), the exchange discharge is
mainly governed by the street inlet capacity andstitutes a challenging modelling task.
Available exchange equations are complex (see seleeant parameters in Despotovic et al.
2005), because they can require the use of loal ftlepths and velocities, or the
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consideration of the surface flow at the streetescBheir implementation in a surface flow
model is not trivial. Besides, even when using rapdified equation (weir equation in our
case), computed exchange discharges are veryigersitocal flow characteristics (Chapter
7), and an adequate modelling requires both anraicdescription of the street topography
and an accurate simulation of the street fl&uccessful implementation of such fine
exchanges within an operational hydrodynamic modekemains uncertain and may
require a further quantitative validation on experimental cases.One way of reducing
computation uncertainties can be the use of glaxa&hange equations (which give for
instance the exchange discharge considering th@agqiung street flow discharge and street
geometry), provided they are applicable and caimipégemented.

On the need of considering detailed streets topography into numerical

models

Integration of streets topography in numerical medeas studied through generic street
profiles in laboratory experiments (i.e. presentsidewalks), and more realistic profiles for
the field case. In each case, detailed and siraglifopographies were used in numerical
simulations, the latter consisting in using a canstground elevation across the transverse
street profiles, taken as the average ground etevain the profile.Aim of using a
simplified streets topography is to free the meshtmicture from the streets main
topographical lines(drain channels, sidewalks), which reduces gloiadielling errors when

working with coarse meshes.

Numerical simulations on bifurcation flows (Chap®rclearly show that both detailed
and simplified street topographies lead to coresttmations of the discharge distribution
through the downstream channels. Now, these resigibspoint out thaat a crossroad scale
with subcritical flow regime, a bias in the averageground elevation specified in a
numerical model leads to errors when estimating dcharge distribution in the
surrounding streets. Considering simulation results in Oullins (Chapdgr we can see that
using a simplified street topography necessarilpaots computed local flow water depths
and velocities. Yet this has a negligible impacttba flood extent as the latter is mostly
imposed by the global floodplain topograpfiyerefore, for the modelling of such surface
flows (water levels set by a downstream control), 3@ of cross-section averaged street
ground elevations appears to be an efficient optiofor urban flood models.
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The case of low water depths flows remains probtem&imulation of small flood
waves propagation in a street (Chapter 5, unstbadg) shows that the averaged topography
model leads to important relative errors on thevflgater depths and velocities. This has only
local impact for the simulation of this experimdrftaw, but similar flows simulated in the
field case modelling show that the evaluation & é&xchange process with the underground
drainage system can then be biased by topograpppabximationsFor this type of flows
(water levels typically lower than the curb level),numerical models should include a
detailed topography of the streets, despite the pentially finer meshes required and
larger computational efforts.

A few lessons from the modelling of floods in Oullins

Present results show that the flooding proceskercity of Oullins is mainly controlled
by the Yzeron River main channel flow, and that ldter is barely affected by the detail
level in the floodplain flow modelling (built-up @as representation, exchanges with the
underground drainage system, detailed streets tapbg). In this case, the optimum
numerical model strongly depends on the modellingim. If the modelling aims only at
computing maximum water levels in the floodplaimglified approach should be a better
compromise, such as full 1D models or 1D/2D mod@®igin channel/floodplain) models with
coarse representation of floodplain flows (e.g.afd Lane 2006; McMillan and Brasington
2007). If the floodplain flow dynamics has to beolm in details (e.g. local velocities,

discharges in the streets), the approach usedsherdd be retained.

Oullins is one particular case of river floodingdasome key elements may change for
other sites. In particulathe case of a large floodplain with significant flav discharges
may be interesting to study.This type of large-scale flooding may show a ggennfluence
of the floodplain flows and the different urbanaseepresentations used here may then have
a more global impact.

Finally, surface modelling in Oullins has been gl validated, using recorded
maximum water levels during the recent flood eve@gpositely, modelling of flows in the
sewer system clearly lacks validation data, whesesse input data remain uncertain (e.g.
input hydrographs or pipe frictions). Coupling sedeypes of flow models to describe flows
interactions in urban areas forms a powerful tdmlf its use should be validated with
additional field data. Obviously, this type of datgnains hard to produce (Mark et al. 2004)

and should focus on some key points. Following résults of flood modelling in Oullins,
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measuring flow discharges in a collector downstredia recurrently flooded area may help

to characterize flow exchanges and improve thisetiod.
Perspectives

Additional physical processes

Part of this thesis is based on experimental moadigch proved to be useful to study
flows that are not easily observable during reabdl events. Such approach (or advanced
CFD models) should be used to continue descridwgsf occurring during urban floods. At
the scale of a crossroad or a street, effectsiafdn (including bottom and wall friction, as
well as macro roughness arising from very smalitaides) could be assessed, in order to
improve numerical model parameterization. Aim heoeild be to both set rules to guide the
choice of a street friction, and assess the impfiriction on discharge distribution in a street
network. Considering the present results on detaibgpography and small obstacles along
with previous results on crossroad flows, this addal work could lead to an extensive

description of flows in a flooded street network.

The proposed exchange model would be interestingyalaate or extend, using
observations on a real-scale exchange structuiis.Klind of study has been recently carried
out (Djordjevic et al. 2013), but results geneiaiian requires complementary work.
Measuring flow characteristics within real scaleustures avoids scaling effects (low
Reynolds numbers) and allows fine measurementghamiere somehow missed to validate

some hypotheses in our experiment.

An experimental study of drainage processes imeeishetwork with low water depths
should be carried out, with street inlets operatrapacted by the surface flow inertia. The
gathered data would be an efficient way to validhgeability of a hydrodynamic numerical

model to compute exchange discharges from simulatad flows characteristics.
Data acquisition and pre-processing

Present results point out the benefits of integgatine details into surface flow models
(small-scale obstacles, walls and barriers, detafzeet topography for urban drainage

applications) when simulating urban flood eventswidver, all methods used in the thesis are
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entirely operational. It is worth keeping in minkat overall, a model applicability also
depends on its operation and set-up easiness.

Topographical data acquisition is an active resedopic (e.g. Mason et al. 2007;
Sampson et al. 2012) and urban data base becongeandrmore precise. Therefore part of
the work required for our real case modelling colidave been readily reduced (namely the
field surveys to gather topographical data or stirdets location), provided new methods of
data acquisition are somehow cost-effective. Howevecation of streets small-scale
obstacles (not studied in Oullins for schedule waa¥ or type of built-up areas boundaries
(“manual” field survey in our case) remain difficub gather and may benefit from an

advanced use of recent technologies (like tereddtiDAR).

Now, should all these data be easily availableir timegration in numerical models
requires a compromise between pre-processing efford the final accuracy. For the surface
flow model of Oullins (Chapter 6), the method usedased on a manual definition of the
global mesh structure and a semi-automatic meshkrggon. This leads to a quite accurate
description of the river and streets topographyl ahthe built-up areas/streets boundaries.
Besides, this allows a systematic simplificatiortled street topography (by analysing cross-
sections), as well as a fine positioning of thelsybarriers. However, such technique requires
simplifications of buildings footprint and is nattéd for integration of small-scale obstacles,
the mesh being not easily adaptable to these slefail attempt to overcome this has been
carried out by using the unstructured mesh genefatash (Geuzaine and Remacle 2009).
The latter can be easily adapted to generate mesbkpescting buildings footprint, but the re-
interpolation of the topographical data requirescHr care. Indeed, the few carried out
attempts lead to a mistaken river main channelgoggahy (which is of paramount importance
to evaluate flood risk in Oullins). Therefore, atlag these tools to allow an automatic
generation of surface flow model including seveygples of urban structural elements would

lead to an optimum use of 2D models running onruogired meshes.
Use of simplified numerical models

The governing equations and the numerical schemeottode used for the surface
flow modelling (Rubar20) can be considered as qaitirate, when compared to other urban
flood models. There has been recently a growingrést about simplified flood models,
which notably include simplifications of the govemy equations. Some model benchmarks

have been carried out (Fewtrell et al. ; Huntesle2008), but the comparisons remain rather
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global and do not necessarily involve field or lediory validation data. Therefore, an
interesting task would be to use one or severdérgit models (ideally, two-dimensional
models requiring smaller computational efforts)stmulate flows from this thesis or other
past experiments. In particular, flows presente@lapter 2 may help to further characterize

the ability of simplified models to simulate flows a street or a crossroad scale.

181






References

References

Aberle, J. and J. Jarvela (2013). "Flow resistamicemergent rigid and flexible floodplain
vegetation."Journal of Hydraulic Researchil(1): 33-45.

Apel, H., G. T. Aronica, H. Kreibich and A. H. Tlien (2009). "Flood risk analyses-how
detailed do we need to belRatural Hazards49(1): 79-98.

Aronica, G., G. Freni and E. Oliveri (2005). "Unta@nty analysis of the influence of rainfall
time resolution in the modelling of urban drainaystems.'Hydrological Processes
19(5): 1055-1071.

Aronica, G. T., F. Franza, P. D. Bates and J. Gl K&012). "Probabilistic evaluation of flood
hazard in urban areas using Monte Carlo simuldtidgdrological Processe26(26):
3962-3972.

Aronica, G. T. and L. G. Lanza (2005). "Drainagécedncy in urban areas: a case study."”
Hydrological Processe$9(5): 1105-1119.

Bazin, H. E. (1898)Expériences nouvelles sur I'écoulement en dévees@cutées a Dijon
de 1886-1895Paris, V. C. Dunod.

Bazin, P. H., A. Bessette, E. Mignot, A. Paquied &h Riviére (2012). "Influence of detailed
topography when modeling flows in street junctiaming urban flood."Journal of
Disaster Researcli(5): 560-566.

Bertrand-Krajewski, J. L. (2006). Cours d'Hydrodirbaine - Le ruissellement, Insa Lyon -
URGC Hydrologie urbaine?1.

Braud, I., P. Breil, F. Thollet, M. Lagouy, F. Bgar, C. Jacqueminet, . . . K. Michel (2013).
"Evidence of the impact of urbanization on the lojolgical regime of a medium-sized
periurban catchment in Francddurnal of Hydrology85 5-23.

Bravo, H. R. and F. M. Holly (1996). "Turbulence ded for depth-averaged flows in
navigation installations.Journal of Hydraulic Engineering-Asd®212): 718-727.

Breil, P., B. Radojevic and B. Chocat (2010). Urlsgavelopment and extreme flow regime
changes6th World FRIEND Conference "Global Change: FacRigks and Threats
to Water ResourcesFez, Morocco.

Breusers, H. N. C., G. Nicollet and H. W. Shen (@)97'Local scour around cylindrical
piers."Journal of Hydraulic Researchb(3): 211-252.

Brown, J. D., T. Spencer and |. Moeller (2007). 't\bng storm surge flooding of an urban
area with particular reference to modeling uncettas: A case study of Canvey
Island, United Kingdom.Water Resources ReseaB(6).

Cea, L. and M. E. Vazquez-Cendon (2010). "Unstmectdinite volume discretization of two-
dimensional depth-averaged shallow water equatieitls porosity.” International
Journal for Numerical Methods in Fluidi3(8): 903-930.

Cemagref (2009). Projet RIVES Risques d'inondagiorville et Etude de Scenarios. Rapport
scientifique final.

Chanson, H. (2004The hydraulics of open channel flow: an introducti@xford, Elsevier.

Chen, A. S., B. Evans, S. Djordjévand D. A. Sav (2012). "Multi-layered coarse grid
modelling in 2D urban flood simulationslburnal of Hydrologyt70-471 1-11.

183



References

Chen, A. S., M. H. Hsu, T. S. Chen and T. J. Ch@0§5). "An integrated inundation model
for highly developed urban area$Vater Science and Technoldgi(2): 221-229.

Chen, D. Y. and G. H. Jirka (1995). "Experimentaldy of plane turbulent wakes in a
shallow-water layer.Fluid Dynamics Researctt(1): 11-41.

Desbordes, M. (1974). Reéflexions sur les meéthodes cdlcul des réseaux urbains
d'assainissement pluvial. Montpelli®hD: 224.

Despotovic, J., J. Plavsic, N. Stefanovic and Dvldéc (2005). "Inefficiency of storm water
inlets as a source of urban flood#/ater Science and Technoldgf(2): 139-145.
Djordjevic, S., D. Prodanovic and C. Maksimovic 29 "An approach to stimulation of dual

drainage.'Water Science and Technoldgf(9): 95-103.

Djordjevic, S., D. Prodanovic, C. Maksimovic, M.etic and D. Savic (2005). "SIPSON -
Simulation of interaction between pipe flow andface overland flow in networks."
Water Science and Technolds@(5): 275-283.

Djordjevic, S., D. Prodanovic and G. A. Walters @) "Simulation of transcritical flow in
pipe/channel networksJournal of Hydraulic Engineering-Asds((12): 1167-1178.

Djordjevic, S., A. J. Saul, G. R. Tabor, J. Blanksbh Galambos, N. Sabtu and G. Sailor
(2013). "Experimental and numerical investigatidnnteractions between above and
below ground drainage system®/ater Science and Technologj§(3): 535-542.

Dottori, F. and E. Todini (2013). "Testing a sim@B hydraulic model in an urban flood
experiment.'Hydrological Processe27(9): 1301-1320.

EEA (2010). Mapping the impacts of natural hazamils technological accidents in Europe

An overview of the last decade. Copenhagen, Denmiadkopean Environment Agency
(EEA): 146.

El Kadi Abderrezzak, K., L. Lewicki, A. Paquier, Riviere and G. Travin (2011). "Division
of critical flow at three-branch open-channel is&mtion.”" Journal of Hydraulic
Research9(2): 231-238.

El Kadi Abderrezzak, K. and A. Paquier (2009). "&ission of “Numerical and Experimental
Study of Dividing Open-Channel Flows” by A. S. Ramathy, Junying Qu, and Diep
Vo." Journal of Hydraulic Engineering3512): 1111-1112.

El Kadi Abderrezzak, K. and A. Paquier (2011). "Apgbility of Sediment Transport
Capacity Formulas to Dam-Break Flows over Movab&l®" Journal of Hydraulic
Engineering-Asc&37(2): 209-221.

El Kadi Abderrezzak, K., A. Paquier and E. Mignd@0Q9). "Modelling flash flood
propagation in urban areas using a two-dimensionaherical model."Natural
Hazards50(3): 433-460.

Ettrich, N., K. Steiner, M. Thomas and R. Rothe 020 "Surface models for coupled
modelling of runoff and sewer flow in urban aread/ater Science and Technology
52(5): 25-33.

Fang, X., S. Jiang and S. R. Alam (2010). "Numérgmulations of efficiency of curb-
opening inlets."Journal of Hydraulic Engineerin§36(1): 62-66.

Fang, X. and D. H. Su (2006). "An integrated oneahsional and two-dimensional urban
stormwater flood simulation modelJournal of the American Water Resources
Associatiord2(3): 713-724.

Fewtrell, T. J., A. Duncan, C. C. Sampson, J. Galldad P. D. Bates (2011). "Benchmarking
urban flood models of varying complexity and saaéeng high resolution terrestrial
LIDAR data."Physics and Chemistry of the EaB&(7-8): 281-291.

184



References

Freni, G., G. La Loggia and V. Notaro (2010). "Uriaety in urban flood damage
assessment due to urban drainage modelling and-deptage curve estimation."
Water Science and Technologfi(12): 2979-2993.

Gallegos, H. A., J. E. Schubert and B. F. Sand2069). "Two-dimensional, high-resolution
modeling of urban dam-break flooding: A case stoflyBaldwin Hills, California."
Advances in Water Resourc®8): 1323-1335.

Gallegos, H. A., J. E. Schubert and B. F. Sand#$2). "Structural Damage Prediction in a
High-Velocity Urban Dam-Break Flood: Field-Scalesassment of Predictive Skill."
Journal of Engineering Mechanics-Ast@3(10): 1249-1262.

Geuzaine, C. and J. F. Remacle (2009). "Gmsh: Afiile element mesh generator with
built-in pre- and post-processing facilitiedfiternational Journal for Numerical
Methods in Engineering9(11): 1309-1331.

Ghostine, R., G. Kesserwani, J. Vazquez, N. Riyi&xe Ghenaim and R. Mose (2009).
"Simulation of supercritical flow in crossroads: r@mntation of a 2D and 3D
numerical approaches to experimental resuisrnputers & FluidS88(2): 425-432.

Ghostine, R., E. Mignot, M. Abdallah, F. Lawniczak,Vazquez, R. Mose and C. Gregoire
(2010). "Discontinuous Galerkin Finite-Element Mzdhfor Simulation of Flood in
Crossroads.Journal of Hydraulic Engineering-Asde&368): 474-482.

Ghostine, R., R. Mose, J. Vazquez, A. Ghenaim an@r€goire (2010). "Two-Dimensional
Simulation of Subcritical Flow at a Combining Juant Luxury or Necessity?"
Journal of Hydraulic Engineering-Asd86(10): 799-805.

Ghostine, R., J. Vazquez, A. Terfous, R. Mose an@&GhAenaim (2012). "Comparative study
of 1D and 2D flow simulations at open-channel jiwrts." Journal of Hydraulic
Researctb((2): 164-170.

Golding, B. W. (2009). "Uncertainty propagationan_ondon flood simulation.Journal of
Flood Risk Manageme(1): 2-15.

Gomez, M., F. Macchione and B. Russo (2011). "Methagies to study the surface
hydraulic behaviour of urban catchments duringrst@avents."Water Science and
Technology63(11): 2666-2673.

Gomez, M. and B. Russo (2009). "Hydraulic Efficigraf Continuous Transverse Grates for
Paved Areas.Journal of Irrigation and Drainage Engineering-Ast852): 225-230.

Graf, W. H. and B. Yulistiyanto (1998). "Experimsrdn flow around a cylinder; the velocity
and vorticity fields."Journal of Hydraulic Researcd6(4): 637-653.

Guinot, V. and S. Soares-Frazao (2006). "Flux aodrce term discretization in two-
dimensional shallow water models with porosity estouctured grids.International
Journal for Numerical Methods in Fluid#)X3): 309-345.

Guo, J., K. MacKenzie and A. Mommandi (2009). "[@esof Street Sump InletJournal of
Hydraulic Engineerindl3511): 1000-1004.

Heo, J., S. Jeong, H.-K. Park, J. Jung, S. Haikld8g and H.-G. Sohn (2013). "Productive
high-complexity 3D city modeling with point cloudsollected from terrestrial
LIDAR." Computers, Environment and Urban Systdi(f): 26-38.

Hilden, M. (2005). "Simulation of floods caused dyerloaded sewer systems: extensions of
shallow-water equationsHydrological Processe$9(5): 1037-1053.

Hingray, B., B. Cappelaere, C. Bouvier and M. Dedbse (2000). "Hydraulic Vulnerability of
Elementary Urban CellJournal of Hydrologic Engineering(4): 402-410.

185



References

Hsu, C. C., C. J. Tang, W. J. Lee and M. Y. Shif)0R). "Subcritical 90 degrees equal-width
open-channel dividing flow."Journal of Hydraulic Engineering-Asck2§87): 716-
720.

Hunter, N. M., P. D. Bates, S. Neelz, G. PendeYjllanueva, N. G. Wright, . . . D. C. Mason
(2008). "Benchmarking 2D hydraulic models for urbkroding.” Proceedings of the
Institution of Civil Engineers-Water Managem@éstl(1): 13-30.

Idelchik, I. E. and O. Steinberg (1996)andbook of Hydraulic Resistandgegell House.

Inoue, K., K. Kawaike and H. Hayashi (2000). "Nuroak simulation models on inundation
flow in urban area.Journal of Hydroscience and Hydraulic Engineerit§f1): 8.

Ishigaki, T., Y. Asai, Y. Nakahata, H. Shimada,Baba and K. Toda (2010). "Evacuation of
aged persons from inundated underground spatfater Science and Technology
62(8): 1807-1812.

Jamieson, S. R., J. Lhomme, G. Wright and B. Goul@012). "A highly efficient 2D flood
model with sub-element topographyProceedings of the Institution of Civil
Engineers-Water Managemett510): 581-595.

Jamison, D. K. and J. R. Villemonte (1971). "Junctiosses in laminar and transitional
flows." Journal of the Hydraulics Divisio7(7): 1045-1063.

Jiang, C. B., C. Yang and D. F. Liang (2009). "Caomagion of shallow wakes with the
fractional step finite element methoddurnal of Hydraulic Researchr(1): 127-136.

Jonkman, S. N., J. K. Vrijling and A. C. W. M. Vieanvelder (2008). "Methods for the
estimation of loss of life due to floods: a litena review and a proposal for a new
method."Natural Hazards16(3): 353-389.

Kasthuri, B. and N. V. Pundarikanthan (1987). "Sapan zone at open-channel junctions -
Discussion.'Journal of Hydraulic Engineering-Asdd.34): 543-544.

Kawaike, K., K. Inoue, K. Toda and M. Noguchi (2004nundation flow analysis due to
heavy rainfall in low-lying river basin.'Journal of Hydroscience and Hydraulic
Engineering22(1): 14.

Kawaike, K., H. Nakagawa, Y. Baba and A. Shimiz®1(®). Experimental Study on
Validation of Stormwater Interaction Model betweéme Ground Surface and
Sewerage System. Conference on Hydraulics in Watgyineering (10th : 2011 :
Brisbane, Qld.)Barton, A.C.T., Engineers Australid889-1896.

Khan, A. A., R. Cadavid and S. S. Y. Wang (200@imulation of channel confluence and
bifurcation using the CCHE2D modelProceedings of the Institution of Civil
Engineers-Water Maritime and Ener¢22): 97-102.

Kouyi, G. L., N. Riviere, V. Vidalat, A. Becquet,. EEhocat and V. Guinot (2010). "Urban
flooding: one-dimensional modelling of the disttiom of the discharges through
cross-road intersections accounting for energyelmssvater Science and Technology
61(8): 2021-2026.

Law, S. W. and A. J. Reynolds (1966). "Dividingvilan an open channelJournal of the
Hydraulics Division - Proceedings of the ASGEHY?2): 207-231.

Leandro, J., A. S. Chen, S. Djordjevic and D. Avi&42009). "Comparison of 1D/1D and
1D/2D Coupled (Sewer/Surface) Hydraulic Models fartban Flood Simulation.”
Journal of Hydraulic Engineering-Asd&56): 495-504.

Leandro, J., S. Djordjevic, A. Chen and D. Savig0@. The use of Multiple-linking-element
for _connecting sewer and surface drainage netwaBRed Congress of IAHR-
Harmonizing the Demands of Art and Nature in Hydia, Venice, Italy.

186



References

Leandro, J., S. Djordjevic, A. S. Chen, D. A. Saaid M. Stanic (2011). "Calibration of a
1D/1D urban flood model using 1D/2D model resultsthe absence of field data.”
Water Science and Technolog#(5): 1016-1024.

Lencastre, A. (1986Manuel d'hydraulique général@aris, Eyrolles.

Ledn, A. S., M. S. Ghidaoui, A. R. Schmidt and M. Barcia (2009). "Application of
Godunov-type schemes to transient mixed flowkUrnal of Hydraulic Research
47(2): 147-156.

Lhomme, J., C. Bouvier, E. Mignot and A. Paquief(Q&). One-dimensional GIS-based
model compared with a two-dimensional model in arl®@ods simulation. P. S.
Mikkelsen, A. Ledin and T. Hvitved-Jacobséd. 83-91.

Li, C. W. and C. Zeng (2010). "Flow division at haonel crossing with subcritical or
supercritical flow."International Journal for Numerical Methods in Fligi62(1): 56-
73.

Lipeme Kouyi, G., D. Fraisse, N. Riviere, V. Guirastd B. Chocat (2009). "One-dimensional
modelling of the interactions between heavy ralmiahoff in an urban area and
flooding flows from sewer networks and riverg/ater Science and Technold®¥(4):
927-934.

Lloyd, P. M. and P. K. Stansby (1997). "Shallow-evatow around model conical islands of
small side slope .1. Surface piercinglburnal of Hydraulic Engineering-Asce
12312): 1057-1067.

Lopes, P., J. Leandro, R. F. Carvalho, P. PascdaRanMartins (2013). "Numerical and
experimental investigation of a gully under surgearconditions."Urban Water
Journal

MacKenzie, K. and J. Guo (2011). Hydraulic effiagrof street inlets common to UDFCD
region. Denver, CO, Urban Drainage and Flood Comlirstrict: 27.

Mark, O., S. Weesakul, C. Apirumanekul, S. B. Ameenand S. Djordjevic (2004). "Potential
and limitations of 1D modelling of urban floodinglburnal of Hydrology2993-4):
284-299.

Marsalek, J. (1984). "Head losses at sewer junctitamholes."Journal of Hydraulic
Engineeringl1Q(8): 1150-1154.

Mason, D. C., M. S. Horritt, N. M. Hunter and P. Bates (2007). "Use of fused airborne
scanning laser altimetry and digital map data fwan flood modelling.Hydrological
Processe®1(11): 1436-1447.

McMillan, H. K. and J. Brasington (2007). "Reduceoimplexity strategies for modelling
urban floodplain inundationGeomorpholog@0(3-4): 226-243.

Mignot, E., A. Paquier and S. Haider (2006). "Madglfloods in a dense urban area using
2D shallow water equationsJournal of Hydrologyd27(1-2): 186-199.

Mignot, E., A. Paquier and T. Ishigaki (2006). "Quamison of numerical and experimental
simulations of a flood in a dense urban ar&¥dter Science and Technolog#(6-7):
65-73.

Mignot, E., A. Paquier and N. Riviere (2008). "Expeental and numerical modeling of
symmetrical four-branch supercritical cross junctifow.” Journal of Hydraulic
Research6(6): 723-738.

Mignot, E., N. Riviere, R. Perkins and A. Paqui208). "Flow patterns in a four-branch
junction with supercritical flow.Journal of Hydraulic Engineering-Asde34(6): 701-
713.

187



References

Mignot, E., C. Zeng, G. Dominguez, C.-W. Li, N. Rike and P.-H. Bazin (2013). "Impact of
topographic obstacles on the discharge distributioropen-channel bifurcations.”
Journal of Hydrology494(0): 10-19.

Miller, D. S. (1978)Internal flow system$BHRA Fluid Engineering.

Ministere de l'agriculture, S. (1980). Synthesediamale sur les crues des petits bassins
versants. Fascicule 3 : la méthode CRUPEDIX.

Nasello, C. and T. Tucciarelli (2005). "Dual Muttdel Urban Drainage ModelJournal of
Hydraulic Engineering-Asc&31(9): 748-754.

Neary, V. S. and A. J. Odgaard (1993). "3-Dimenaiofiow structure at open-channel
diversions."Journal of Hydraulic Engineering-Asdd 911): 1223-1230.

Neary, V. S., F. Sotiropoulos and A. J. Odgaar®@)9"Three-dimensional numerical model
of lateral-intake inflows.Journal of Hydraulic Engineering-Asd®52): 126-140.
Nougaro, J., P. Boyer and J. Claria (1975). "Corngment d'une dérivation de canaux
lorsque les biefs aval sont pourvus de retenugsHouille Blanchéd): 267-273.
Papanicolaou, A. N., M. Elhakeem and B. Wardmari {20"Calibration and Verification of
a 2D Hydrodynamic Model for Simulating Flow arouitinergent Bendway Weir

Structures.'Journal of Hydraulic Engineering-Asde&37(1): 75-89.

Paquier, A. (1995). Modelisation et simulation @epropagation de l'onde de rupture de
barrage. Lyon, Jean Monn&hD: 193.

Paquier, A. (2013). Logiciel Rubar20 - Notice d'émnpLyon, France, Irstea, Departement
Eaux, Unité de recherche Hydrologie Hydraulig6®.

Paquier, A. and P.-H. Bazin (2014). Coupling 1-@i &aD Models for Simulating Floods:
Definition of the Exchange TermAdvances in Hydroinformatic®. Gourbesville, J.
Cunge and G. Caignaert, Springer Singapd29-140.

Pedersen, F. B. and O. Mark (1990). "Head lossestorm sewer manholes: submerged jet
theory."Journal of Hydraulic Engineering16(11): 1317-1328.

Ramamurthy, A. S., J. Qu and D. Vo (2007). "Nurnarand experimental study of dividing
open-channel flows.Journal of Hydraulic Engineerin3310): 1135-1144.

Ramamurthy, A. S. and M. G. Satish (1988). "Diumsiof flow in short open channel
branches.Journal of Hydraulic Engineering-Asdd 4(4): 428-438.

Ramamurthy, A. S., D. M. Tran and L. B. Carballgd®90). "Dividing flow in open
channels.'Journal of Hydraulic Engineering-Asdd §(3): 449-455.

Richardson, J. E. and V. G. Panchang (1998). "Fdmeensional simulation of scour-
inducing flow at bridge piers.Journal of Hydraulic Engineering-Asci24(5): 530-
540.

Riviere, N., G. Travin and R. J. Perkins (2007)angcritical flows in open channel
intersections32nd IAHR Congres¥/enice, Italy.

Sampson, C. C., T. J. Fewtrell, A. Duncan, K. ShaadS. Horritt and P. D. Bates (2012).
"Use of terrestrial laser scanning data to driveirdetric resolution urban inundation
models."Advances in Water ResourcEK0): 1-17.

Schmitt, T. G., M. Thomas and N. Ettrich (2004).n&ysis and modeling of flooding in
urban drainage systemsdurnal of Hydrology2993-4): 300-311.

Schubert, J. E., B. F. Sanders, M. J. Smith andsNWright (2008). "Unstructured mesh
generation and landcover-based resistance for Hydemic modeling of urban
flooding." Advances in Water Resourc&K12): 1603-1621.

188



References

Schumann, G. J. P., J. C. Neal, D. C. Mason anB.PBates (2011). "The accuracy of
sequential aerial photography and SAR data for obsg urban flood dynamics, a
case study of the UK summer 2007 flood®émote Sensing of Environm@&i§(10):
2536-2546.

Serre, M., A. J. Odgaard and R. A. Elder (1994néigy Loss at Combining Pipe Junction."
Journal of Hydraulic Engineering-Asd((7): 808-830.

Sharp, Z. B., M. C. Johnson, S. L. Barfuss and WWRahmeyer (2010). "Energy losses in
cross junctions.Journal of Hydraulic Engineerin36(1): 50-55.

Shettar, A. S. and K. K. Murthy (1996). "A numetictudy of division of flow in open
channels.'Journal of Hydraulic Researc®4(5): 651-675.

Smith, M. B. (2006). "Comment on [']JAnalysis and aeting of flooding in urban drainage
systems'."Journal of Hydrology817(3-4): 355-363.

Soares-Frazao, S., J. Lhomme, V. Guinot and Y. 42008). "Two-dimensional shallow-
water model with porosity for urban flood modellihdournal of Hydraulic Research
46(1): 45-64.

Soares-Frazao, S. and Y. Zech (2008). "Dam-break tthrough an idealised cityJournal of
Hydraulic ResearcHd6(5): 648-658.

Stansby, P. K. (2006). "Limitations of depth-ava@gnodeling for shallow wakesJournal
of Hydraulic Engineering-AscE327): 737-740.

Struve, J., R. A. Falconer and Y. Wu (2003). "Iefice of model mangrove trees on the
hydrodynamics in a flumeEstuarine, Coastal and Shelf Scie®&¢1): 163-171.

Taylor, E. (1944). "Flow characteristics at rectalag open-channel junctionsTransactions
of the American Society of Civil Engine@@9 893-912.

Toda, K., K. Inoue, K. Kuriyama and O. Maeda (200fundation flow analysis in urban
areas considering streets and underground spaeetsff

Tsubaki, R. and I. Fujita (2010). "Unstructureddggeneration using LIDAR data for urban
flood inundation modelling.Hydrological Processe®4(11): 1404-1420.

Van Emelen, S., S. Soares-Frazao, C. K. Riahi-Nskzha H. Chaudhry, J. Imran and Y.
Zech (2012). "Simulations of the New Orleans 17the@ Canal breach flood."
Journal of Hydraulic Researcb(1): 70-81.

Vanleer, B. (1979). "Towards the ultimate conseweatifference scheme .5. 2nd-order
sequel to Godunovs methoddurnal of Computational Physi&2(1): 101-136.
Vojinovic, Z. and D. Tutulic (2009). "On the use &D and coupled 1D-2D modelling
approaches for assessment of flood damage in wabzas."Urban Water Journal

6(3): 183-199.

Wilkerson, G. V. (2007). "Flow through trapezoidahd rectangular channels with rigid
cylinders."Journal of Hydraulic Engineering-Asds35): 521-533.

Xia, J., F. Teo, B. Lin and R. Falconer (2011). rtRrala of incipient velocity for flooded
vehicles."Natural Hazard$8(1): 1-14.

Xia, J. Q., R. A. Falconer, B. L. Lin and G. M. T&011). "Numerical assessment of flood
hazard risk to people and vehicles in flash flobdsnvironmental Modelling &
Software26(8): 987-998.

Yen, B. C. (2002). "Open Channel Flow Resistandatrnal of Hydraulic Engineering
1281): 20-39.

189



References

Yu, D. and S. N. Lane (2006). "Urban fluvial floedodelling using a two-dimensional
diffusion-wave treatment, part 1. mesh resolutidieats.” Hydrological Processes
20(7): 1541-1565.

Yu, D. and S. N. Lane (2006). "Urban fluvial floedodelling using a two-dimensional
diffusion-wave treatment, part 2: development ofsab-grid-scale treatment.”
Hydrological Processe®((7): 1567-1583.

Yu, D. and S. N. Lane (2011). "Interactions betweserbgrid-scale resolution, feature
representation and grid-scale resolution in flamehdation modelling.Hydrological
Processeg5(1): 36-53.

Yulistiyanto, B., Y. Zech and W. H. Graf (1998).16 around a cylinder: Shallow-water
modeling with diffusion-dispersionJournal of Hydraulic Engineering-Asce4(4):
419-429.

190



Appendix

191






Appendix A
Additional results for bifurcation
flows

A1 Initial flows simulation results for the run 4

Figure A.1 showsgor each experimental flossimulationresults of the run (Table 3.1)

around the junctionncluding the following characteristis
« velocity magnitudaormalized by the bk velocity in the upstream chanrV/Vy,
» streamlines,
* water depthsiormalized by te upstream channel water depthyg,

» areas wherdlow is supercritical (indicated with hashed a on the right part o

figures)
» dividing stream line and recirculation a (red lines on the right part of figur:

Besides, single obstacles locationsindicated with white squares.
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Figure A.1 : Computed initial dividing flow characteristics near the junction with run 4

A.2 Comparison of simulation results and experimental

measurements

Simulation results are compared to all availablg@eexnental measurementFor
obstacles, dr scarcity, only results from the run 4 (fine mes¥ith the eddy viscosit

coefficient set tck=1x10° m?.s*, see Table 3.34re used for the water depths, as it is
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optimum set of parameters to simulate the bran@nmél water depths. For the velo
fields, the run 10 is also used to show the influenca abarse mes Note that the arrow plc

densities may be reduced fasibility.

Water depths measurements include for each floaefgdflows5 anc 6, which are very
close to flow 4 the initial flow anda flow with one obstacle. LSPIV measurements
available for flow 3, for eacbbstacleconfiguration. PIV measuremisnare available for floy

6, for the initial flow, and for obstacles 2, 4, 5 and 6).
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Figure A.2 : Top: comparison of measured and simulated (run 4) water depths along one
line in both the main and branch channel, without obstacle (init.) and with one selected

obstacle (obsi).

Bottom :

and with one obsatcle; red dash lines indicate measurements lines.
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Figure A.3 : Measured surface velocities with LSPIV (Exp) and simulated depth averaged
velocities with runs 4 and 10 for the reference flow 3
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Figure A.4 : Measured velocities at z=3 cm with PIV (Exp) and simulated depth-averaged
velocities with runs 4 and 10 for the flow 6
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Appendix B
Detailed measurements carried out
on the DPRI urban drainage model

B.3 Street and sidewalks elevation measurements

B.3.2 Measurements

The original design of the surface channel congi$ta horizontal street (10 m long,
50cm wide) with 2cm high sidewalks. Temperaturethanlaboratory as well as the different
experimental facility modifications carried durirthe experiments may alter the actual
topography of the street and the sidewalks. Theemioottom topography has been measured
4 times during the 2 stays at the DPRI. One referaneasurement was carried out at the
beginning of each stay (Bathyl and Bathy4), and&ser additional measurements were
carried out on the same day during the first staygheck the influence of a model operation
on the topography (Bathy 2 and Bathy3).

Number of Measurement
Name Date . ) Comment
points of sidewalks

Initial measurement prior experiments

Bathyl 04/23/12 235 Yes including street flow

Bathy?2 05/16/12 95 No Measyrement after a 24h pause in the
experiments

Bathy3 05/16/12 95 No Measurgment just after a street flow
generation and a quick drying
Control measurement of the second

Bathy4 10/01/12 235 Yes stay, after a street flow generation and a

6h drying
Table B.1 : Urban drainage model topography measurements carried out during the 2
stays at DPRI

B.3.3  Analysis of the street bottom elevation

The street bottom elevation is shown on Figure Brithe 4 measurements, the zero
being the average measured elevation. There isergepattern showing that a small pond

exists in the centre of the street4.5 m), and that the upstream-Q m) and downstream
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(x~10m) ends of the latter are higher than the aver@geerating flows in the street sligh
affects its topography, globally decreasing thetdmt elevation, with more significa
changes pstream (comparison of Bathy2 and Bathy3 measurendédathy4 shows that tt
topography still remains constant with time, exdephe first 5(cm upstream. However tr
difference is likely to come from an error in trensor positioning, which can karge in the

very upstream and downstream pi

Local average valug, and maximum deviatioBy maxZp min are considered respective
as the reference value and an uncertainty rangarty out experimental data analysis. Th
values are used through the thesis and are shothe elevant chapteFigure4.4 p.76).

Bathy1l

T LR |

y [m]

y [m]
%
|
-

Lo 1

y [m]

n

0 2 4 6 8 10
X [m]

\
|

Figure B.1 : Measurements of the street bottom elevation. Street inlets location are
indicated in gray squares and sidewalks with hashed rectangles
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B. Detailed measurements carried out on the DPRI urban drainage model

B.3.4  Analysis of the sidewalks elevation

The sidewalks elevaticZg,, has been measured for the series Bathyl and Badlory
the axis x=0.675 (right side sidewalk) and x=1 m (left side sidewalk). Longitudini
variations are related to those observecthe street bottom. The average sidewalks elevi
is around 20.2 and 19.3 mm respectively for thbtrapd left sidewalks, which remains clc
to the original design (20 mm). As for the streettim elevation, an average value anc
error are defined dsed on these 2 series of measurements, and adlethuseigh the

experimental analysis.

y =0.675m
24 +
£ 22+, Rt
L = = = = = = = - e e -
% 29 +$+ﬂ*++%+i++++i * #Jrﬁ?%rw* v
N 181 T+
16 - | | | |
0 2 4 6 8 10
X [m]
y=1325m
24
E 22| + +
g | T + + M
?—3 20 — f=+= === = = = T.H_=<|= = = = 3#__='_+a>ﬁi>é+=+#é ;_ﬁ’_i»=|:+=+= =
N 18T +f—i+¢+ + a4t
16 - | +++\ Tt | |
0 2 4 6 8 10
X [m]
|+ + Bathyl - Bathyl - Average + + Bathy4 - Bathy4-Average|

Figure B.2 : Longitudinal evolution of the right (top) and left (bottom) sidewalks
elevation. Averaged values are indicated in dashed lines.

B.4 Flow Measurements

The following table sums vall steady flows measured, with:
* Qs : upstream street flow discha
*  Qpi: upstream pipe flow dischatr
* hpan: water level above the downstream end pipe bc
*  Qso: downstream streflow discharge

*  Qpo: downstream pipe flow dischai
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*  Qex: total exchange discharge between the streetrenpipe
*  Qexerr: Mass balance error
» hs:average water depth in the street

LSPIV indicates whether Large Scale Particle Imsig@éocimetry was carried out or

not.
Qs_,-1 Qp_,-1 P, dn Qs?1 Qp_o1 Qe-); Qex,_e{r hs LSPIV
L.s L.s cm L.s L.s L.s L.s cm

S1 1.30 0.00 - 1.30 0.00 0.00 o0.00 2.0 v
Street flow S2 0.52 0.00 - 0.52 0.00 0.00 0.00 1.3 v
S3 1.95 0.00 - 1.88 0.00 0.00 -0.07 3.0 v
P1 - 0.73 9.7 - - - - - -
P2 - 1.00 10.1 - - - - - -
P3 - 1.27 105 - - - - - -
P4 - 1.50 11.0 - - - - - -
P5 - 1.25 156 - - - - - -
P6 - 0.74 14.9 - - - - - -
Pipe flow P7 - 0.50 9.3 - - - - - -
P8 - 0.15 9.3 - - - - - -
P9 - 0.23 9.5 - - - - - -
P10 - 1.66 3.5 - - - - - -
P11 - 1.85 3.5 - - - - - -
P12 - 0.30 9.8 - - - - - -
P13 - 0.42 10.0 - - - - - -
P14 - 0.59 103 - - - - - -
D1 199 0.00 115 0.73 129 129 0.03 1.8 -
D2 199 0.00 154 0.88 1.12 1.12 0.01 1.7 -
D3 198 0.00 209 1.17 081 0.81 0.00 1.9 -
D4 198 0.00 265 160 034 034 -0.03 2.2 -
D5 199 0.00 12,7 0.70 130 130 0.01 2.8 v
Drainage D6 3.34 000 126 204 1.28 1.28 -0.02 2.5 v
D7 130 0.00 126 0.00 132 132 0.02 3.4 v
D8 202 000 126 063 140 140 0.02 5.1 v
D9 203 000 114 058 144 144 -0.01 5.0 -
D10 2.03 0.00 156 0.73 1.28 1.28 -0.03 5.1 -
D11 2.02 000 211 094 102 1.02 -0.06 5.3 -
D12 201 0.00 26.6 1.25 0.68 0.68 -0.08 5.6 -
01 049 100 288 094 056 -044 0.00 1.8 v
02 0.00 1.02 29.0 050 051 -051 -0.01 1.4 v

Overflow
03 049 099 299 093 056 -044 0.00 3.0 v
04 250 1.00 299 292 0.56 -044 -0.03 3.0 v

Drainage ~ SI1 0225 0199 110 0061 0365 0.166 0002 17 -
withone  SI1 0225 0199 11.9 0066 0360 0.161 0001 17 -
coupleof ~ SI1 0225 0.199 13.0 0.070 0352 0.153 -0.001 17 -
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B. Detailed measurements carried out on the DPRI urban drainage model

Qs_,-1 Qp_,-1 P, dn Qs?l Qp_o1 Qe-); Qex,_e{r Y
L.s L.s cm L.s L.s L.s L.s cm
streetinlets SI1 0.225 0.198 14.0 0.075 0.346 0.148 -0.002 1.7 -
SI1  0.224 0.198 14.8 0.080 0.342 0.144 0.000 1.7 -
SI1  0.224 0.197 15.8 0.085 0.337 0.140 0.001 1.7 -
SI1  0.224 0.198 16.8 0.090 0.329 0.131 -0.003 1.8 -
SI1  0.224 0.198 17.7 0.094 0.322 0.124 -0.006 1.8 -
SI1  0.223 0.198 18.7 0.101 0.317 0.119 -0.003 1.8 -
SI1  0.224 0.198 19.8 0.109 0.309 0.111 -0.004 1.8 -
SI1  0.222 0.198 20.8 0.114 0.300 0.102 -0.006 1.8 -
SI1  0.223 0.197 219 0.122 0.292 0.095 -0.006 1.9 -
SI1  0.222 0.198 22.6 0.129 0.284 0.086 -0.007 1.9 -
SI1  0.222 0.197 23.7 0.140 0.270 0.073 -0.009 1.9 -
SI1  0.223 0.198 24.6 0.147 0.259 0.061 -0.015 1.9 -
SI1  0.221 0.197 25.5 0.158 0.243 0.046 -0.016 2.0 -
SI1  0.222 0.197 26.2 0.173 0.222 0.025 -0.025 2.0 -
SI2 1.084 0.199 10.3 0.907 0.374 0.175 -0.002 1.8 -
SI2 1.085 0.200 11.9 0.916 0.365 0.165 -0.005 1.8 -
SI2  1.085 0.199 12.8 0.922 0.360 0.161 -0.003 1.8 -
SI2  1.086 0.200 13.7 0.930 0.353 0.153 -0.002 1.8 -
SI2  1.085 0.200 149 0.941 0.347 0.147 0.003 1.8 -
SI2 1.085 0.199 16.0 0.945 0.341 0.142 0.002 1.8 -
SI2  1.085 0.198 17.1 0.947 0.333 0.135 -0.004 1.9 -
SI2 1.087 0.198 179 0.957 0.328 0.130 0.000 1.8 -
SI2  1.087 0.198 18.7 0.966 0.322 0.124 0.003 1.9 -
SI2 1.087 0.198 19.8 0.972 0.315 0.117 0.002 1.9 -
SI2 1.087 0.198 20.8 0.983 0.306 0.108 0.004 1.9 -
SI2  1.086 0.198 21.7 0.991 0.299 0.101 0.006 1.9 -
SI2  1.087 0.198 22.8 0.998 0.285 0.087 -0.002 1.9 -
SI2 1.087 0.198 23.8 1.013 0.273 0.075 0.002 1.9 -
SI2  1.084 0.198 24.7 1.024 0.259 0.061 0.001 1.9 -
SI2 1.087 0.198 25.5 1.033 0.245 0.047 -0.007 2.0 -
SI2  1.084 0.197 26.3 1.053 0.216 0.019 -0.012 2.0 -
SI3  1.760 0.198 10.3 1.566 0.375 0.177 -0.017 1.9 -
SI3 1759 0.199 12.0 1.584 0.367 0.168 -0.006 1.9 -
SI3 1759 0.198 129 1.581 0.359 0.161 -0.017 1.9 -
SI3 1758 0.197 139 1.587 0.356 0.159 -0.012 2.0 -
SI3 1758 0.198 14.8 1.593 0.351 0.153 -0.012 2.0 -
SI3 1759 0.198 15.8 1.593 0.345 0.147 -0.019 2.0 -
SI3 1758 0.198 169 1.606 0.339 0.141 -0.012 2.0 -
SI3 1758 0.197 17.8 1.609 0.331 0.134 -0.015 2.0 -
SI3 1758 0.197 18.7 1.624 0.322 0.125 -0.009 2.0 -
SI3 1758 0.197 19.8 1.624 0.318 0.121 -0.012 2.1 -
SI3 1759 0.197 20.7 1.637 0.310 0.113 -0.009 2.1 -
SI3 1759 0.197 21.7 1.637 0.300 0.103 -0.020 2.1 -
SI3 1757 0.197 229 1.649 0.288 0.091 -0.017 2.1 -
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Qi Qi hpan Qo Qpo Qex  Qexerr hs

Ls' Ls® cm Ls*! Lst Lst Ls*! cm
SI3 1759 0.197 23.7 1.655 0.276 0.079 -0.025 2.1 -
SI3 1758 0.197 24.7 1.674 0.262 0.065 -0.019 2.2 -
SI3 1757 0.196 254 1.680 0.253 0.057 -0.019 2.2 -
SI3 1757 0.197 26.1 1.699 0.235 0.038 -0.019 2.2 -
Sl4 0.216 1.001 22.8 0.155 1.107 0.061 0.044 2.0 -
SI4 0.215 1.001 219 0.143 1.121 0.072 0.048 2.0 -
SI4 0.216 1.001 21.0 0.130 1.126 0.086 0.039 1.9 -
SI4 0.216 1.002 20.0 0.122 1.141 0.094 0.045 1.9 -
SI4 0.215 1.002 189 0.114 1.146 0.101 0.043 1.9 -
SI4 0.216 1.002 17.6 0.096 1.155 0.120 0.033 1.8 -
SI4 0.215 1.013 159 0.079 1.165 0.136 0.017 1.8 -
SI4 0.216 1.014 14.8 0.071 1.190 0.145 0.031 1.8 -
SI4 0.217 1.014 14.0 0.067 1.200 0.150 0.036 1.8 -
SI4 0.216 1.014 12.6 0.060 1.205 0.156 0.035 1.8 -
SIi4 0.216 1.011 11.4 0.055 1.210 0.161 0.038 1.7 -
SI4 0.216 1.010 10.6 0.052 1.215 0.164 0.041 1.7 -
Sl4 0.217 1.010 9.4 0.045 1.215 0.172 0.033 1.7 -

Sl4  0.216 1.013 8.7 0.042 1.220 0.174 0.034 1.7 -
Table B.2 : List of the steady flows measured on the experimental urban drainage model

LSPIV
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Appendix C
Processing of the DPRI urban
drainage model experimental data

C.1 Street flow discharge computation

Flow discharges in the experimental model are &nlgwn at both ends of the street
and the pipeQ@si, Qpi, Qso andQpo), and there is no measurement of the exchangbalipe
through the exchange structures. The latter woeldb interesting improvement to analyse
the exchanges. Experimental measurements have umsh to compute the street flow
discharge evolution and to derive the correspondiog exchanges. To compute flow

discharges along the street, the following dateasedlable:

* Water elevation and bathymetry along the street) an overall accuracy of +/- 0.3

mm

» Surface velocity measured with LSPIV, with errostiraated to be less than 0.5 cm/s,

except near the street inlets.

For all flows, out of the street inlet influenceay the water elevation is almost constant
along y axis, and so at a specific cross sectianations of the water depth are mainly due to
the bathymetry variations. However, surface velesiwvary along y axis, depending on the

importance of the drainage or overflow processes.
C1.1 Computation method

The velocity field is interpolated on a regular ® grid which eases the discharge
computation and is justified by the fact that LSRI&ta are available on a roughly 5cm grid.
For the water depths, the density of point varigth vthe experimental flows, but the
longitudinal evolution remains very low, so thalireear interpolation on such a fine grid is
reasonable. Theaw street flow discharge is then computed by integgathe linear discharge

along y axis:
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1.4

QS,LSPIVO(x) = (Zs(x) — Zp(x, )’)) “Upspry (x,y) - dy C.1

0.6

whereZs is the street water elevatio, the street bottom elevation, angspvis the
surface velocity along x axis measured with LSPT®. account for the vertical velocity
distribution, a velocity correction factd®, is introduced to derive the actual street flow

discharge:

Qs,Lspiv (x) = Cp(x) - Qs,Lspivo (x) C2

C, should actually vary with both x and y and be uded directly in Eq. C.2, but
regarding the available experimental data and ¢s&ricted aim of the present computation,
we assume a constant coefficient over a crossosedtor the water depths, the errors due to
the sensor positioning (vertically) are stronglgueed when subtracting bed elevations to
water elevations, and the main error source liesha street bottom elevation. For the
velocity, the error associated to the LSPIV compomais very low and is thus not
considered : ortho-rectification effects are stigrignited by the camera position, particle
seeding ensure that no areas are filmed withoticfes except near the street inlets and along
the walls/sidewalks, and time convergence of vékxiis always respected. However the

uncertainty on the vertical velocity distributioraynbe important for the following reasons:

e There is no direct measurement of this distribytemd the actual flow discharge is

only known at the upstream and downstream endseddtreet.

» The vertical velocity distribution can be affecteg the exchange process, the local

variations of the street bottom elevation, andintberface street/sidewalks

Particularly, because of these local variationsthed vertical velocity profile, it is
impossible to predict a velocity correction factmy using a log-law or other theoretical
equations. Therefore, street flow discharge comjmunts are carried out first on constant
street flows (without exchanges, so that the sfteet discharge is known at each section) to
compute empirical values of the velocity correctfastor, and assess the accuracy of the

method.
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C. Processing of the DPRI urban drainage model experimental data

C.1.2  Application to street flows without interaction with

the pipe

For the three street flowS1, S2 and S3 (defined in Table B.@je streeflow discharge
is constant and can be used to estimate the weloaitection factoiC,. The latter is show
on Figure C.1with an uncertainty range derived from the sthestom elevation uncertaint
Clearly, C, cannot be assumed to be constant, even for a digen This coefficient is
strongly impacted by théeeding system for x<m, and variations also occur for xm,
because of the downstream condi or of the bathymetry variations in this a. Otherwise,
in the centre part of the channvariations of the coefficient are srtealand more continuot
(except, of coursegt the location of the street inl at x=0.5m, x=1.5m .etc.). For the flow

S2,C, values are particularly hicand may be related to the very shallowness ofltve &nd

its low velocities.

0.6

0 2 4 6 8 10
x [m|
Figure C.1: Velocity correction factor estimated for the street flows S1, S2 and S3

Given these results, ttaccuracyof a street flow discharge computation for a flovthv
exchanges with the pipe is very low. The raw stridatv discharge (G .spivg can be

computed, but estimating local velocity correctfantors remains too uncertain to derthe
actual street flow dischargleecause
* Exchanges with the pipe will generdocal additional 3Deffects an variations of the

coefficientC,.
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* The coefficientC, strongly vary in the upstream and downstream erdbeostreet,
and therefore cannot be locally calibrated usireyupstream and downstream street

flow discharge measurements.

Considering uncertainties due to the coeffici€ntand to the street bottom elevation,
the computation of the street flow discharge basedhe experimental data would lead to
typical uncertainties of 10%. Keeping in mind tkiz¢ exchange discharge at a given couple
of street inlets is only a few per cent of the losi@eet flow discharge, deriving exchange
discharges with the present computation would keadery large errors (more than 100%).
Therefore, this computation method is not appliedteady flows with exchanges and we
conclude that with the present experimental ddte,local exchange discharges cannot be
derived.

C.2 Unsteady flow measurements

A series of unsteady flows have been measuredytarh a specific instrumentation of
the experimental model has been required, as veelh &pecific experimental data post-
processing, which are detailed here after. As thetaady conditions were manually
controlled and could not be accurately repeatedh amsteady flow was generated and
recorded once. 10 flows were generated in a rotal(experiment duration of slightly more

than one hour) and four were selected for the shesi
C.2.1 Instrumentation

To record the time evolution of the street and gdlpes characteristics, the following
instrumentation has been set up (Figure C.2):

* 4 video cameras to record :
— The water level at piezometer P2 (x=2m)

— The water level at piezometer P5 (x=5m) and thesxvdépth at the centre of the

street (x=5 m, y=5m)
— The water level at piezometer P8 (x=8m)
— The pipe and street flow meter display (inlet flpws
» 3 water gauges (resistive probes linked to a daggdr) to record the water elevation
in:
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C. Processing of the DPRI urban drainage model experimental data

- The street downstream measurement tank
— The pipe downstream measurement tank
— The pipe downstream control tank

This instrumentation choice permits to record temelution of the street water depth at
one location, and pipe piezometric head at 3 pomtsch is consistent with the spatial
evolution observed for steady flows (greater varat of the pipe piezometer head than the
street water depth). The inlet and outlet pipe sindet flow discharge recordings (through
upstream flow meters and downstream measurememks)tgmermits to have a global
description of the exchange processes. The timdutwo of the pipe downstream
piezometric head (approximately equal to the pipetrol tank water level) completes the
boundary conditions recording and so is usefulniamerical simulations. The feeding tanks
water level could not be instrumented, so the gmetfects of these tanks cannot be directly

accounted for in the post processing of experinmieiatia.
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a) Street
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Exchange points
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Figure C.2: Scheme of the urban drainage model pumping loops and instrumentation for
unsteady flows (top view)

C.2.2  Video camera data processing

Videos were recorded at 30Hz, from which imagesevesttracted at specific time steps.
Image analysis is manually done. Table C.1 sumthagime step and the number of data

points extracted.

Qsi Qpi Zs Zp2 ZpS Zp8
Time step (S) 1.0 1.0 5.0 5.0 5.0 5.0
Number of points 4565 4565 795 806 797 736

Table C.1 : Video data extraction parameters for unsteady flows
C.2.3 Water gauges data processing

Calibration of water gauges consisted in doing dmeegressions on reference
measurements, with regression coefficients alltgrethan 0.999, so that the water level for

214



C. Processing of the DPRI urban drainage model experimental data

each water gauge is assumed to be measured wililgibkegerrors. During experiments, the
acquisition frequency is set to 10 Hz; then datafdtered using a low pass filter to reduce
the noise. The water elevation in the pipe contaok can be directly used, but the water
elevations upstream of the V-notch weirs in the nlsineam measurement tanks need to be
transformed into an equivalent flow discharge. Blege-discharge relationship of each V-
notch weir has been previously calibrated, butdtoeage effects of the intermediary tanks
separating the street and pipe outlets and the tshnweirs have to be considered. We
consider that the V-notch weirs stage-dischargaticgiships (previously established for
steady flows) still lead to the right measuremanks outflow discharges, and that the storage
effects of the intermediary tanks can be directicalated without considering time shifts.
For the street, this leads to the following equatio

dZso,mes

It () C3

Qso (t) = Qso,mes (t) + As,mes

with Qsomes Asmes and Zso mes respectively the street measurement tank outflow
discharge, horizontal area and water elevation,(agthe street outflow discharge. A similar
equation is derived for the pipe discharge, with tatermediary tanks:

Zpo,mes

deo ctrl
. t
It )

Qpo(t) = Qpomes(t) + Apmes ) + Ap,cer dt C4

with Qpo,mes Ap,mes@NdZy0 mest€Spectively the pipe measurement tank outflowldisge,
horizontal area and water elevatiof, cn and Zyo i respectively the pipe control tank
horizontal area and water elevation, a@g, the pipe outflow discharge. Use of these
equations requires computing time derivatives & 3hwater elevations recorded with the
water gauges. This is done by using a spline fancand a smoothing over 20 points
(equivalent to a 2 seconds period smoothing). Aamgle of this treatment is shown on
Figure C.3 for the case US1. The tanks storagectsffeppear to be significant, for both
amplitude and timing of the pipe and street outfloydrographs (e.g. time shift of 30s
between the street measurement tank outflow pea& &nd the actual street outflow peak
time). The derived pipe outflow discharge seems le®ll corrected, as there are still
important fluctuations, which have not any physioaaning considering the continuous
evolution of the exchange processes in this ungtad. This is due to the presence of two
intermediary tanks, with combined effects that nme¢ be properly modelled under the
previous assumptions, especially the fact that wat dhe flow delays between each

measurement points. As a result, only the measureafeunsteady street outflow discharge
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is used in the thesis, as it is considered more fdeli@md should contain alm

information on the exchange process at the stozde

all
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Figure C.3: Post-processing of the street and pipe outflow discharges for the case US1.
Top: raw conversion of water gauges signal into water levels and data filtering.
Bottom: derivation of street and pipe flow discharges from tanks water level
measurements.
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Appendix D
Development of an exchange model
for the DPRI urban drainage model

D.1 Exchange structure

The street inlet grid is made of plastic grid afré by 5 cm, of a thickness of around
0.5mm, with circular holes of diametdg 2.8 mm located everly = 3.8 mm (Figure D.1).
The horizontal dimensions given here only considereffective area of the grid, as the edges
are used to fix the grid on the street. The rafi’md over total surface i§ = 0.44. The
drainage box under the street inlet grid has theedaorizontal dimensions, and its height is 5
cm (Hgp). The drainage tube is made of flexible plastithvan inner diameted; of 1cm. Its
lengthl; from the bottom of the drainage box to the mapeps 30 cm. The drainage pipe has
an inner diameteul, of 5 cm and is in plastic.

Figure D.1 : Photos of a street inlet grid (left) and of a connécting structure (right)
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D.2 Modelling principle

The flow through the drainage box and the drairtabe is always pressurized, so that
the exchange discharge can be computed using th@k principle. The latter is written
between a section just above the street inlet(gedtion 1 on the figure below) and a section

in the main drainage pipe (section 5), so at battsef the exchange structure.

v v
) 1 =) 1
Hs Hs
) 4H 5 - ’ 4H

Figure D.2 : Sections for Bernoulli principle (left: drainage, right: overflow)

The mean head H on the section is:

H= V2+ + 2
RETREAYT D.1

With V the mean velocity on the sectianthe elevation ang the pressure at a chosen
point of the sectiong the acceleration due to the gravity, antthe kinetic energy correction
coefficient (or Coriolis coefficient). The latterc@unts for the non-uniform velocity
distribution across the section and is always latban 1. However in the following, for

simplicity, we will neglect its effect and assumequals unityy(=1).

Applying the Bernoulli principle then yields to ti@lowing equations for respectively

drainage (D.2) and overflow (D.3) configurations:

AH1_5 = AHl—Z + AH2_3 + AH3_4 + AH4_5 D.2

AH1_5 = _(AHZ—l + AH3_2 + AH4_3 + AH5_4) D.3

with AH1.5 the total head losses between upper and lower @nttee exchange flow,

decomposed into the following head losses for digen
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the street inlet gridAH;.»)

the inlet of the tubeAH..3)

the tube AH3.)
» the combining flows at the junction between theetahd the pipeAH4.s)

and for overflow:
the dividing flows at the junction between the tainel the pipeAHs.4)

the tube AH4.3)

the outlet of the tubeAHs.2)

the street inlet gridAH>.1)

Note that to ensure continuity the total head lesse always expressed from point 1 to
point 5 and can therefore be negative, whereagpkat head losses are formulated according
to the direction of the flow, hence the minus in BJ3. These different head losses terms can
be expressed with common hydraulic equations aaduses. The following section details

the various formulations found in the literature.
D.3 Head losses formulation

D.3.1 General consideration

Head losses are commonly expressed as a part fibth&inetic energy:
2

AH =K v

With K a coefficient derived from experimental or analgtiwork, andV the bulk
velocity of flow at a specific location around thgdraulic structure that generates the head
losses. For a given head loss formulatibnysually varies with the Reynolds numlb and
with the geometry of the hydraulic structure. Evieextensive studies deal with head losses,
one must be careful on the validity range of theous formulations. In particular, in our
experimental model, the Reynolds numbers are aréuff — 1x10 and 2.5x18— 4x1d for
respectively the exchange and the pipe flows. Ddipgnon the head loss types, the
dependence to the Reynolds number for the headcsHicients is found to occur for
Reynolds numbers lower than“:01&P, which clearly shows that in our cases all coffits

will have dependencies dRe Moreover, the transition between laminar andulebt flows
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(usually considered as 2000 < Re < 4000) is adsuoci@ important variations of the head
losses coefficients, and may not be precisely known

Idelchik and Steinberg (1996) and Miller (1978) soanized extensive set of
experimental data and analytical work on head B$sepressurized flows. These books are
used as references here, and formulations taken frem will be quoted with detailed

section numbers. Additional formulations and coesations are taken from journal papers.

D.3.2 Formulation for each hydraulic structure

D.3.2.1 Street inlet grid

The head losses through a grid can be expresstdw dead losses of a diaphragm of
the equivalent free flow area (ldelchik and Stergb&996, §8.2.2), and the head loss
coefficient is related to the averaged velocityotlgh the grid/diaphragm. Formulas found

apply for grids located across a pipe or a chaandldirectly perpendicular to the flow.

Here, for a drainage case the surface flow is [ehria the grid plane upstream of the
street inlet then it becomes almost perpendiculamapproaching the grid. For an overflow,
the flow exiting the drainage tube arrives perpeuldir to the grid (vertical jet) but becomes
horizontal when interacting with the shallow stréetv (Figure D.2). We assume that the
equations still apply. The head loss coefficiergipressed as follows (Idelchik and Steinberg
1996, 84.16, Eq. 4.19):

2
Kl_zzf(p‘l‘go<1+0707’1_fg_f:g) D.5

whereé, andeo are two empirical coefficients depending on thgriéds numberfy is
the ratio of equivalent flow area of the grid te thrainage box area (equals to 0.44 in the
experiment). The empirical coefficients and theultasg flow coefficient are given on Figure
D.3. The head loss coefficient varies from 0.8 #® depending on the flow velocity. When
using this formula, the Reynolds number is caladdor the flow through a grid hole:

v,d
Res, = % D.6
whereyy is the average flow velocity through the streégtigrid, dy is the diameter of a

grid hole and the kinematic viscosity of water.
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Figure D.3 : Empirical coefficients used to compute the grid head loss coefficient and
resulting head loss coefficient

For drainage flows, the flow velocity to use candssumed to be equal to the average
flow velocity through the drainage box becauseng velocities in the street are usually an
order of magnitude smaller than the velocitieshi@ drainage tube, and ii) the contraction of
the flow entering the drainage tube occurs nearithet and should not affect the flow
through the grid. Then we introduce a velocity éadb pass from the drainage tube to the
drainage box velocityi; ,.=A/Aq. However, for overflow, the jet at the outlet bétdrainage
tube is certainly not spread on the whole drainage section when it arrives at the street
inlet grid, so the velocity profile just upstrearhtbe grid is subject to uncertainties. The
solution proposed is to use elements of free rgentheory to have an evaluation of the flow
velocity profile (see end of the next sub sectioB.P.2).

D.3.2.2 Junction drainage tube/drainage box

Here two cases have to be distinguished accorditigetdirection of the exchange flow.
In both cases, the velocity to consider for the potation of the head losses is the flow
velocity in the drainage tub¥s;. The Reynolds number to consider is also relativéhe

drainage tube flow.

Drainage:
The head loss coefficient is expressed with théoWohg equation (Idelchik and
Steinberg 1996, 83.9 and abacus 3.10):
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K, - =K' (1 At)
2-3 = Al D.7

With A; the flow section of the drainage tul®g, the flow section of the drainage box
and K’ an empirical coefficient depending on theyiR#ds number and the ratto=Ay/Aqp. In
the facility, w=0.04, but the abacus only gives valuesvig0.1 or more. An extrapolation is
done for the experimental configuration, by considg that the increase df,.3 between
w=0.1 andv=0.04 is the same as the one betwee0.2 andv=0.1:

K2—3,chosen = K2—3(W =0.1)

+ (Ky_3(w = 0.1) — Ko_5(w = 0.2)) D.8

This extrapolation is subjective (although variaoobserved between=0.3, w=0.2
andw=0.1 support this approach) but should be clos#naaeality than the coefficient given
for w=0.1. The coefficients are reported on Figure Drdliree values oh/Agp. (Idelchik and
Steinberg 1996) formulation suggests that theie pgak in the coefficient for the transition

laminar/turbulent.

18
16
1.4

os SRR

0.2

100 1000 10000 100000

Re
‘—A— K23 (w =0.3) —=—K23 (w =0.2) —8—K23 (w =0.1) ------- K23, chosen

Figure D.4 : Values of K,.; for different opening ratio and Reynolds number and
extrapolation for the experimental facility

Overflow:

The head losses at the outlet of the drainagegigpdifficult to model as the jet flowing
out of the tube will flow through the grid and reathe surface of the street flow before the
energy dissipation is completed. The interactiorthef jet with the street inlet grid and the
free surface flow cannot be directly related to aiyple configurations found in the

literature.
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Considering an abrupt opening from the drainage popthe drainage box may not be
adapted. The length to recover static pressurevatuated to be at least 5 times the large
diameter (width of the drainage box in our casgMiller 1978, Fig. 5.67) and between 8 and
12 diameters in (Idelchik and Steinberg 1996), whsrthe street level is located only one
equivalent diameter above the outlet of the drantdpe. Miller (1978) also suggests that
50% of the head losses occur within a length agndters after the tube outlet.

We choose to model the head losses of the tubetcasl the total loss of the kinetic
energy of the jet:
V32

AH3_2 = Z D.9

Head losses due to the grid are modelled as famatya flows:

(052—1‘/3)2

AH; 1 =Kp-q- 29

D.10

where K,.; is the same coefficient as the one computed in2L3K;.,) and ax-; a
correction factor for the velocity. Using theory @xisymmetric round jet presented in
(Idelchik and Steinberg 1996), the quadratic avenagjocity is around 0.6 times the velocity
in the drainage tube when the flow reaches the @adthata,.1=0.6). This value remains
uncertain because of the lack of knowledge onaht&uybulence or on the combined effects of
the grid and the tube outlet but seems consistéht tive fact that in the experiments, jets
caused by overflow perturb the street flow surféa® the jet velocity is significant when

reaching the grid).
D.3.2.3 Drainage tube

Head losses through the drainage tube are due testial friction on the tube walls, but
also to the tube curvature. If considering only linear head losses for a straight pipe, the
general formulation gives (for the drainage casadhess term here, but it is identical for
overflow):

I V§

AH3_4 =f3—4'd_t'2g D.11

Wheref;.4 is the tube friction factod; andd; the length and diameter of the drainage

tube, andvs the drainage tube velocity.
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Reynolds numbers are around®1010" and the drainage tube roughness helglis
estimated to be 0.01 mm (which gives a relativeghmess height of 0.001). In this case, the
friction factor depends on both the Reynolds nunaret the relative roughness heigkit;.
Colebrook formula is usually adopted for Reynoldsnber greater than 1®ut this equation

is implicit so we use the following approximatiar full pipe flows (Miller 1978) :

0.25

ks 574\ 2 D.12
l0g10 (3.7dt + Re°-9)

fi-a =

The tube curvature radius is significantly largeart the tube diameter: in this case
Idelchik and Steinberg (1996) recommends to ushehmidriction coefficients (instead of an
elbow or turning flow consideration). This is qugebjective, and the author also proposes a
formula for large ratio of curvature radius to deter for smooth pipes, that account for both
wall friction and additional losses due to the pipevature:

ay d; 2
f3—acurv = Rodr (2_Ro> D.13

whereRy is the curvature radius of the pip®, a; anda, are empirical coefficients

depending on the Reynolds number and defined ifolteaving table.

e a a
50 <Rel]|-2 <600 20 0.65 0.175
2R,
d,
600< R <1400 10.4 0.55 0.225
2R,
1400< Re] 2dFteO <5000 5 0.45 0.275

Table D.1 : Empirical coefficients for the total linear head losses in curved pipe with high
ratio of curvature radius to pipe diameter

Results of these 2 models are given on the neutdigalong with the Blasius equation
for smooth pipes. The curved pipe model predicghén friction than the Colebrook
approximation for Reynolds numbers up to 5000, Wwhscthe upper bound of validity of the
curved pipe model. We will use the latter for ReBG@nd the Colebrook approximation for
Re>5000, as it is supposed to cover a wider rahige.surface roughness height chosen for
the drainage pipe (0.01 mm) is considered as aseptative value for plastic pipes, but

according to Miller (1978) actual values will degemn the manufacturing process. Although
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this might be considered as a calibration parametefor sensitivity analysis, effects of
roughness for such Reynolds number is very liméted is not of prime concern.

0.300
0.250 A
0.200 \A
;'_,0.150

0.100 \ :
0.050 E \ﬁﬁﬁg-—‘._,_.

0.000 T T T
1.00E+02 1.00E+03 1.00E+04 1.00E+05 1.00E+06

Re
—=— ColeBrook Approximation
Blasius
—— Curved pipe

Figure D.5 : Friction factor in the drainage tube. The range of drainage tube flow typical
Reynolds numberis within the dash red lines.

D.3.2.4 Junction between the drainage tube and the drainage pipe

Equation sources:

The experimental junction is characterized by afiom angle of 90° with sharp edges,
which is a well-documented configuration. Howevidie head loss coefficients depend on
other geometrical and flow parameters:

» ratio of lateral branch flow section to main brarficlwv section
« ratio of lateral branch flow velocity to main branitow velocity (or discharge)
* Reynolds numbers in the different branches

Idelchik and Steinberg (1996) provides general fdations of the head losses for both
combining and dividing flows. The head loss coafint for a combining flow is expressed
with the following equation and related to the demje pipe velocity downstream of the

junction:

-

2
Qt A Q
K45 1deichik = 1.15 + <Q_p (A_I:) - ﬁ D.14
Qp

whereQ, is the flow discharge in the pipe downstream @ jilmction andQ; is the

exchange flow discharge in one of the drainage (ithis supposed here that a couple of
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drainage tubes linked to the same junction havestmae exchange flow, which seems
accurate in the present symmetrical configuratiéioy. dividing flows, the author suggests
that the coefficient for a 3 branch junction can used. This latter in our configuration

depends only on the ratio of the tube flow velodityo the pipe flow velocity, upstream of

V 2

t

Ks_41deichik = 0.9 <1 + (7) ) D.15
P

For the two latest equations, the author does notigle any validity range. Other

the junction:

sources can be found in the scientific literatuvigh specific focus points but also narrower
validity ranges. Sharp et al. (2010) provides Head coefficient for a cross junction under an
extensive set of flow distribution, but the diametd the 4 pipes are equal and no
extrapolation can be easily done based on thea, det they provide only raw results with

abacuses.

Jamison and Villemonte (1971) studied the influentéhe Reynolds number on the
head losses coefficients for both combining andddig flow for a three branch junction with
equal diameters and different velocity ratios. Tispw that for Re<1000, the head loss
coefficients for a combining flow vary with the Rwjds number in the branch,

independently of the ratio of the branch pipe flelocity to the main branch pipe velocity :

7300
D.16

K4—5,]amison = Re
branch

In the transition zone, the influence of the velpcatio is important and no formulation
is derived. For a dividing flow, they derive a daniformulation for ratios of lateral branch

velocity to upstream branch velocity greater than 0

7000

K 5 . = —
—4,Jamison R
€branch

D.17

The authors point out that in the transition zdhere is no adequate relation derivable

for the head loss coefficient.

Serre et al. (1994) studied combining flows forightr angle junction with a specific

focus on the influence of the velocity ratios almivfsection ratios between the lateral branch
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and the main branch. They derive the following e¢iguafor the head loss coefficient, which
is related to the velocity in the pipe upstreanthefjunctionV,:

A\ ((v\
K4—5,Serre =\11- 1'85 Vp -1 D.18

Comparison and choice of a formulation:

The following table sums up the different formubaws presented above, with their
range of applicability. Results from (Jamison anlievhonte 1971; Sharp et al. 2010) are not
actually usable for our model because they do oosider low ratios of lateral branch flow
section to main branch flow section. For combinflayvs, (Idelchik and Steinberg 1996)
equation is applicable for 4 branch junction, whsréSerre et al. 1994) equation is derived
for a 3 branch junction. However, in this artictag authors did consider the equations
proposed by Idelchik and Steinberg (1996) but ratleveloped new equations for very low
pipe diameter ratios. As equation from Serre ef1#194) is more documented with a validity
range covering our experimental setup, we choasefahmulation (D.18). A comparison of
the 2 equations is shown on Figure D.6 for a lod amigh pipe discharge, where we can see
that (Serre et al. 1994) equation gives smalledHeases for drainage cases, even if the

results are quite close.

For dividing flows (which corresponds to an overflin our experiment) we use the
only equations (apart from Jamison and Villemod®&7(l), restricted to laminar flows) found
in the literature (Idelchik and Steinberg 1996).

Validity
Source Type of junction Revnolds Results
AIateraI/Amain QIateraI/Qmain nuym ber

Idelchik 3 branch dividing junction - - - Equation

Idelchik 4 bran_ch cqmbmlng - - - Equation
junction

Jamison 3 braf“?h. comb|n|_ng and 1 Otol Re<1000 Equation

dividing junction

Serre 3 branch combining 0.02t0 0.2 Oto 1l 10°-10° Equation
junction

Sharp 4 branch dividing and 1 0to 1 10*-10° Abacus

combining junction
Table D.2 : Equations found in the literature for combining and dividing pipe flows
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Figure D.6 : Head losses due to the combining flow at the junction pipe/tubes.
Computation is done for 2 different pipe upstream discharges (Q,)

Comments on the negative head losses :

For combining flows, the use of the chosen equai®d8) implies that the head loss
coefficient can be negative, leading in the enthtgative head losses” (as shown on Figure
D.6). Notingu, b andd the 3 pipes of a combing flow (upstream, branath downstream, as

on ), the energy loss per unit timM& in the junction is defined by:

AE
QuHy, + QpHy = QuHy + — D.19
pPY
Where Q and H are the discharge and mean total medlde sections around the

junction. Noting thaAE is always positive, we can write the followingquality :

Qu Qb
—H,+—H, > H
Qd u Qd b d D.20

The negative head loss coefficients means that ave haveHy,<Hq4, which is not
incompatible with the previous equation, depenainghe discharge ratiQ,/Qq and Qy/Qq.
When the branch discharg®, is low compared to upstream dischar@e (and thus
downstream dischard@y), H, can be smaller thary so that the branch flow can gain energy
through the junction (Idelchik and Steinberg 1996).
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Q,H, mp

L
=

Figure D.7 : Notation for a 3 branch combining flow
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Appendix E
Set up of a rainfall-runoff model for
urban catchments near Oullins

The flow discharges in the underground pipe netwdrdining Oullins have not been
measured during the flood events studied in thesith Therefore it is necessary to set up a
rainfall-runoff model to generate hydrographs foe tsimulations of the flows in the
underground drainage network. The aim here is agbrécisely describe the hydrological
processes on the Yzeron catchment but to be algesttict with a right order of magnitude
(amplitude and timing) the pipes flow hydrographsrinlg major rainfall events. The
methodology here relies on the analysis of avasldield data and the calibration of a simple

rainfall-runoff model.

E.1 Overview of the drainage system and available data

The underground drainage system in Oullins hagthran components:

1. A main collector that runs through the peri-urbagaa on the Yzeron catchment, and
flows along the left bank of the Yzeron river

2. A secondary collector that drains an intermediatglement south-west of Oullins city
centre, and runs on the right bank of the Yzeroerri

3. A network of smaller pipes draining Oullins cityntee and other surrounding urban
areas, connected downstream to one of the colkector

The sewer system is mainly a combined one on ttehiceent, that is both wastewater
and stormwater are collected in the same pipes.l&théank collector is supposed to have a
relatively large reaction time, and large flow diamgyes during rainfall events, whereas the
reaction time of the right bank pipe network is moged to be short, with smaller flow
discharges. The main and secondary collectors xamage flows with each other through a
connection pipe that is set up underneath the Yzever bed in Oullins centre.

Figure E.1 presents an overview of the Yzeron ca@tt, along with the measurements
points for rainfalls and pipe flow discharges usedhis appendix. The main pipes on the

catchment are also plotted: they indicate areamehbtaby the main collector and location of
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the latter. A zoom on Oullins city centre is praadon Figure E.6, with the catchment 1
being the one of the secondary collector. Areasnddaby the main collector and the

secondary collector are estimated to respectivedpza and 128 ha.

Legend
Flowmeters D 1000 2000 3000 4000 m

L4 e |

Rain gauges

Combined sewer overflows
[ ]

Main pipes

Rivers

Oullins urban catchments

]
Main collector catchment (urban areas)

Yzeron catchment

2D model
[ |

Figure E.1 : Overview of the Yzeron catchment, with urban areas, main elements of the
drainage system and location of available measurements

Available rainfall data is measured at two locasighigure E.1):

» At the centre of the Yzeron catchment, upstrearthefurbanized areas that feed the

sewer systems (rain gauge P1).
* South of Oullins centre, in the dense urban aré#iseccatchment (rain gauge P2)

Whereas the second rain gauge (P2) is supposee moobe representative of the rain
falling on the dense urban area in the south ofi@ullit is not clear whether P1 or P2 is more
suitable to simulate flow hydrographs of the ledhk collector. For the latter only, both rain

gauges will be considered, as a sensitivity angalysi

The flow discharge in the main collector has beerasured between 2007 and 2009
during the Rives project (Cemagref 2009), just igash of the modelled area (Figure E.1).
The flow discharge in the secondary collector hasnbalso measured, just upstream of its
connection with the main collector. Due to meaggidevices discrepancies, the gathered data

are not continuous, but several hydrological evhate been recorded (Figure E.2).
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Figure E.2 : Rainfall measurements on the Yzeron catchment (P1 and P2) and discharge
measurements in the left bank main collector (Col,LB) and right bank secondary collector
(Col,RB) during the period 2007-2009

Finally, the Yzron catchment is part ©THU (Field Observatory for Urban Wat
Managementpand other data have been produced or acquiredeipdbt ten years. Amoi
them, topographical data and sewer system dataused to delineate sub catchme
Footprints of buill areas and roads are used to determineimperviousnes of these sub

catchments.
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E.2 Analysis of field data for both collectors

E.2.1 Collectors capacity

Available measurements for both collectors inclale flow dischargesQco s and

Qcolrp and the water pressure at the collectors bottyn (s andPcorg. The pressure will

PCol,LB _Patm)

be here expressed and referred as the equivaleet wepth (e.9.hco; 15 = >

Figure E.3 shows the relationship between the nredstollectors flow discharges and water

depths.

The main collector flow discharg@coi s increases strongly with the water depth until
the flow becomes pressurized (flogo 5=1.8m), and then becomes limited. On the whole
measurement period, it seems that the flow dis@sargached at the collector pressurization
are between 2.5 and 3*m' and that the maximum observed flow dischargesaavend
4m’s®. There are higher observed values (almost &s™ but considering the
corresponding flow hydrographs they are not assuiméeé relevant, as such discharges occur
twice in the measurement campaign, and only favarhinutes (the recording time step is 2
minutes). The important dispersion of the scatlet m Figure E.3 for high water depths
comes from the potentially different hydraulic agafations downstream (e.g. a surcharge of
the drainage pipes in Oullins) and the operatiohthe many combined sewer overflows
(CSO) located upstream of the measurement poire Fgure E.1). Therefore, we will
consider that due to the CSOs, the maximum leftkbawllector flow discharge at this
measurement point is 4.0°m", even if a rainfall event generates higher rumiitharges.
Note that the upstream CSOs should start to optratewer discharges (typically as soon as
the collector flow starts to be pressurized), bomsidering such effects would require to
explicitly model the whole drainage network on ta&chment, which is out of the scope of
the present modelling.

Available measurements for the right bank collecmrer mainly the winter 2007/2008
(see Figure E.2). On this period, this collectorebareached its full capacity, as shown on

Figure E.3 Qcoirp. Therefore, no discharge limitation is considefi@dhis collector.
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Figure E.3 : Discharge - water depth relationship for the main (left) and secondary
collectors (right). The red dashed line indicates the height of the collectors.

E.2.2 Main hydrological events

A series of hydrological events are selecteanalyse the urbarunoff generation ol
the catchments of the maand secondarcollectors. The selectiors idone on events th
generate flow dischargésgher than 3.0 °.s'and 0.5 m.sin respectivelythe main and the
secondary collectoraind for which rainfall data are alable. For each eve selected for one
of the collectors, the deldc, betweerthe rainfall intensity peak time and the colledtow
discharge peak time is manually evalue Then wlumes of the water flowing in tf
collector V¢ and of the rain falling on the catchmeV,,, are calculated for each ev,
considering the correspdin¢ catchment area3he ratio of these two volumes is calcula
and gives an order of magnitude of the coeffic@nimperviousness of the catchm¢Cyp.
Both Kco andCyyp are parameters required to run the chosen re-runoff model (describe
in E.3).

Measurements detaitsf thes( events forthe main and secondary collect@are shown
respectively on Figure E.dndFigure E.5. Results of the analysis aespectivey in Table
E.1 and Table E.B&subscriptsl and2 referring to rain gauges P1 and BB,andRBreferring
to the main left bank collect@nd secondary right bank collector).

For the main collectoco .5 andCivp coiLg Vary from one event to another, on the
hand because of the hydrological conditions spetdi each event, but on the other h
because of the uncertainty on the rail. The latter can be clearly seen when comparing

rainfall measurements for a specific eveFigure E.4). For simplicity,dr the rainfal-runoff
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modelling we adopt a single value of 50 min fogKand 12% for Gupco, Which are
representative of the observed values.

Event Date QcO;LBmlax Keoier Keol ez VCOIéLB Vrai;l Vrai;z Cimp.coter Cimp,col,LB2
m°.s min min m m m % %
1 16/08/2007 3.8 70 50  4.1x10* 5.6x10° 5.6x10° 7.3 7.2
2 19/08/2007 3.1 50 20  9.1x10° 1.5x10° 4.0x10° 6.0 2.3
3 30/08/2007 3.6 90 120  6.1x10* 4.9x10° 4.1x10° 12.4 14.7
4 17/09/2007 3.6 50 40  1.8x10* 1.4x10° 3.5x10° 12.7 5.0
5  22/12/2007 3.0 40 30  3.4x10* 6.2x10° 3.7x10° 5.4 9.1
6  14/01/2008 3.0 60 30  1.5x10* 1.5x10° 1.8x10° 10.3 8.3
7 11/02/2008 3.0 40 60  2.4x10* 1.6x10° 3.1x10° 15.5 7.8
8  06/05/2008 3.1 30 50  4.1x10* 2.2x10° 2.6x10° 18.8 15.8
9  21/05/2008 39 40 - 4.2x10*  1.3x10° - 32.6 -
10  31/07/2008 3.0 50 - 4.1x10*  3.8x10° - 10.8 -
11 16/04/2009 3.0 60 - 2.4x10°  2.0x10° - 11.7 -
12 09/05/2009 3.7 60 - 4.4x10*  4.0x10° - 11.1 -
13 15/05/2009 35 60 - 2.6x10°  2.3x10° - 11.2 -

Table E.1 : Analysis of selected rainfall events for the main collector. Qco;18max IS the peak
flow discharge measured in the collector. Subscripts 1 and 2 refers to calculation carried
out for respectively rain gauges P1 and P2

For the secondary collector, only the rain gaugasR¥sed, at it is located close to the
corresponding catchment. The typical dek&yro could not be evaluated, as its order of
magnitude is the same as the time step of raifalininutes). Table E.2 shows that the
computed values of the imperviousness coeffic&np cors2 Vary between 5 and 14%. We
chose a representative value of 0.1 for the rdinfialoff model.

Event Date QCOI:;)RBTax VCoIéRB Vrai;z CIMP,CoI,RBZ
m-°.s m m %

1 07/06/2007 1.2 1.64x10° 3.00x10*

2 11/06/2007 0.8  2.21x10° 2.53x10*

3 20/06/2007 1.9  4.07x10° 6.96x10" 6

4 21/06/2007 1.7  3.25x10° 2.30x10" 14

5  08/07/2007 20  3.71x10° 5.27x10° 7

6  16/08/2007 0.8  2.24x10° 3.12x10* 7

7 19/08/2007 0.8 1.14x10° 2.20x10* 5

8  17/09/2007 1.2 1.41x10° 1.95x10* 7
Table E.2: Analysis of selected rainfall events (with rain gauge P2) for the secondary
collector. Qco,remax IS the peak flow discharge measured in the collector.
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E.3 Set up of a rainfall-runoff model

E.3.1 Reservoir model

The reservoir model is chosen to simulate the thyarographs, as it is a simple model,
that can be easily set-up (few parameters and idat#). Application of this model to the
present urban catchments follows the guidelinesigeal by the engineering master course
from Bertrand-Krajewski (2006). The different forkations presented below are taken from

this source.

The model principle is to describe the catchmerd esservoir, with an inflow (rainfall)
and an outflow (downstream pipe flow dischargeyefervoir model is based on a system of

a continuity equation:

dvi(®) _
T = Qe(t) - Qs(t) E.1
and a storage equation:
Vo(®) = f(Qe (1), Q5(1)) E2

Wheret is the time Vs is the volume stored in the reserv@), andQsare respectively

the fluxes coming into and out of the reservoid ha storage function.

The incoming flux can be written as follows:

Qc(t) =A-Ciyp-1(t) E.3

WhereA is the catchment are@yp is the imperviousness coefficient of the catchment

andl the rainfall intensity.

The Muskingum model proposes to write the storagetfon as follows:

V() = K(aQ.(t) + (1 — a)Q5(D)) E4

with K anda coefficients to determinew(ying between 0 and 1K is homogenous to a
time and represents the delay between the raipkdlk time and the catchment outlet
discharge peak time. Deriving Equation E.4 and tsuitisg in E.1, the following equation

can be derived:
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dQ.(t) dQs(®)
P ) ES5

Qe<t)—as(t>=1<<a (- —

This equation can be solved numerically by a didestretization in time. This is done
here by using a Python script specifically writtennumerically solve the final equation,
considering measurements of rainfall and sets ofarical parameter&( Civp, A,0).

E.3.2  Application to both collectors

The presented reservoir model is used to modelimeff generation on both collectors’
catchments. We use the previously determined vdaras (50 min) andCyp (12%) for the
main collector. For the secondary collector, we aks® the previously estimated value for
Cimp (10%). The parametét is evaluated to 6 minutes, following the appropofsented in
E.3.3. After a trial and error step, the time diapthe calculation is fixed to 30 min for the
main collector, 6 min for the secondary collectand the value ofx is set to 0.5. As
mentioned in E.2.1, a discharge limitation is imgmbdor the main collector in order to
account for the potential CSO effects upstreannefmeasurement point (fixed to 4.8.s1).
Moreover, a constant base discharge is added touatdor the wastewater flows and
infiltration. From available measurements, this ebakscharge is evaluated to 0.25 and
0.01 nt.s* for respectively the main and secondary collectav®rage discharge during dry
weather periods).

For the main collector, the model is run for the sE3ected events and the 2 rainfall
measurements (when available), and the comparidothe® simulated and measured
discharges is shown on Figure E.4. For most ofetvents, the simulated hydrographs are
reasonably close to the measurements, and the shigiserepancies can be related to the
uncertainties on the rainfall. The latter is obwdor event 7 for instance. The peak flow
times are reasonably well reproduced, which waseebgpl as the value dfc 5 was
evaluated from available measurements. The liroiaitnposed on the collector discharge is
effective for several events and leads to bettsulte (e.g. events 1 and 4), but this

assumption may not be sufficient for other eventh mtense rainfall (such as event 5).

For the secondary collector, the model is run f&r 8 selected events, for the rainfall
P2, and comparison with measurements is shown gurd-iE.5. Again, peak discharges and
hydrographs shapes are globally rather well siredlailthough important errors are found.
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Note that recorded rainfall and collector dischadgenot always seem consistent with each
other, which can explain a part of the discrepan(see for instance events 4 and 7).
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Figure E.4: Comparison of simulated and measured main collector flow discharges for the 13 selected events
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Figure E.5 : Comparison of simulated and measured secondary collector flow discharges for the 8 selected events
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E.3.3  Application to other catchments

There is no hydrological data to validate the minfunoff model on the sub-
catchments feeding the small drainage pipes netimo@ullins. The reservoir model can still
be applied, but the values KfandC,yp have to be determined without direct measurement.
To estimateCyp for each catchment, we assume that the impenacess consist of the road
network and the buildings. These catchments haea belineated in GIS (Figure E.6), so

thatC,p can be calculated.

M0 500 1000m
1 e

; g/ ]
Figure E.6 : Urban catchments feeding the drainage pipes in Oullins. Catchment n°1
corresponds to the secondary collector.

Bertrand-Krajewski (2006) reports a formulation nfroDesbordes (1974), which
proposed the following empirical relationship tdimste K from the catchment physical

characteristics:
K = 0.494A70-0076 . 0512, g-0.401 L%.eos E6

with A the catchment are& the average catchment slope dndthe length of the
longest drainage pipe on the catchment. Resulth&previously delineated sub catchments
are given in Table E.3. The imperviousness coeiffits can reach high values, since some
catchments are in dense urban areas. The compabeesvofK are around a few minutes,
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which means these catchments rapidly react duaimgail events, especially when compared
to the main collector.

Catchment A Cive Lo So K
ha - m % min
1 127.7 0.18 2278 3.51 6
2 22.1 0.34 800 7.00 2
3 31.6 0.34 890 5.06 3
4 3.0 0.57 250 0.32 3
5 2.7 0.53 130 0.62 2
6 83.8 0.14 1451 0.90 11
7 42.8 0.15 680 9.26 3

Table E.3 : Estimated parameters for the rainfall-runoff model of the small urban
catchments in Oullins

From these results we conclude that the rainfalbfumodel can predict the right order
of magnitude of the maximal flow discharges for th&n and secondary collectors, and quite
accurate peak times. The main error lies in theipeeestimation of the peak discharge for
some events (rather than the hydrograph shapequired, a convenient way to consider this
uncertainty when simulating floods in Oullins (Ck&xp7) can consist in multiplying the

whole simulated hydrographs by an arbitrary vakig.(+25%, -25%).
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ECOULEMENTS LORS D’INONDATIONS EN MILIEU URBAIN : INFLUENCE DE LA
TOPOGRAPHIE DETAILLEE ET DES ECHANGES AVEC LE RESEAU D’ASSAINISSEMENT

Le but de cette thése est d’étudier la modélisatitaillée des écoulements qui ont lieu
lors des inondations urbaines. Dans une premiergepaes écoulements en bifurcation
incluant des petits obstacles génériques ou ddispile canaux avec trottoirs sont étudiés sur
une magquette expérimentale, puis simulés numérignermvec le modele bidimensionnel
Rubar20. Les résultats expérimentaux et numériquestrent I'avantage d’inclure des
obstacles de petite taille dans un modeéle d’inaadaitrbaine, alors qu’il n’y a qu’un intérét
limité a utiliser une topographie détaillée dessrugans une deuxieme partie, les interactions
entre écoulements de surface et écoulements eruitemdouterraines sont étudiées. Un
modele physique de systéme de drainage urbain paten@alider un modele analytique
prédisant les débits d’échange entre les deux esud®coulement. Une modélisation 1D/2D
(conduite/rue) est mise en place avec les modeéelgsai’/Rubar20 et validée sur des
écoulements expérimentaux observés sur le modéquie. Dans une troisieme partie, les
inondations dans la ville d'Oullins (prés de Lyémance) sont étudiées. La modélisation des
écoulements de surface est validée avec des dodeédesrain, et nous discutons l'intérét de
plusieurs représentations du milieu urbain. L'imédign du réseau d’assainissement dans un
modele 1D/2D reste affectée par plusieurs incelisy mais cette étape montre l'intérét de la
modélisation couplée pour décrire les interacticc@mplexes des écoulements lors
d’'inondations urbaines, ainsi que les limites d@froche développée pour les écoulements a
faible profondeur.

Mots clés inondation urbaine, modéle physique, simulatiomérique, obstacle, topographie
détaillée, modélisation couplée du drainage, Csillin

FLOWS DURING FLOODS IN URBAN AREAS: INFLUENCE OF THE DETAILED
TOPOGRAPHY AND EXCHANGES WITH THE SEWER SYSTEM

Aim of this thesis is to study the detailed moadhgliof flows that occur during urban
floods. In a first part, bifurcation flows includinsmall obstacles or channel profiles with
sidewalks are studied on an experimental facibtyd then numerically simulated with the
two-dimensional model Rubar20. Experimental and enral results show the benefits of
including small obstacles in an urban flood modaiereas there is only little benefit of using
a detailed representation of the streets topography second part, interactions between
surface and underground pipe flows are studied.hgsical model of an urban drainage
system allows the validation of an analytical mogieddicting exchange discharges between
both flow layers. A 1D/2D modelling (pipe/street)set up with the models Rubar3/Rubar20
and validated on experimental flows observed omthesical model. In a third part, floods in
the city of Oullins (near Lyon, France) are studi8drface flows modelling is validated with
field data, and we discuss the interest of sevem@kesentations of the urban area. Integration
of the sewer system in a 1D/2D model remains inguzhbl several uncertainties, yet this step
shows the interest of the coupled modelling to diesccomplex flows interactions during
urban floods, as well as limitations of the develdapproach for shallow flows.

Keywords: urban flood, physical model, numerical simulatiohstacle, detailed topography,
dual drainage modelling, Oullins



